
* Krishnadas Nanath (Corresponding author): username.krishna@gmail.com  
Word Count: 10, 371 

Leveraging Twitter data to analyze the Virality of Covid-19 tweets: A Text Mining Approach 

Krishnadas Nanath* and Geethu Joy 

Middlesex University Dubai 

(author last version- accepted in Behaviour & Information Technology journal) 

ABSTRACT 

As the novel coronavirus spreads across the world, work, pleasure, entertainment, social interactions, and 

meetings have shifted online. The conversations on social media have spiked, and given the uncertainties 

and new policies, COVID-19 remains the trending topic on all such platforms, including Twitter. This 

research explores the factors that affect COVID-19 content-sharing by Twitter users. The analysis was 

conducted using 57,000 plus tweets that mentioned COVID-19 and related keywords. The tweets were 

subjected to the Natural Language Processing (NLP) techniques like Topic modeling, Named Entity-

Relationship, Emotion & Sentiment analysis, and Linguistic feature extraction. These methods generated 

features that could help explain the retweet count of the tweets. The results indicate that tweets with 

named entities (person, organization, and location), expression of negative emotions (anger, disgust, fear, 

and sadness),  reference to mental health, optimistic content, and greater length have higher chances of 

being shared (retweeted). On the other hand, tweets with more hashtags and user mentions are less likely 

to be shared.  

Keywords: Covid-19; retweet; content sharing; mental health; emotion-focused content; information-

focused content; social media.  

1. Introduction 

The COVID-19 pandemic impact is evident in all people that were affected worldwide. To reduce the 

spread of the virus, government authorities have implemented preventive measures, which have apart 

from slowing spread also restricted human movement and activity. With social distancing becoming the 

new norm, activities have shifted online, including both work and education. Besides, there has been an 

exponential rise in ecommerce. With the growth of users using online platforms to communicate and 

work, the conversations around COVID-19 continue to expand on social media platforms (Abbas et al., 

2020). Users seek information from platforms like Twitter to understand the global sentiments around 

the pandemic.  

 Twitter has long been used by government entities and organizations to understand trends and 

disseminate information. COVID-19, being the first pandemic in the current digital age, has initiated 

conversations around the pandemic, with millions of users participating in discussions on social media 

platforms. On 11th March, when Covid-19 was declared a pandemic by the WHO, the number of social 

media COVID-19 mentions crossed 19 million, according to the analytics platform, Sprinklr. In early April, 

a report by Twitter stated that COVID19 tweets were being retweeted every 45 milliseconds. However, 

given the scale of tweets, disproportionately, only a small fraction of tweets go viral and reach a sizable 

audience (Adamic et al., 2000). Hence, it could be interesting to explore the factors that affect the 

resharing behaviors, especially in a pandemic situation like COVID-19. 

 Scholars in the past have taken a keen interest in understanding the salient features of Twitter to 

predict the actual reposting behavior (Li et al., 2018; Lin et al., 2016b). Several factors have been explored 
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in the context of content sharing - representational features of Tweets (Son et al., 2019), message features 

(Bruns et al., 2012), user characteristics (Hughes et al., 2014), and source structural factors (Wang and 

Zhuang, 2017). These factors help to explain the content-sharing behavior of users on Twitter and social 

media. On the other hand, the intersection of COVID-19 and Twitter has also attracted several scholars to 

explore the domain in 2020. While a few studies have conducted a content analysis of COVID-19 Twitter 

posts (Ahmed et al., 2020; Park et al., 2020), others have looked at COVID-19 information and 

misinformation dissemination on Twitter (Rosenberg et al., 2020; Rufai and Bunce, 2020).  

 While several studies have studied information sharing behavior on Twitter, even with specific 

reference to the COVID 19 pandemic, however, there is scope to glean deeper insights into the subject. 

There are several research gaps that are noteworthy and offer strong motivations for this research. First, 

language dimensions have essential effects on sharing behavior. While studies have explored the 

importance of language characteristics on resharing behavior in the context of online ads, their 

contribution to a pandemic situation on social media remains unclear. Second, although studies have 

looked at virality in the context of social crisis (Xu and Zhang, 2018), they have not adequately examined 

the role of emotions, content features, and linguistic styles on information sharing during a pandemic.  

 The objective of this study is to examine the role of emotion-focused content, information-

focused content, linguistic features, and content features (topics) on the COVID-19 information-sharing 

behavior by social media users. Three research questions are addressed in this study: 

 Does emotion-focused content play a role in the sharing of COVID-19 content on Twitter? 

 Does information-focused content play a role in the sharing of COVID-19 content on Twitter? 

 Do the linguistic features of a tweet play a role in the sharing of COVID-19 content on Twitter?  

 This study aims to reduce manual coding by using machine-learning features like Natural Language 

Processing, Topic modeling, Named Entity-Relationship, and Sentiment analysis. The article is organized 

as follows: Section 2 provides the literature review and conceptual model; Section 3 is the research 

method section, which describes the machine-learning techniques and modeling details; Section 4 

presents the results of the model; and finally, the article concludes with discussion, implications,  and 

future research directions.  

2. Literature Review 

With the advent of the internet and related technologies, social media has become a ubiquitous platform 

for people to network and share content online. Several studies have explored the speed and extent to 

which information is shared on globally networked social media and its ease of use, and how this is 

transforming public discourse worldwide. Asur and Huberman (2010) studied the prediction power of 

information dissemination on social media on real-world outcomes. Mayrhofer et al. (2020) found that in 

comparison to disclosed advertisements and brand posts on Facebook, user-generated content leads to 

higher purchase intention. This explains the power of understanding user-generated content on social 

media platforms from the impact, reach, and resharing perspective. 

Twitter has been a popular platform to explore information dissemination research in literature. 

Wang and Yang (2020) performed a content analysis of various tweets and concluded that the 

organization’s dialogic communication greatly influenced their public engagement. A larger-scale analysis 

(52.5 million tweets) was conducted by Roy et al. (2020) to evaluate social media's effectiveness in 



communicating necessary information to vulnerable communities during calamities or emergencies. 

Several studies have used the analysis of tweets in the context of politics. Lee et al. (2020) studied the 

influence of politicians' Twitter blunders and citizens' responses to these tweets. Another research 

conducted in the context of Twitter and politics conducted by Bright et al. (2020) concluded that using 

Twitter as a broadcasting mechanism does not help to gain an edge in electoral outcomes.  

Several studies in the past have explored the factors that influence social media content's virality. 

The large-scale and rapid diffusion of information online is often measured by using content-based and 

creator-based research methods. Owing to social media's ubiquitous nature, understanding what goes 

viral has received a great amount of scrutiny in recent years. According to Han et al. (2020), conceptual 

richness and predictive ability can be improved by adding content-creator interactions to the nomological 

network of virality (based on tweets). Skaza and Blais (2017) studied the role of hashtags in determining 

the virality of a tweet . Tellis et al. (2020) aimed to understand the factors that determine the virality of 

YouTube videos. They found emotions, brand prominence, and information content as significant 

contributors towards virality. The authors concluded that ads demonstrating positive emotions 

(amusement, inspiration, and warmth) have a higher tendency of being shared compared to the negative 

ones. Mendoza et al. (2010) found that conducting aggregate analysis on tweets can help identify reliable 

news from rumors. 

It is interesting to observe that there are a number of studies that have explored the intersection 

of the COVID-19 pandemic and social media. The ubiquitous nature of social media ensured that COVID -

19 soon spiraled into an infodemic (Zarocostas, 2020). Hashtags like #Coronovirus became the top 

trending hashtags on social media in 2020. By influencing and fragmenting social response (Kim et al., 

2019), the online platform has now fastened up the epidemic process. Several studies have explored the 

concept of misinformation and fake news related to the pandemic on social media. Pennycook et al. 

(2020) identified that nudging the users to evaluate news accuracy before sharing it can increase the truth 

discernment in them. Similarly, several other studies have discussed the ill effects of social media during 

the COVID outbreak.  Gao et al. (2020) state that the government must identify measures to combat the 

infodemic while combating the citizens’ mental health problems, such as depression and anxiety. Zhou et 

al. (2021) proposed a depression classification model that uses multimodal features and TF-IDF to extract 

depression cues and polarities from emotion, topic, and domain-specific perspectives. Their results show 

an increase in depression after the COVID -19 outbreak. Allington et al. (2020) studied social media's role 

as a disseminator of misinformation and conspiracy theories during pandemics. 

Depoux et al. (2020) brought to light how the fear of pandemic itself spread faster than the virus 

(Larson, 2018; McCauley et al., 2013). They found that social media became a conduit for spreading 

misinformation and panic among its users, spreading faster than even the virus (Wilson and Chen, 2020). 

Yang et al. (2020) Studied the fear generated by COVID-19 myths and divided them into five categories: 

the spread of infection, preventive measures, detection measures, treatment, and miscellaneous. 

Interestingly, fear was the strongest emotion that all categories of myths invoked in people. The fine-

grained analysis of sentiment dynamics (Zhou et al., 2021) in LGA (local government areas) revealed that 

sentiment changed from positive to negative, despite it being positive during the initial days. The 

sentiment varied differently at different stages, especially towards the various policies introduced by the 

government. 



The above discussion highlights the need to manage the perils of misinformation being spread 

across online platforms; however, it also provides a perspective for brands to identify content related to 

the pandemic and position their posts accordingly. Merchant and Lurie (2020) recommended that all 

online platforms should be integrated to control the developing pandemic situation and remodel aspects 

of readiness and precautionary actions for the future. The authors highlighted the crucial role that social 

media can play during the pandemic. For instance, the Facebook news feed now works by redirecting 

users to either the WHO or local health authority websites. Yin et al. (2020) proposed a framework that 

could give insights based on topic-level dynamics. Based on an analysis of 13 million tweets, the authors 

found that positive sentiment had a higher ratio than negative sentiment. Different topics from the topic-

level analysis showed different polarities. Topics such as “stay home stay safe” had positive polarity, 

whereas some topics like “people death’’ consistently had negative polarity. A summary of key papers, 

their category, and methods is provided in Table 1.  

Table 1.  Summary of Literature Review 

Category Paper Description Method 

Social Media 
Content analysis 
 

Asur and Huberman 
(2010); Wang and 
Yang (2020); Roy et 
al. (2020) 

Recommendation and filtering system for 
Instagram users to categorize and analyze 
images  

SVM with Cloud API 

The study examines how organizations 
can used social media to establish 
dialogic relationship with the public 

Relative frequencies and 
Cohen's kappa scores of 
dialogic principal indices. 

Studies the effectiveness of social media 
in spreading awareness during calamity 

Social-Mediated Crisis 
Communication Model 
(SMCC)  

Tweet analysis 
 

Lee et al. (2020);  
Bright et al. (2020) 

Investigates how individual beliefs are 
affected by politicians' Twitter blunders, 
and their reactions to politicians’ tweets. 

Moderated mediation 
analysis 

Studies the effectiveness of political 
campaign on social media using Twitter 
data 

A pooled time series 
model and a first 
difference model 

Virality in social 
media 
 

Skaza and Blais 
(2017);Tellis et al. 
(2020) 

Uses time series data to quantify the 
proliferation and popularity of trending 
hashtags 

SIR model 

Study concludes that emotions, brand 
prominence and information content 
affect the virality of YouTube videos 

mixed-effects model 

Research Notes 
on COVID 
information 
dissemination 
on social media 

Zarocostas (2020); 
Depoux et al. (2020);  
Larson (2018); 
Merchant and Lurie 
(2020);Wilson and 
Chen, (2020) 

Discusses how social media caused the 
COVID pandemic to spiral into an 
infodemic spreading misinformation and 
fear. The research papers also suggest 
how social media could be used to direct 
people to genuine information (with 
evidence) 

NA 

Social media 
and its impact 
on epidemic 

Kim et al., 2019 Focuses on understanding the effect of 
media on epidemic forecast and 

SIR model 



uncovering measures to slow down the 
spread 

COVID 
misinformation 
on Social media 

Pennycook et al. 
(2020) 

Discusses how nudging users to evaluate 
news accuracy before sharing helps 
increase truth discernment 

Regression 

Mental health  Gao et al. (2020) Studies mental health problems during 
epidemic from exposure to social media 

Multivariable logistic 
regressions 

Social media 
Information 
dissemination 

Allington et al. 
(2020) 

Discusses how social media can influence 
information dissemination and the 
relationship between COVID-19 health-
protective behaviors and COVID -19 
conspiracy beliefs  

Regression 

Pandemic and 
public response 

McCauley et al. 
(2013). 

Discusses how pandemic can induce 
individual and social stress. 

Qualitative analysis  

Covid-19 Myths 
on Twitter 

Yang.S et al (2020) Understanding different categories of 
COVID 19 myths on Twitter and analyzing 
people’s reaction to these myths 

SRI epidemic model 

COVID -19 
tweets and 
depression 
dynamics 

Zhou et al. (2021) Depression cues and polarity from COVID 
19 tweets 

TFIDF with multimodal 
features from tweets 

Covid19 
sentiment 
dynamics 

Yin.H et al., (2020) Analyzes the sentiment dynamics from 
topics 

Topic modelling 

 

3. Conceptual Framework 

Sharing online content is an integral part of modern life. Several studies have explored the reasons why 

people share content online (Boyd et al., 2010; Hopp et al., 2020; Lee et al., 2015; Oliveira et al., 2020). 

Sharing content on social media makes the content more visible and potentially goes viral. While some 

studies have attributed the virality in social media to be random (Cashmore, 2009), others have explored 

several dimensions of content to understand why it goes viral (Berger and Milkman, 2012). One of the 

intuitive reasons why people share content on social media is that they find it to be useful and feel that it 

could help others (Wojnicki and Godes, 2008). Some authors also view social content sharing as a social 

exchange value that could generate mutual benefit for the users who share and consume content online 

(Fehr et al., 1998). Others have argued that emotional aspects play a significant role in determining 

whether content will be shared or not (Heath et al., 2001). The chances of sharing emotionally charged 

content are higher as people sense their experiences or deepen their social connections (Peters and 

Kashima, 2007).  

 Twitter is one of the prominent components of social media and has gained attention due to its 

significant information diffusion potential (Savage 2011; Shirky, 2011). The retweet feature of this 

microblogging website allows users over the network to share content. While some reasons why users 

retweet are similar to those for the content sharing behavior on social media in general (Cha et al., 2010), 

there are explanations particular to Twitter's context. According to a few studies, tweet features such as 

URL and hashtag inclusion result in more retweets (Suh et al., 2010). Several other reasons for retweeting 



have been explored in the literature, and these include: initiating a conversation (Boyd et al., 2010), 

updating information (Hwang and Shim, 2010), self-explanation (Lee et al., 2012), maintenance of social 

relationships (Park and Jeong, 2011) and others. While these reasons summarize the intentions to share 

content on social media, it would be interesting to observe the factors that impact the retweets in a new 

context like COVID-19.  

 Content sharing on social media has seen different trends in the context of the ongoing pandemic 

(Nabity-Grover et al., 2020). Pre-COVID-19, sharing updates on travel, tourism, reviews of restaurants and 

hotels were common and received well. However, similar updates are most likely to receive fewer likes 

and retweets in the current situation and be perceived as a selfish act (Brown, 2020; Harris, 2020). When 

people retweet a post on Twitter, they advocate the content or want their followers to view it. Therefore, 

content that could receive negative evaluation and backlash in the pandemic context is usually avoided 

as a retweet. The change in sharing content user behavior on social media post-COVID-19 is classified into 

outside-in and inside-out (Nabity-Grover et al., 2020). Outside-in refers to the content that was very 

exciting for users to share but is frowned upon during the current COVID-19 pandemic. Sharing of such 

content is now seen as taboo, and users retweeting this could be the target of vitriol (Fox 2020; St. Michel, 

2020). Inside-out, on the other hand, refers to previously unshared content that is socially encouraged 

post-pandemic. For example, health-related topics on Twitter, usually considered private and sensitive 

(Lin et al., 2016a), are now shared more freely for public welfare. Therefore, it would be interesting to 

understand the factors that affect the retweet (or sharing) of tweets not only in the times of COVID-19 

but also those related to the pandemic.  

3.1 Role of emotion-focused posts in COVID-19 content sharing 

Content shared by users online can display various emotions, and these could either be positive or 

negative. The emotions generated by online content could lead to a variety of outcomes ranging from 

developing attitude towards the content generator (Edell and Burke, 1987) to recall (Stayman and Batra, 

1991) and viewing time (Teixeira et al., 2012). In the context of social media and Twitter, the range of 

emotions could decide upon the sharing of the content (Akpinar and Berger, 2017) and retweets of the 

Twitter posts (Stieglitz and Dang-Xuan, 2013). Several studies have assessed the impact of emotionally 

driven content and found that it has more impact than information-driven content (Lee and Hong, 2016). 

Akpinar and Berger (2017) assessed the sharing of emotionally driven content and found a positive 

influence.  

 The first point of assessment in the context of emotion-focused posts on social media and content 

sharing is whether it is positive or negative. There is a general belief that positive content has a higher 

chance of being reshared compared to negative emotions (Godes et al., 2005). From a viral content theory 

perspective, Berger and Milkman (2012) also hypothesized the virality of positive content and found that 

users often share content for self-presentation purposes (Wojnicki and Godes, 2008), and retweeting 

positive content may reflect positively on them. Several studies have confirmed the influence of positive 

valence on content sharing (Hagerstrom et al., 2014; Nelson-Field et al., 2013). The negative emotions can 

include anger, disgust, fear, and sadness; positive emotions, on the other hand, can comprise of joy, trust, 

and surprise (Berger and Milkman, 2012). 

 Apart from the valence of these emotions (positive and negative), the physiological arousal or 

activation they evoke could also influence content (Smith and Ellsworth, 1985). These emotion arousal 

abilities also play an essential role in social transmission (Berger, 2011). Literature has suggested that 



emotion arousal could lead to potential actions like assisting others (Gaertner and Dovidio, 1977) or 

responding to offers (Brooks and Schweitzer, 2011). Retweeting tweets and sharing content requires 

action, and hence similar effects can be observed because of emotions. Therefore, a pack of emotions 

(anger, disgust, sadness, amusement, awe, inspiration, surprise, joy, and fear) evoked by social media 

content has been explored in the context of content sharing (Dafonte- Gómez, 2015; Hsieh et al., 2012; 

Nikolinakou and King, 2018).  

 From the context of the COVID-19 pandemic, examining the interplay between emotional 

valence/arousal on content sharing could be fascinating. While both valence and arousal could make 

emotions a vital aspect of content sharing, the type of emotions could differ in the context of the COVID-

19 pandemic. This study takes up the inside-out perspective described by Nabity-Grover et al. (2020). 

These perspectives deal with topics that were considered harmful or were not shared earlier but are now 

socially encouraged. The topics could be related to health (COVID-19 context), mental health during the 

pandemic (Pfefferbaum and North, 2020), anxiety and depression (Ni et al., 2020), and others. Such topics 

from the inside-out theory perspective indicate that they could widely be shared and retweeted during 

the pandemic even if they stood no chance of a more significant impact pre-COVID-19 (Kordzadeh and 

Warren, 2017; Lin et al., 2016a). The reason for this could be attributed to the global difficulties that 

people go through during the pandemic. These difficulties could lead to a greater emotional connect 

between the content and the user. The impact of users' emotional connection with the content on social 

media on the sharing and virality of the content has been explored in the literature (Dobele et al., 2007; 

Phelps et al., 2004). A critical perspective that explains this emotional connection phenomenon is the 

theory of resonance (McDonnell et al., 2017). It conveys that some content has an advantage over others 

because it fits (or resonates) with the views and emotions of the audience (Schudson, 1989). This 

resonance in the form of retweets could further shape the media discourse (Ferree et al. 2002; Gamson 

and Modigliani 1989) in this context.  

 Therefore, this research argues that emotions (both positive and negative) could be influential in 

COVID-19 content sharing on Twitter. There are eight emotions used in this research, and therefore eight 

hypotheses are used to address the first research question - Does emotion-focused content play a role in 

the sharing of COVID-19 content on Twitter? 

H1a-H1h: Tweets evoking Anger (a), Anticipation (b), Disgust (c), Fear (d), Joy (e), Sadness (f), Surprise (g), 

and Trust(h) will have more retweets in the context of COVID-19 content.  

3.2 Role of information-focused content in COVID-19 content sharing 

Information-focused content is typically verbally rich and often refers to the relevance and timeliness of 

the information (DeLone and McLean, 1992; Wand and Wang, 1996). It mostly involves delivering factual 

or evidential information. The content posted or developed in an information-focused style will typically 

involve factual descriptions about people (names), locations, organizations, and events (Tellis et al., 2019). 

The literature on communication suggests that information-focused content can influence individual 

attitudes toward information sharing (Chang et al., 2015; Maheswaran and Meyers-Levy, 1990). The 

factual content in the social media posts influences the decision of its impact. The extent to which the 

informative words are used is shown to influence the content sharing decision on social media (Chang et 

al., 2015).  



 Several studies have suggested that information-focused content may irritate customers in the 

context of online and social media marketing. Therefore, the sharing of such content could be limited 

(Tellis et al., 2019). One of the reasons quoted in the literature for the resistance in sharing information-

focused content is the lack of altruistic motives in sharing. These motives may be limited when the content 

focuses on factual features like names, brands, locations, and organizations instead of emotional goals 

that receivers can achieve. 

 However, given the COVID-19 context, this research uses the language expectancy theory to 

hypothesize that information-focused content could motivate content sharing. The theory posits that 

language is a rule-based system in which communicators and readers develop expected norms concerning 

communication styles in the given situations (Burgoon and Miller, 2018). This research draws upon the 

language expectancy theory and argues that information-driven content is expected during a pandemic 

situation. The reason could be attributed to the fact that a crisis like COVID-19 leads to a huge information 

gap and thus demands up-to-date, factual, and unambiguous information (Lee and Yu, 2020). In the 

situation of a pandemic, an individual’s motivation is mainly for a utilitarian purpose. Thus, the degree of 

information could be a dominant predictor of information sharing and resharing behavior. There are three 

measures of informativeness (names, locations, and organizations mentioned in the post); therefore, 

three hypotheses are used to address the second research question, does information-focused content 

play a role in the sharing of COVID-19 content on Twitter? 

H2a-H2c: Tweets with more mentions of -Names (a), Locations (b), and Organizations (c) will have more 

retweets in the context of COVID-19 content.  

3.3 Role of a tweet’s linguistic features in COVID-19 content sharing 

Social media's role as an information source has gained prominence, especially in the face of emergencies 

(Lin et al., 2016a; Martinez-Rojas et al., 2018). Microblogging websites like Twitter provide functions such 

as creating and replying to posts, mentioning users, and retweeting options. The flexibility in resharing or 

retweeting the content has made Twitter the most preferred medium for information dissemination. 

Twitter tweets have a word limit of 280 characters (Isaac, 2017) and can include URL links, user mentions, 

and hashtags. Therefore, the linguistic features of Tweets in this format could offer interesting insights 

into the retweeting behavior of users, especially in the context of COVID-19.  Lexical features of a tweet, 

like its length and content features, such as the usage of hashtags, user mentions, and the number of 

followers, could play a significant role in deciding the speed and spread of information content.  

Literature has demonstrated the influence of a tweet’s content features such as hashtags, URL, 

user mentions, and contextual features like the number of followers on retweet probability (Suh et al., 

2010). Zarrella (2009) extended the work by analyzing linguistic, psychological, and timing features along 

with URL, hashtag, and the number of followers of a user. A systematic attempt to assess the motivations 

behind the usage of hashtags was conducted by Rauschnabel et al. (2019). The authors uncovered ten 

different motivations for hashtag use, namely amusing, organizing, designing, conforming, trend gaging, 

bonding, inspiring, reaching, summarizing, and endorsing. 

Since this research explores the factors affecting the retweet of COVID-19 tweets, it is important 

to understand the factors that affect individual content-sharing behavior in a crisis. Studies have explored 

major features that predict sharing and retweeting possibilities of a tweet during disasters and crises (Li 

et al., 2018; Lin et al., 2016a). The diffusion of information via Twitter during crises and the role of content 



features that ensure effective communication were also studied by Son et al. (2019). The study concluded 

that the average retweet time decreased with an increase in the number of words and decreased with 

the inclusion of a URL. Bruns and Stieglitz (2012) found that tweets trending during natural disasters used 

more URLs than user designations. Such tweets had a higher retweet count than those from the 

mainstream media event. Hashtags also play a vital role in retrieving essential information from the 

millions of tweets and retweets generated during disasters, according to L.Potts et al. (2011). This research 

argues that the length of a tweet could increase the probability of retweet count. It also posits that using 

many hashtags and user mentions in a tweet could be negatively associated with retweet count.  

Retweeting or reposting behaviors of a user plays a crucial role in information dissemination via 

Twitter (Kwon et al., 2017). According to Lee and Yu (2020), one of the significant features contributing 

towards higher retweet count is word count or length of a tweet. During a crisis, information-rich content 

has a higher chance of being retweeted. The authors defined the word count of a tweet as an essential 

measure for evaluating language richness. Hence, it can be argued that an increase in the length of the 

tweet positively impacts the retweet count, as this helps in disseminating pandemic-related guidelines 

and medical information with clarity.  

When evaluating hashtags on Twitter, their quality is an important aspect to be considered. 

Millions of hashtags are generated in response to a crisis or disaster. Too many of them can hinder a user’s 

ability to process information. Therefore, we emphasize the need for careful selection of influential 

hashtags to ensure increased visibility of a tweet and chances of a retweet. Usernames are extensively 

used on Twitter search engines to search for a profile or tweets mentioning that particular user. The 

tweet's author enables more interactions by drawing further attention to their tweet by using @username 

(Tang et al.,2014). This can help increase the visibility of a profile or a brand. However, in the context of 

COVID-19, over usage of user mentions can negatively impact the retweet possibilities. In a pandemic 

event, users prefer information intended towards the public than to a specific user or a specific set of 

users. Hence, we argue that an increase in username mentions can reduce a tweet’s visibility and retweet 

possibilities.  

Therefore, based on the three factors (tweet length, number of hashtags, and user mentions), 

three hypotheses are used to address the third research question, Do linguistic features of a tweet play a 

role in the sharing of COVID-19 content on Twitter?  

H3 a. The number of words in a tweet is positively associated with the retweet count 

H3 b. An increase in the number of hashtags in a tweet is negatively associated with the retweet count 

H3 c. An increase in the number of user mentions negatively impacts the retweet count. 

4. Research Method 

4.1 Data Overview 

This research uses secondary data to test the conceptual framework. The tweets were collected from 29th 

March 2020 till 29th April 2020 (one month). The dataset is available in the public domain (Smith, 2020), 

and has been used by several studies in the context of COVID-19 (Kruspe et al., 2020; Zarei et al., 2020). 

The extractions were done using Twitter’s streaming Application Programming Interface (API) (Twitter, 

2020) with the help of the ‘rtweet’ package on CRAN. The following hashtags were used to filter the tweets 



to be included in the dataset: #coronavirus, #coronavirusoutbreak, #coronavirusPandemic, #covid19, 

#covid_19 and #ihavecorona. The data extraction was executed at the end of each day to maintain its 

consistency.  

 The Twitter data of each day was stored in a separate file as there were 500,000 plus tweets per 

day on average. All the sheets were combined onto a single dataset with the help of the big data platform 

on Microsoft Azure Machine Learning Studio. Since the research objective was to understand the factors 

that impact the sharing of content, retweet count was the critical variable in the dataset. It was decided 

to consider only the tweets that were tweeted in a common time window of the day (15 minutes), allowing 

a sufficient number of hours to reach the audience and examine the retweet.  This step ensured fairness 

in the comparison of the tweets on retweet count. Several steps were executed to clean the dataset - 

treatment of missing values, examining inappropriate data points, and handling invalid attributes. The 

repetition of tweets in the dataset was avoided by removing retweets, and only the first occurrence of a 

tweet was retained (original tweet). The language filter was set to English as most of the machine learning 

packages do not apply to other languages. The entire filtering process resulted in a substantial reduction 

in the number of tweets recorded in the final dataset (57, 331 tweets).  

4.2 Research method overview and coding process 

The final dataset was subjected to the coding process to extract variables that could be used for further 

analysis. The text in the Tweets had to be processed for quality, and the Azure Machine Learning studio 

was used to make the tweets eligible for natural language processing. The stop words were removed, the 

case was normalized to lower case, duplicate characters were removed, URLs were removed, and the 

expansion of verb contraction was done. After preprocessing of text, the following coding process was 

put in place: emotion analysis (as part of sentiment), topic modeling, Named Entity Recognition (NER), 

and other linguistic features. The resulting dataset was subjected to linear regression to test the 

hypotheses and predict the retweet count. The process is summarized in Figure-1. 

 

Figure 1: Research method overview and coding process 
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4.3 Measures and variables in the model 

Retweet Count: The retweet count was captured in the dataset and served as the dependent variable for 

the analysis. The Shapiro–Wilk W test for normality revealed that the retweet count was not normally 

distributed (p<.00001). Therefore, the log transform of the retweet count was used for further analysis.  

Coding emotions: Analyzing the emotions, mood, and sentiments from a text are usually categorized 

under the common umbrella of sentiment analysis (Alessia et al., 2015). It has been applied in various 

contexts in the literature, and the topics range from political sentiments (Murthy, 2015) to product review 

sentiment and emotions (Feldman, 2013). Two key outcomes of sentimental analysis could be useful for 

this study, polarity of sentiments (positive and negative) and the extent of emotions (trust, surprise, anger, 

and others) in a text (Taboada et al., 2011). This study used the extent of emotions to understand their 

influence on the sharing of content.  

 The analysis level to extract the text's emotions can be conducted at three levels document, 

sentence, and aspect level (Feldman, 2013). Each Tweet is considered a document in this research, and 

thus, the analysis is conducted at the document level. There are two approaches to sentiment analysis in 

terms of the methodology – lexicon-based and machine learning methods (Liu and Lei, 2018). The former 

method uses the sentiment lexicon containing a list of target words to meet the objective, while the latter 

uses training and test datasets to determine the semantic orientation of the text. Since the machine 

learning approach has limited applicability across diverse domains (Taboada et al., 2011), and there is a 

lack of readily available data, the lexicon-based method was used for this research.  

 There are several lexicon-based packages available to extract the emotions from the text. The 

authors chose R (Version 3.6.2) as a tool and syuzhet package by Jockers (2017) to execute the sentiment 

analysis. The corpora were submitted to a document-level (each tweet), lexicon-based analysis using the 

package in R. Several studies have used the syuzhet package with big data in a variety of domains (France 

and Ghose, 2019; Choudhury et al., 2019; Heinig and Nanda, 2018). The outcome of this package is in the 

form of eight emotions for each tweet- “anger,” “ fear,” “anticipation,” “trust,” “surprise,” “sadness,” 

“joy,” and “disgust.”. These emotions have been well-documented in the psychology literature (Plutchik, 

1994). The emotional analysis of the tweets by the package was executed with the help of the National 

Research Council Canada (NRC) word-emotion lexicon (Mohammad and Turney, 2013). A summary of 

these emotions is provided in Table-2.  

Table 2.  Summary of emotions labeled on the Twitter dataset. 

Emotion Count of occurrences 
(across 57331 tweets) 

Percentage 

Anger 20718 9.97 

Anticipation 30900 14.88 

Disgust 12338 5.94 

Fear 39817 19.17 

Joy 18291 8.81 

Sadness 26938 12.97 

Surprise 13714 6.60 

Trust 45013 21.67 

 



Topic Modeling: Other than the factors included in the conceptual model, it was decided to test for specific 

topics that could influence the sharing of COVID-19 tweets. The tweets in the dataset were, therefore, 

subjected to topic modeling. Since the topics were completely unknown before the analysis, they could 

not be included in the conceptual model but were tested in the prediction model. The field of topic 

modeling includes several algorithms that can process vast volumes of text data to analyze and identify 

the dominant themes (Rathore et al., 2017).  

 There are several methods discussed in the literature for extracting topics from a short text. Yang 

et al. (2019) classify these methods into representation-based and model-based methods. 

Representation-based methods focus on learning effective vectors for text and exploiting clustering 

methods like K-Means (Jain, 2010). While artificial intelligence algorithms are used at one end, extracting 

the latent semantic for text documents is another popular method. The latter methods include Latent 

Semantic Index (LSI), which uses a term-document matrix (Deerwester et al., 1990), and Latent Dirichlet 

Allocation (LDA), which assumes that text documents are generated by a set of latent topics (Blei et al., 

2003). On the other hand, model-based methods focus on new clustering strategies and do not need to 

represent short text with feature vectors (Li et al., 2016; Yin and Wang, 2014). 

 The Latent Dirichlet Allocation algorithm was selected in this study to execute topic modeling. 

This method can control the number of words and topics that could ease conducting the empirical 

analysis. The tool selected for this process was Microsoft Azure Machine Learning Studio due to its 

advanced ability to handle big data and pre-process text. As an output of topic modeling, the studio 

generates two outputs, the feature-topic matrix and topic loading for each tweet. The two outputs could 

be interpreted well if the correct number of topics (N) were chosen to receive meaningful results (Law 

and Jain, 2003). The number of training iterations was set to 1000 as the topic structure appeared more 

stable.  The number of words in the topic was under ten to attain a balance between interpretation ability 

and sufficiency of words. The authors experimented with various values of N in the recommended range 

of 5 to 30 (Chen et al., 2016). The results were then traced back to the literature to understand the 

influence of sharing content on social media. Three domain experts were also consulted to examine the 

corpus and number of topics. The method has been used by studies that deploy topic modeling for 

conducting empirical analysis (Kar, 2020). A summary of model parameters used for the topic modeling is 

provided in Table 3a.  

Table 3a. Model parameters 

Parameter Value 

  

Latent Dirichlet Allocation 

Number of training iterations 1000 

Rho parameter 0.01 

Alpha parameter 0.01 

Normalize True 

Number of hash bits 12 

Emotions coding 

Dictionary NRC Sentiment Dictionary  

 



Based on the relevance of topics with the literature on content sharing and expert inputs, five 

topics were chosen to record each tweet's loadings across them. The choice of N-grams was fixed to two 

(bigrams) because tweets have limited characters and are relatively shorter. Feature–topic matrix resulted 

in more than 180,000 features that were loaded on five topics. The top loadings of each topic were 

examined by reading the features to cluster them by themes. A summary of five topics is presented in 

Table-3b. The final dataset was appended with five new variables (five topic loadings), and each value 

ranged from 0 to 1. A value closer to 1 indicated a high loading of a tweet on a particular topic.  

Table 3b. Summary of Topic Modeling  

Topic Number Topic Label Keywords 

   

Topic 1 Home isolation/ Stay 
at home 

Home coffee; conference call; miss them; 
#workfromhome; homeworkout; #stayathome; 
home loackdown; hiding truth; #shelterinplace 

Topic 2 Hygiene and 
sanitization  

Handsanitizer donate; sanitization; the disinfectant; 
wash hands; more cleaning; have clean. 

Topic 3 Government and 
Policies 

Local government; its #government; our 
governments; #PandemicPolicy #nation; national 
leader; social-distancing rules; protecting rules.  

Topic 4 Mental health #domesticabuse; more stressful; very distressing; or 
suicide; worry about; #PanicDepression; about 
depression.  

Topic 5 Optimism and solution #LetsDoThisTogether; #wecandothis; vaccine trial; 
#Covid_19 Hope; #brightspot #hope; 
#LetsFightCovid19; #weareinthistogether 

  

Coding linguistic features of the Tweets: Text mining helps to extract hidden meaningful insights from text 

data that further accelerate knowledge discovery (Kobayashi et al.,2018). Here, the authors have 

extracted the linguistic features of a tweet, as they play a major role in influencing its virality. The major 

features extracted are the length (number of words), the number of hashtags present, and the number of 

users mentions in a tweet. The authors chose Python 3 environment to extract linguistic features, as it 

has several inbuilt analytics libraries such as nltk, used in this work. Python is an efficient tool that can 

facilitate the analysis and fine cleaning of data (Sun, 2020), which includes removing stop words, 

punctuations, and special characters that are generally present in tweets. 

Coding information-focused content: To extract the content that displayed information-focused content 

and facts, Named Entity Recognition (NER) was used. It is a subproblem of information extraction and 

usually involves analyzing documents and identifying expressions that refer to people, places, 

organizations, and brands (Mansouri et al., 2008). This method is also popularly known as Entity 

Identification, Entity Extraction, or Entity Chunking. The method in the literature has been applied in 

various domains. It started with analyzing mentions from journalistic articles and then turned into 

analytics in other domains like biomedical text (Metke-Jimenez and Karimi, 2015) and queries (Guo et al., 

2009). Several authors have used NER in the context of social media research, and thus, it can be 

considered as an effective method for tweet analysis (Aguilar et al., 2019; Phan and Sun, 2018).  



 The Named Entity Recognition was executed in Microsoft Azure Machine Learning studio as the 

module processes the text using both NER and Entity Linking capabilities. It, therefore, makes it a powerful 

solution to extract structured information from unstructured text (Makadia, 2020). The platform identifies 

three types of entities: people (PER), locations (LOC), and organizations (ORG). Therefore, for each tweet 

in the dataset, three entities (count) were recorded to be further used for analysis. A summary of all the 

variables is provided in Table-4. 

Table 4. Summary of variables in the regression model  

Variable Nature of the Variable Comments Summary Statistics 

Ln (Retweet_Count) 
(Dependent) 

Log transform of the 
retweet count 

All the tweets were 
selected from a 
common timeframe 
to ensure similar 
reach times. 

 

Anger  
 
Count of occurrence. 
Numbers provided in 
Table-2. 

 
 
Extracted from 
Syuzhet package in 
R.  

Min: 0, Max: 7, Mean: 0.43 

Anticipation  Min: 0, Max: 6, Mean: 0.65 

Disgust Min: 0, Max: 10, Mean: 0.26 

Fear Min: 0, Max: 8, Mean: 0.84 

Joy   Min: 0, Max: 6, Mean: 0.38 

Sadness Min: 0, Max: 7, Mean: 0.59 

Surprise   Min: 0, Max: 5, Mean: 0.28 

Trust Min: 0, Max: 9, Mean: 0.95 

Topic 1  
Topic Loading of each 
news article ranging 
from 0 to 1 

 
LDA topic modeling 
using five topics and 
bi-grams.  
Tool: Azure Machine 
Learning 

Max loading: 0.92 

Topic 2 Max loading: 0.96 

Topic 3 Max loading: 0.99 

Topic 4 Max loading: 0.99 

Topic 5 Max loading: 0.89 

PER (People) Count of names/people 
in the tweet 

 
Extracted from 
Named Entity 
Recognition (NER) 
using Azure Machine 
Learning Studio 
 

Min:0, Max: 8, Mean: 0.25 

LOC (Location) Count of locations in the 
tweet 

Min:0, Max: 16 Mean: 0.45 

ORG (Organization) Count of organizations 
in the tweet 

Min:0, Max: 10, Mean: 0.14 

NWords_tweet Number of words in a 
Tweet 

Extracted from 
Tweets using Python 

Min: 22,Max: 932 ,Mean: 228 

N_Hashtags Number of hashtags in a 
Tweet 

Min: 0,Max: 29, Mean: 
2.29,Mode: 1 

N_Mentions Number of Twitter 
Profile Mentions (@) 

Min:0,Max:50,Mean: 
0.62,Mode: 0 

Follower_Count Count of followers –
Each user 

Used as a control 
variable 

Min:0, Max: 83741424, 
Mean: 81851.9 
 

 



Data Analysis Strategies 

The design of this research in order to test the conceptual model includes a mixed-effects linear regression 

model. The mixed-effects model has been popular in the context of social media content sharing studies 

and used in the contexts of ads and brands (Boksem and Smidts, 2015; Tellis et al., 2019). In this model, 

the log of retweet count was regressed on twenty independent variables listed in Table-4. The regression 

equation can be represented as: 

ln(𝑅𝑒𝑡𝑤𝑒𝑒𝑡 𝐶𝑜𝑢𝑛𝑡)

= 𝛼𝑇𝑤𝑒𝑒𝑡 + ∑ 𝑏𝑖𝐸𝑚𝑜𝑡𝑖𝑜𝑛𝑖

8

𝑖=1

+ ∑ 𝑐𝑖𝑇𝑜𝑝𝑖𝑐𝑖

5

𝑖=1

+  ∑ 𝑑𝑖𝑁𝐸𝑅𝑖

3

𝑖=1

+  ∑ 𝑒𝑖

4

𝑖=1

𝐿𝑖𝑛𝑔𝑢𝑖𝑠𝑡𝑖𝑐𝑖

+ 𝐹𝑜𝑙𝑙𝑜𝑤𝑒𝑟_𝐶𝑜𝑢𝑛𝑡 +  𝜖 

In the equation above, Emotioni represents the eight emotions, Topici represents the five topic loadings 

extracted from topic modeling, NERi includes the number of people, locations, and organizations 

extracted via Named Entity Recognition, while Linguistici represents four linguistic features of the tweets. 

The terms 𝛼, bi, ci, di, and ei are coefficients to be estimated, and 𝜖 are error terms initially assumed to be 

independent and identically distributed.  The impact of tweet parameters was controlled in two ways for 

estimating the retweet count. First, the Twitter follower count of the user posting the tweet was extracted 

to account for the observed heterogeneity in the profile popularity. Some profiles may have more 

followers than others affecting the visibility of the tweets. Second, a tweet-level random intercept ( 

𝛼𝑇𝑤𝑒𝑒𝑡) was included to account for any additional unobserved heterogeneity in the tweet or the profile 

that may influence content sharing.   

 Before proceeding with the analysis, the assumptions of multicollinearity were checked (Hilbe, 

2009). It was tested if there is any strong relationship between the independent variables. The indicator 

used to assess this assumption was the Variance Inflation Factor (VIF). All the VIF scores in the 

independent variables used for the regression were lower than 7.4, and hence the assumption was not 

violated.  

5. Results 

Table-5 reports the estimated effects of all the independent variables (summarized in Table-4) on the 

sharing of COVID-19 content (retweet count). These values are the estimated effects on the log of 

retweets from the mixed-effects regression model. The table is divided into the following categories: 

emotion-focused content, information-focused content, topic modeling loadings, and linguistic features. 

The four categories are based on the conceptual model proposed in the earlier sections.  

 To get the best fit model, multiple models were tested and benchmarked using the mixed-effects 

model suggested by Nakagawa and Schielzeth (2013). Since the overall model accounts for both within-

individual and between-individual variance, the linear regression model's conventional R2 values might 

not be suitable for model evaluation. The conditional R2 value is the recommended parameter, and the 

results indicated a score of 0.148. Marginal R2 reflected the variance due to the fixed effects, and the 

model demonstrated a score of 0.108. The overall regression model is significant with F=38.43 and 

p<.0001.  

 Emotion-focused content: There were eight emotions included as the independent variables in 

the model: anger, anticipation, disgust, fear, joy, surprise, sadness, and trust. It was hypothesized that all 



eight emotions (mix of positive and negative) would significantly impact the sharing of COVID-19 content 

on Twitter. The results of five variables: anger (b=.026, p<.01), disgust (b=.024, p<.01), fear (b=.004, 

p<.05), sadness (b=.021, p<.01) and surprise (b=.029, p<.001), confirmed hypotheses H1a, H1c, H1d, H1f 

and H1g. All the five variables that turned out to be significant were negative emotions except surprise 

that could be categorized as both positive and negative. The positive emotions (anticipation, joy, and 

trust) did not turn out to be significant predictors of retweets. Therefore, three hypotheses – H1b, H1e, 

and H1h were not supported in the context of emotion-focused content.  

 Information-focused content: There were three independent variables included in the category 

of information-focused content- count of names (people), organizations, and locations in each tweet. It 

was hypothesized that all three variables would significantly impact the sharing of COVID-19 content on 

Twitter. The results of all three variables: people (b=0.062, p<0.001), organization (b=.033, p<.01) and 

location (b=.021, p<.001) confirmed hypotheses H2a, H2b and H2c. Therefore, the factors extracted with 

Named Entity Recognition significantly affected the retweet count on Twitter.  

 Topic Modeling: Five topics were modeled with the help of the Latent Dirichlet Allocation (LDA) 

algorithm. These topics were analyzed from the corpora of COVID-19 tweets, and the five categories 

obtained were: Home isolation/ Stay at home (Topic 1); Hygiene and sanitization (Topic 2); Government 

and Policies (Topic 3); Mental health (Topic 4); and Optimism and solution (Topic 5). Two topics had a 

significant and positive effect on the retweet count of COVID-19 tweets: Topic 4 (b=.132, p<.001) and 

Topic 5 (b=.376, p<.001). Therefore, tweets with text content related to mental health and optimism had 

higher chances of being shared on Twitter.  

 Linguistic Features: Three linguistic features were explored in the context of COVID-19 tweets:  

NWords_tweet, N_Hashtags, and N_Mentions. One variable had a positive and significant impact on the 

retweet count: Nwords_tweet (b=.001, p<.001). Therefore, COVID-19 tweets with more words had 

significantly higher chances of being retweeted on Twitter. Two variables had significant negative impact 

on the retweet count: N_Hashtags (b=-.035, p<.001) and N_Mentions (b=-.032, p<.001). The results 

indicate that the inclusion of more hashtags and user mentions on Twitter could reduce the chances of 

retweets in the context of COVID-19 content. All the four variables combined demonstrated the support 

of three hypotheses proposed in the conceptual model: H3a, H3b, and H3c.  

Table 5. Estimated effects of COVID-19 Tweet characteristics on retweet count from the Mixed-Effects 

Model 

Variable Beta Coefficient  Standard Error p-Value 

    

Emotion-focused content    

     Anger 0.026 0.009 0.003** 

     Anticipation -0.027 0.006 0.500 

     Disgust 0.024 0.010 0.010 ** 

     Fear 0.004 0.007 0.050* 

     Joy 0.015 0.009 0.074 

     Sadness 0.021 0.008 0.009** 

     Surprise 0.029 0.009 0.001** 

     Trust 0.000 0.006 0.998 

    



Information-focused content    

     PER (People) 0.062 0.008 0.000*** 

     LOC (Location) 0.021 0.005 0.000*** 

     ORG (Organization) 0.033 0.010 0.002** 

    

Topic Modeling    

     Topic 1 -0.015 0.104 0.887 

     Topic 2 0.065 0.137 0.635 

     Topic 3 0.052 0.114 0.521 

     Topic 4 0.132 0.040 0.001*** 

     Topic 5 0.376 0.044 0.000*** 

    

Linguistic Features    

     NWords_tweet 0.001 0.000 0.000*** 

     N_Hashtags -0.035 0.003 0.000*** 

     N_Mentions -0.032 0.003 0.000*** 

    

Control Variable    

     Follower_Count .001 0.000 0.070 

Notes: * p<.05; ** p<.01; *** p<0.001. 

 

6. Discussion 

Information dissemination is an important topic in the context of social media that has garnered much 

research interest. This research brings in the perspective of information dissemination in an uncertain 

situation like the COVID-19 pandemic. The research model's dependent variable was the retweet count. 

Reposting behavior on Twitter was considered a crucial mechanism for information dissemination (Kwon 

et al., 2017). The results revealed interesting insights to advance research in the area of information 

sharing during a pandemic situation. Several theories prevalent in literature could be used to throw light 

on the way content is shared in the context of a crisis like the current COVID-19. While the uncertainty 

reduction theory (Berger and Bradac, 1982) posits reducing uncertainty in sharing information, the 

language expectancy theory (Burgoon and Miller, 2018) describes the expected norms concerning 

communication in crises. Our results are consistent with existing literature and also provide new 

perspectives on content sharing.  

 Overall, the hypotheses in all three categories proposed in the conceptual model were supported. 

While the first set of hypotheses (H1, emotions) received partial support, the other two sets (H2 and H3) 

received overall support. As part of the topic modeling exercise, two topics turned out to significantly 

impact the retweet of COVID-19 content. The two topics were mental health and optimism/solution. The 

results are discussed under five main categories: emotion-focused content, information-focused content, 

linguistic features, and topic modeling.  

 The results of emotion-focused content are discussed using two categories, positive and negative. 

Literature has emphasized the differences between positive and negative emotions (Keltner and Lerner, 

2010) which are often used in viral content examination. The conceptual model of this research proposed 



the positive influence of both positive and negative emotions on the sharing of COVID-19 content. 

However, the results revealed that only negative emotions had a significant impact on the retweet count. 

While the significance of this impact was conceptually derived from the inside-out perspective, the 

insignificance of positive emotions could be explained with the outside-in perspective of COVID-19 

suggested by Nabity-Grover et al. (2020). This perspective finds the topics that people regularly share on 

social media might now be ignored or frowned upon. This could particularly be applicable for positive 

content that displays happy and positive actions like travel, food, entertainment, and fun. Such content 

might not have relevance for social media users, given the pandemic context like COVID-19. The only 

emotion that could be considered both positive and negative was the surprise motion that also turned 

out to be a significant retweet count predictor. The authors did further analysis with a bag of words to 

figure out the orientation of surprise-driven content and found the dominance of negative emotions.  

 The results of the information-focused content revealed results that could extend the debate in 

the literature. As discussed in the conceptual model, several studies have looked at information-rich 

(factual) content as a roadblock to better reach and impressions (Akpinar and Berger, 2017). Because the 

content involves attributes like names, locations, and organizations, the information posted could appear 

dull putting off users from sharing it. However, one of the arguments used in such a proposition is that 

information-focused content could target names and entities that are already well-known by the users. 

On the other hand, in the context of COVID-19, the information coming every day could carry new 

information even if there were facts and information-loaded content.  

 It is also interesting to observe the hypothesis of information-loaded content negatively 

influencing content sharing proposed by Tellis et al. (2019). This hypothesis, however, had an exception 

to high-risk conditions. COVID-19 can be considered a risky and uncertain situation (Brownstone et al., 

2020), and hence the results of this study can be justified. The mixed-effects regression model results 

revealed that information-focused content (count of people, locations, and organizations) positively 

influences the retweet count of COVID-19 content. With the change in COVID guidelines and the economic 

uncertainty, the risk of consuming information is high, and the consequences are unknown. Users often 

search for information that reduces uncertainty when the risk is high (Locander and Hermann, 1979). In 

situations like these, information-focused content can provide facts and arguments to reduce risk 

perceptions. Similar thoughts have been shared in the marketing domain, wherein information-focused 

ads could generate more impact when the product is new, or the market is uncertain (Chandy et al., 2001; 

MacInnis et al., 2002). Some marketing studies that have found the opposite impact have not considered 

uncertainty and new conditions as moderators. Therefore, this research extends the importance of new 

and uncertain conditions (COVID-19) in the context of information loaded (NER) content sharing.  

 The topic modeling exercise revealed two significant COVID-19 topics that had a high probability 

of being shared – Mental health and Optimism. The first topic of mental health included issues like suicide, 

depression, domestic violence, and others. This topic has been very prominent in the context of COVID-

19, and the pandemic has been associated with psychological distress and symptoms of mental illness 

(Hao et al., 2020). A review of articles conducted by Rajkumar (2020) on mental health and COVID-19 

demonstrated the impact of this topic and how several researchers are discussing this issue. The issue of 

mental health and how people are posting about it on Twitter has also been discussed in the literature 

(Lwin et al., 2020). However, the crucial additional perspective offered by the results in this study is that 

people are not only posting about mental health issues but also sharing these posts for a wider reach to 

demonstrate support.  



 The second topic that had a significant impact on the retweet count was the act of demonstrating 

optimism in the face of COVID-19. It included issues and, more importantly, hashtags like 

#Weareinthistogether and  #wecandothis. While few studies find using such hashtags as a catalyzer for 

relationship marketing opportunities in COVID-19 (Steinhoff and Palmatier, 2020), others see it as an act 

of optimism and action (Storz and Wynfield, 2020). The results indicate that people not only see hope and 

are optimistic about the situation but also tend to share such content more often than others.  

 It was interesting to observe that while the second topic dealt with positive emotion (optimism 

and solution) and turned out to be significant, positive emotion-focused content (anticipation, joy, and 

trust) did not turn out to be significant. We investigated the types of emotions discussed in the literature 

to understand the results. Several studies have used an arousal perspective to classify emotions into high 

arousal and low arousal categories (Berger and Milkman, 2012; Lim, 2016; Tsai, 2007). Based on the total 

strength with which primary emotions were felt, high arousal positive emotions included awe, 

anticipation, joy, and trust (Dobele et al., 2007). On the other hand, low arousal positive emotions 

included emotions like calmness, relaxation, optimism, and others. Therefore, the emotions included in 

the emotion-focused content that was not seen to be significant were the high-arousal emotions, while 

those of topic modeling (optimism and solution-oriented) were low arousal emotions which were 

significant predictors of the retweet count (pandemic context). This is a new perspective offered by our 

research in the context of COVID-19, where two types of emotions (low and high arousal) could result in 

different predictions of content virality. It also opens up new dimensions in the emotion-based content 

examination for virality as a future research direction.  

           The results from Linguistic features in this study revealed that tweets, including information-

rich content, had a high probability of being retweeted. Locander and Hermann (1979) discussed how 

users prefer information-rich content during high-risk situations. A similar study by Lee and Yu (2020) also 

emphasizes how users prefer detailed and accurate information during a crisis. During high emergencies 

such as a pandemic, people often rely on social media to acquire information (González-Padilla et al.,2020) 

on health and safety protocols from government entities and other concerned authorities. Hashtags are 

one of the most widely used and useful Twitter features. Excessive use of hashtags and user mentions in 

tweets was revealed to influence the retweet count negatively. User mentions are used where tweets can 

exchange ideas or converse with specific individuals or groups (Suh et al., 2010). Hence, users tend to view 

tweets with user mentions as information aimed at specific individuals rather than the general public, 

thus reducing its reach and visibility. Similarly, excessive use of hashtags often makes information 

processing difficult for readers. Digital marketing thrives heavily on hashtags campaigns (Naraine et al., 

2019) for better reach and visibility on online platforms. However, during a pandemic, unlike a normal 

scenario, users are more oriented towards obtaining relevant updates on the ongoing pandemic. With the 

amount of uncertainty involved and the rate at which events spiral out of control during a pandemic, the 

general public leans more towards tweets containing authentic information rather than those with several 

hashtags. Hence, excessive usage of hashtags can work against this cause. 

7. Conclusion  

In summary, this research explores a person’s content-sharing behavior in the context of a pandemic like 

COVID-19. This paper built its theoretical foundation using linguistic features and theories such as the viral 

content theory, language expectancy theory, and uncertainty reduction theory. It was observed that 

negative emotions, linguistic features (hashtags, mentions, and others), mental health-related and 



optimistic content, and information-focused content impacted retweets made by users of the 

microblogging platform, Twitter. The research also demonstrates the changes in the content-sharing 

behavior of individuals in a crisis like COVID-19. The trends visible pre-pandemic are not the same during 

the pandemic, and new insights are revealed.  

 The study has both theoretical and practical implementations. As for practical applications, our 

results could give recommendations for officials and individuals who wish to use social media platforms 

to disseminate COVID-19-related information. The research could also contribute to practitioners. Since 

the model uses a mix of topic modeling, emotions, and linguistic features, a comprehensive approach to 

virality is considered. The approach is different from previous works that have considered these methods 

in isolation and offered rare insights on content-sharing in a pandemic situation like COVID-19. The 

research findings could encourage practitioners, volunteers, and organizations to focus on linguistic style 

cues and emotions for effective communication on social media. The information-focused content has a 

significant impact on the retweet count. This offers a clear perspective to the content creators in using 

the uncertainty reduction principle and including more facts to achieve a more extensive reach of their 

posts. It also suggests negative emotions could play an important role in content sharing as users 

understand these emotions (pain, grief, and disgust) during COVID-19 and are willing to share them for a 

wider reach and better social support.  

 The theoretical contribution of this study is two-fold. The article presents a multifaceted nature 

of information resharing behavior using a multi-theoretical approach. Previous studies have used 

thematic content analysis and manual coding procedures. Given the scale of text that needs to be 

analyzed, this research uses machine learning algorithms to automate the coding. This approach of natural 

language processing allows research in similar areas to overcome the disadvantages of manual coding. 

Second, drawing on essential theories related to content sharing, this research incorporates the 

significance of the crisis's timings and focuses on communication when a pandemic occurs. The results 

reveal that the sharing behavior of people changes in a crisis. Content that was widely shared earlier could 

be frowned upon now, and posts considered taboo could be shared more post-pandemic.  

 There are implications on understanding the overall aspect of Twitter users interacting during a 

pandemic. A classic anthropological interpretation of the increase in focus on observing the reactions of 

COVID-19 on social media would be to see tweeting as a practice of imitation. Literature has considered 

tweeting (under crisis) to have an observable social effect, where tweeting about an issue could affect 

that issue in practice (Breslin et al., 2020; Taussig 1992). Our research considers theoretical frameworks 

that focus not just on emotional and lexical aspects of the tweets but also on how these aspects change 

in a pandemic context. The language used in a tweet has an amplified effect on the world as they interact 

with technology and media (Barad, 2007). The effect is due to the characteristics of the language used in 

tweets, resulting in replicability, scalability (in the form of retweets), and searchability (Boyd, 2010). We 

explored the factors that could impact the retweets and thus investigated the change in theoretical 

underpinnings pre- and post-COVID-19.  

 In the broader context of Twitter users, we explored what topics people tweet in a pandemic 

context (topic modeling) and how they tweet (emotions, sentiments, and facts). The text analytics 

techniques used for modeling have been well accepted in the literature (Mohammad and Kiritchenko, 

2015). The study of tweeting behavior would help understand the societal roles that differ in the way they 

exert influence on a Twitter communication network (Mirbabaie et al., 2020). Various individual and 



organizational entities affect public discussion on Twitter through authoring and retweeting. The study of 

visibility and sharing of these discussions could influence sense-making. The notion could be relevant to 

crisis communication and organizational social media usage and open up new dimensions of sense-making 

and influence. One of the prominent theoretical concepts that got validated in our study was the inside-

out and outside-in perspective (Nabity-Grover et al., 2020). It explains the shifting perception of what 

constitutes sensitive and private information. This could have significant implications on data protection 

practices, privacy rules, and establishing content-sharing norms on social media.  

There are a few limitations to this study. First, the pandemic situation is discussed in the context 

of COVID-19 and does not include any other crisis events and situations. Therefore, generalizing the 

results to a broader context of risky and critical conditions based on linguistics could be difficult. Second, 

the study included only tweets from one social media platform (Twitter). Other platforms have different 

rules for posting content, and hence the behavior of sharing could differ. Future studies could extend the 

current research by using multiple social media platforms and incorporating various pandemic stages. 

Analyzing various locations could also offer geography-specific content sharing behavior.  
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