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ABSTRACT
Currently existing credit risk models, e.g., Scoring Card and 
Extreme Gradient Boosting (XGBoost), usually have require
ments for the capacity of modeling samples. The small sample 
size may result in the adverse outcomes for the trained models 
which may neither achieve the expected accuracy nor distin
guish risks well. On the other hand, data acquisition can be 
difficult and restricted due to data protection regulations. In 
view of the above dilemma, this paper applies Generative 
Adversarial Nets (GAN) to the construction of small and micro 
enterprises (SMEs) credit risk model, and proposes a novel 
training method, namely G-XGBoost, based on the XGBoost 
model. A few batches of real data are selected to train GAN. 
When the generative network reaches Nash equilibrium, the 
network is used to generate pseudo data with the same dis
tribution. The pseudo data is then combined with real data to 
form an amplified sample set. The amplified sample set is used 
to train XGBoost for credit risk prediction. The feasibility and 
advantages of the G-XGBoost model are demonstrated by com
paring with the XGBoost model.
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Introduction

In recent years, internet finance has been developing rapidly in the world, 
particularly in the developing countries like China. However, due to the 
imperfection of the existing credit system and the outdated technology, the 
internet financial industry is facing great challenges (Zheng 2014). It is widely 
recognized that the key of Internet finance lies in risk management, and the 
core of risk management lies in data as the management aims to solve the risks 
and uncertainties in investment decisions (Cheng 2014).

How to deal with credit risk? The first choice of traditional financial 
institutions is the credit score card model (Wiginton 1980). The basic tool is 
logistic regression. Analysts use a large amount of historical data to describe 
user’s income level, payment ability, credit status and other indicators, and 
then divide the indicators into several levels. Different levels of indicators are 
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assigned with different weights, and finally user’s credit scores are calculated 
(Mamdouh 2011). With the development of Internet finance, the application 
of machine learning methods (Nedellec et al. 1994; Boz et al. 2018; Shukla and 
Nanda 2019), e.g., Decision Tree (Kruppa et al. 2013), Neural Network (Luo, 
Wu, and Wu 2016), Monte Carlo (Andrade and Sicsú 2008) and Extreme 
Gradient Boosting (XGBoost) (Liu, Huang, and Xie 2019; Qiu 2019), in the 
financial credit risk starts to flourish. These methods have their own advan
tages and disadvantages (Zhang et al. 2007; Tran, Duong, and Ho 2016; Wang 
et al. 2017; Li Y. 2019b; Hindistan et al. 2019; Wang et al. 2019a).

Logistic regression does not assume any probability distribution, nor does it 
require equal covariance. However, when the sample points are completely 
separated, the maximum likelihood estimation of the model parameters may 
not exist. Thereby the stability and validity of the model may have problems, 
leading to the instability of the final result. Decision tree seems easier to 
understand intuitively. However, the combinatorial explosion often occurs 
with the growth of the decision tree, which leads to the over-complexity, 
difficulty to understand, and a tendency toward an overfitted model. 
Machine learning does not impose restrictions on data distribution, but it 
has problems such as interpretability, large training sample set and low train
ing efficiency. At present, XGBoost is used as the main machine learning 
method in the construction and analysis of the credit risk model in Internet 
finance companies.

The construction of credit risk model needs not only enough variables for 
representing the model dynamics, but also a sufficient amount of sample data 
for training the model. In general, the data size should not be too small, nor 
too large (Feng et al. 2019; Li C.Y. 2019a). However, due to the difficulty of 
data acquisition and high cost of data, it is difficult to satisfy the optimal data 
size for modeling in reality. The optimal data size needed to establish a model 
with the optimal prediction accuracy and robust performance remains an 
open question as there is no quantitative analysis, except for some empirical 
estimations, at present.

To ensure the stability of the model, it is generally required that the number 
of good and bad samples should be at least 20 times more than the number of 
independent variables (Jin 2003). In practice, we often face the facts of samples 
either less than required or of extreme imbalance problem. These cases, for 
certain, will compromise the accuracy and stability of the model. For example, 
when the number of users is relatively small in the early stage of a product, and 
meanwhile the credit samples of small and micro enterprises (SMEs) are very 
small, the bad ratio is very low, which puts forward the need for how to use the 
small sample data to build the credit risk model (Chi 2014; Li et al. 2016; Ma 
2019).
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This paper proposes a solution to tackling the aforementioned problems by 
using Generative Adversarial Nets (GAN) for alleviating issues associated with 
small samples. At the same time, XGBoost is selected as the prediction algo
rithm, which is one of the most widely used model in the financial risk control 
field at present. By combining GAN and XGBoost (G-XGBoost), this work 
explores the application of GAN in financial credit risk of SMEs. A compara
tive analysis on the effectiveness and performance of the G-XGBoost algo
rithm is conducted to validate the method.

The rest of the paper is organized as follows. Section II introduces the GAN, 
XGBoost algorithms, and the model evaluation index of KS and AUC. Section 
III presents the model and related influencing variable. Section IV describes 
the work process and discusses the experiment results. Section V concludes the 
work and provides possible future directions.

Algorithms and Evaluation

Generative Adversarial Nets

GAN is a deep learning model, which was first proposed by Goodfellow et al. 
(2014). The optimization process of GAN is a minimax two-player game 
problem, whose optimization goal is to achieve Nash equilibrium (Ratliff, 
Burden, and Sastry 2016). During the past years, GAN has been used in 
computer vision (Antoniou, Storkey, and Edwards 2018; Lee and Cho 2020; 
Mehta et al. 2019; Mirza and Osindero 2014; Radford, Metz, and Chintala 
2016; Wang et al. 2018, 2019b). At the same time, some studies have applied 
GAN to data amplification, effectively solving the problem of insufficient data, 
such as trajectory prediction, electric power, medical and other industries 
(Chen et al. 2018; Frid-Adar et al. 2018; Gupta et al. 2018; Rahbar et al. 
2019; Wiese et al. 2020).

The GAN is shown in Figure 1, which consists of two parts: the generator G 
and the discriminator D. Generator G is used to obtain the distribution of data, 
and discriminator D is used to estimate the probability of data from training 
samples or generator G. G is trained to maximize D’s chances of making 
mistakes. The model is similar to a two-player game, and there is a unique 
solution existing in the functional solution space of G and D. With the 
distribution of training data obtained by G, the probability of D output 

Figure 1. The basic structure of GAN.
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gradually approaches 1/2. When G and D are defined as multi-layer percep
trons, the system is trained by the back propagation of errors. In the process of 
training and generating samples, no Markov chain or approximate inference 
network is needed.

Generator G: a generative net, generating pseudo data G zð Þ by receiving 
predefined noise z;

Discriminator D: a discriminative net, determining the probability D xð Þ of 
whether the output data is true data or not by receiving the input sample 
data x.

The purpose of the discriminator D is to distinguish the true and false data. 
The closer to 1 the function output of D xð Þ of the original sample data x is, the 
better, and the closer to 0 of D G zð Þð Þ is, the better. The purpose of the 
generator G is to make the pseudo data G zð Þ generated by the model G to 
cheat the discriminator D as much as possible, that is, the bigger the D G zð Þð Þ

the better (Gao and Jiang 2019). Therefore, the training of D and G becomes a 
minimax problem: 

min
G

max
D

V D;Gð Þ ¼ Ex ~pdata xð Þ log D xð Þ½ � þ Ez ~pz zð Þ log 1 � D G zð Þð Þð Þ½ � (1) 

Where, pdata xð Þ is the distribution of real data, pz zð Þ is the distribution of 
pseudo data. The cost function corresponding to generator G and discrimi
nator D are: 

min
G

V D;Gð Þ ¼ � Ez ~pz zð Þ log 1 � D G zð Þð Þð Þ½ � (2) 

max
D

V D;Gð Þ ¼ � Ex ~pdata xð Þ log D xð Þ½ � � Ez ~pz zð Þ log 1 � D G zð Þð Þð Þ½ � (3) 

Extreme Gradient Boosting

XGBoost is a general Tree Boosting algorithm, which is an improvement on 
Gradient Boosting Decision Tree (GBDT) (Friedman 2001), proposed by 
Chen and Guestrin in 2016. The basic idea of XGBoost is to split features to 
grow trees. A tree is added in an iteration of computing to learn with a new 
function to fit the residual predicted in the last iteration.

For a given data set with n examples and m features 
D ¼ xi; yið Þf g Dj j ¼ n; xi 2 Rm; yi 2 Rð Þ, a tree ensemble model uses K addi
tive functions to predict the output. 

byi ¼ ϕ Xið Þ ¼
XK

k¼1
fk Xið Þ; fk 2 F (4) 
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Where, F ¼ f xð Þ ¼ ωq xð Þ
� �

q : Rm ! T;ω 2 RT� �
is the space of regression 

trees, q is the structure of each tree that maps an example to the corresponding 
leaf index, T is the number of leaves in the tree, and each fk corresponds to an 
independent tree structure q and leaf weights ω. Unlike decision trees, each 
regression tree contains a continuous score on each of the leaf, ωi is the score 
on i-th leaf. Its objective function is: 

L ϕð Þ ¼
X

i
l byi; yið Þ þ

X

k
Ω fkð Þ (5) 

Where, Ω fð Þ ¼ γT þ 1
2 λ ωj jj j2, L is differentiable convex loss function that 

represents the error between the predicted result byi and the actual result yi. 
At the same time, in order to avoid model overfitting, the regular term Ω is 
added.

Compared to GBDT, XGBoost can automatically utilize multithreading of 
CPU for parallelism, and improve the accuracy of algorithm. In addition, 
XGBoost supports custom cost functions, as the function can be first-order 
and second-order derivative. XGBoost adds regular terms to the cost function 
to control the complexity of the model. The regular term contains the number 
of leaf nodes of the tree and the sum of the squares of L2 modules of the output 
fractions of each leaf node. The regular term reduces the variance of the model, 
makes the learned model simpler and prevents over fitting.

Model Evaluation Index

The common evaluation indexes in the financial credit risk include confusion 
matrix, Kolmogorov-Smirnov (KS) value, Area Under Curve (AUC) value, etc. 
(Mamdouh 2011). This paper selects KS and AUC to evaluate the model.

As shown in Table 1, TP represents the samples that are correctly judged as 
good customers, TP+FN represents all samples that are actually good custo
mers. FP represents the samples that are wrongly judged as good customer, FP 
+TN represents all samples that are actually bad customers. TPR = TP/(TP 
+FN), is called hit rate or sensitivity, which means the percentage of all 
samples that are actually good customers, that are correctly judged as good 
customers. FPR = FP/(FP+TN), is called false positive rate, which means the 
percentage of all samples that are actually bad customers, that are wrongly 
judged as good customers.

Table 1. The confusion matrix.
Test outcome-Positive Test outcome- Negative Total

Condition-Positive True Positive (TP) False Negative (FN) TP+FN
Condition-Negative False Positive (FP) True Negative (TN) FP+TN
Total TP+FP FN+TN TP+FP+FN+TN
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The KS curve is shown in Figure 2(a). Divide the population into n (usually 
10) equal parts and arrange them in descending order according to the default 
probability, calculate the cumulative distribution of default and normal per
centage in each equal part, draw the difference between them, and then get the 
KS curve. The maximum value in the KS curve is called the KS value, and is 
between 0 and 1. The higher the KS value, the stronger the ranking ability of 
the model, the stronger the prediction ability. When random sampling, the KS 
value is 0. When optimal classification, the KS value is 1.

The Receiver Operating Characteristic (ROC) curve is based on the confu
sion matrix. FPR is defined as the X-axis and TPR as the Y-axis, as shown in 
Figure 2(b). Given a threshold, a coordinate point (x = FPR, y = TPR) can be 
calculated from the real and predicted values of all samples. The ROC curve is 
drawn by changing the threshold from 0 to the maximum set of coordinate 
points. The area under the ROC curve is called AUC value, which is also an 
indicator of model, indicating the probability that the predicted positive case 
will be ranked ahead of the negative case. The higher the AUC value, the better 
the prediction effect of the model.

Model and Variable

In this paper, GAN is used for data generation and XGBoost is used for 
prediction, so as to realize the mapping relationship between many influencing 
factors and the final result. The detailed process is shown in Figure 3.

Because there are many factors influencing the credit risk of SMEs, and the 
dimensions of different factors are remarkably different, direct use of the data 
is difficult. Therefore, in the experiment, the original data is normalized into 
the range of [−1,1]. Transformation formula between each group of influen
cing factors. 

Figure 2. Model evaluation – KS diagram and ROC diagram.
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xi ¼
xi � min xð Þ

max xð Þ � min xð Þ
� 2 � 1 (6) 

The GAN is trained by the normalized data, using random noise and real 
sample data, in which the game between generator G and discriminator D 
continues, until they reach the Nash equilibrium. Finally, the powerful net
works G and D are obtained which can simulate the original data.

The generator G generates pseudo data G zð Þ by receiving random noise z. 
Assuming that the distribution of training samples p xð Þ is known, then new 
samples can be randomly sampled from the distribution. The generator is to 
get the relationship between noise z and training sample x in training. In the 
experiment, the random noise obeys the Gaussian distribution N 0; 1ð Þ.

The discriminator D, by receiving input x, determines the probability D xð Þ
of whether the data is true or G zð Þ. Through the mutual game and training of 
G and D, the performance of nets is improved, and finally reaches the Nash 
equilibrium state.

In the GAN, we can update the discriminator by ascending its stochastic 
gradient, and update the generator by descending its stochastic gradient. The 
maximum number of iterations is T. The number of training steps k is a hyper 
parameter, k = Round (N/batch), where Ronud (*) is the rounding function, N 
is the sample size, and batch is the number of samples taken each time.

Select batch of m samples z1; z2; � � � ; zmf g from pseudo data pz zð Þ and batch 
of m samples x1; x2; � � � ; xmf g from real data pdata xð Þ. Then their cost functions 
were calculated using Eq. 3 to update the discriminator by ascending its 
stochastic gradient (Goodfellow et al. 2014). 

Figure 3. Flow chart of model construction.
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Ñθd 1
Xm

i¼1
logD xið Þ þ log 1 � D G zið Þð Þð Þ½ � (7) 

After the discriminator was updated with k times of training, select batch of m 
samples z1; z2; � � � ; zmf g from pz zð Þ. Then their cost functions were calculated 
using Eq.2 to update the generator by descending its stochastic gradient: 

Ñθg 1
Xm

i¼1
log 1 � D G zið Þð Þð Þ (8) 

Let’s assume that we have a set of vectors data, and pdata xð Þ is the distribution 
of real data. During the training process, pz zð Þ gradually converges to pdata xð Þ. 
The proposition is shown as follows: 

Proposition 1: For G fixed, the optimal discriminator D is: 

D� xð Þ ¼
pdata xð Þ

pdata xð Þ þ pz xð Þ
(9) 

Proposition 2: If G and D have enough capacity, and at each step of algorithm 
the discriminator D is allowed to reach its optimum given G, and pz xð Þ is 
updated so as to improve the criterion: 

Ex ~pdata xð Þ log D�G xð Þ
� �

þ Ez ~pz xð Þ log 1 � D�G xð Þ
� �� �

(10) 

If the formula reaches the optimal value, then D� xð Þ ¼ 1=2, that 
is, pz xð Þ ¼ pdata xð Þ.

According to Proposition1 and 2, after the whole model reaches Nash 
equilibrium, the generator has obtained a good estimated distribution of the 
original data distribution, pz zð Þ= pdata xð Þ.

After training the network, pseudo data F is generated by the trained 
generator, and the amplified sample K is composed of the original sample 
data R and the pseudo data F. Compared with the original data R, the 
distribution of the amplified samples K is essentially the same, while the 
amount of data is significantly improved. Now, XGBoost can be trained with 
the amplified sample K for risk prediction.

This paper takes the credit risk model of SME as an example. Compared 
with individual credit risk, SME have a smaller amount of customer data and a 
lower rate of bad customers. However, once default occurs, the risk of loss is 
high. Based on the actual situation, the following variables are selected as 
influencing factors, for instance, the financial information of the enterprise 
and the information of the enterprise legal person, as shown in Table 2.
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Experiment and Analysis

A set of 2,000 original customer samples containing 128 variables is collected, 
of which 585 are bad samples (y = 1), and the rest are good samples (y = 0). In 
the experiment, 500 samples are randomly selected as the verification set, and 
the bad ratio in the verification set is same with the original data. Then, the 
remaining 1,500 samples are used as the training set for XGBoost and 
G-XGBoost, in which the GAN in the G-XGBoost model was trained with 
the good samples and the bad samples respectively.

After training the network, pseudo data is generated by the trained gen
erator, and the amplified sample is composed of the original sample data and 
the pseudo data. Compared with the original data, the distribution of the 
amplified samples is essentially the same, while the amount of data is signifi
cantly improved, as shown in Figure 4.

In order to explore the influence of the number of amplified samples on the 
training results, each time the set of samples is amplified by 100 more 
generated samples with the same bad ratio of the original data. For the same 
amplified threshold, randomly generate five different pseudo data set, combine 
with the original data form different amplified data, training of the G-XGBoost 
model using the amplified data, calculate the average of KS and AUC, and the 
change curve of KS and AUC with the increase of the sample size is obtained, 
as shown in Figure 5 and Figure 6.

Table 2. The influencing variable.
Category Variable

Enterprise basic 
information

industry, number of employees, length of existence, industrial and commercial 
registration status, registered capital, etc

Enterprise equity 
information

legal person, changes in shareholders, borrowing enterprise equity ratio, etc

Enterprise judicial 
information

litigation and bad records, such as enterprise breach of faith, execution, court notice, 
judgment documents, etc

Enterprise related party 
information

related party quantity, related party operation and related lawsuit, etc

Enterprise business 
information

financial information, such as enterprise quick ratio, operating margin, total assets 
turnover, accounts receivable turnover, return on total assets, etc

Enterprise credit 
information

credit history, current liabilities, contingent liabilities, credit demand, default and 
overdue situation, etc

Legal person basic 
information

age, education, sex, marital status, etc

Legal person assets 
information

deposits and other financial products, etc

Legal person debt 
information

loan type, loan date, loan amount, etc

Legal person judicial 
information

litigation and bad record, etc

Legal person credit 
information

credit history, current liabilities, contingent liabilities, credit demand, default and 
overdue, etc

Macroeconomic 
information

GDP, CPI, PPI, etc
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As shown in Figure 5, the x-axis represents the number of the amplified 
sample (the original sample size is 1500, increasing by 100 pseudo data each 
time), and the y-axis represents the average of KS. When the amplified sample 
size is 1,500 to 2,000, the KS value shows an obvious upward trend with the 
increase of the sample size. From 2,000 to 3,000, with the increase of samples, 
the KS value fluctuated slightly, but it was still significantly better than the 
original, non-amplified sample. Then the KS value gradually increased and 
stabilized. In general, the G-XGBoost model is better than the XGBoost model 
trained by the original samples in terms of the KS value.

Figure 4. The distribution of the amplified data is consistent with the original data.
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Figure 5. KS under different amplified sample thresholds.
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Figure 6. AUC under different amplified sample thresholds.
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As shown in Figure 6, the x-axis represents the number of the amplified 
sample (the original sample size is 1500, increasing by 100 pseudo data each 
time), and the y-axis represents the average of AUC. When the amplified 
sample size is 1,500 to 2,300, the AUC value increases and reaches the max
imum value when the sample size is about 2,300. Then, the AUC value shows a 
small fluctuation, with the overall downward trend.

In combination with Figure 5 and Figure 6, increasing the number of 
samples in the early stage will improve the model effect. After reaching a 
certain threshold, the model effect will be optimal, as described in the section I, 
there is an optimal sample size that optimizes the model. After that, the 
increase of sample size will have limited or even negative impact on the 
model effect. This phenomenon might be attributed to the deviations of the 
GAN generated samples from the distribution of real samples. In addition, it 
may be error-prone when the amount of amplified data is too large. The 
addition of many deviated, and therefore erroneous samples to the training 
set will have accumulative effects accounting for the inaccuracy of the model 
with declined performance.

Generally speaking, the G-XGBoost model is better than the current main
stream credit risk XGBoost model, with a requirement of sample size selection.

In order to further verify the effectiveness of the G-XGBoost model, cross 
validation is conducted in the experiment. The original samples are split 
randomly into four groups, one different group (500 samples) is selected as 
the verification set, and the other three groups as training sets to train 
XGBoost and G-XGBoost, respectively. In addition, in the G-XGBoost 
model, one more training group composed of 500 GAN generated samples 
is used. This process is repeated for four times. The KS and AUC values are 
compared on the verification set, as shown in Table 3.

Table 3 shows the KS value of G-XGBoost (+500 generated samples) is 
significantly higher than that of XGBoost either from single group or the 
average, indicating that the G-XGBoost model has indeed improved the ability 
of risk discrimination. Table 3 shows the two models are very close in predic
tion accuracy, with the G-XGBoost (+500 generated samples) slightly more 
accurate than XGBoost except for the second group.

For clarity, a more detailed comparison between the two models by using 
Group 1 as shown in Tables 3 and 4 are made.

Table 3. The KS and AUC value of different model.
KS of XGBoost AUC of XGBoost KS of G-XGBoost AUC of G-XGBoost

Group1 0.3490 0.7429 0.3968 0.7499
Group2 0.3841 0.7508 0.4042 0.7491
Group3 0.3623 0.7534 0.3903 0.7564
Group4 0.3618 0.7342 0.3664 0.7354
Average 0.3643 0.7453 0.3894 0.7477

1560 J. LI ET AL.



Model 1: Use the original training sets (1500 samples) to train XGBoost, 
and to predict the validation sets. The predicted values are arranged in 
descending order and divided into ten equal parts. The numbers of good 
samples and bad samples are counted corresponding to each interval, with 
their proportions calculated. The bad debt ratio and KS value are also com
puted, as shown in Table 4. It can be seen that, with the decrease of samples 
predicted value, the corresponding bad debt rate presents a downward trend. 
The bad debt ratio of Level 1 (the group with the highest risk) is 66%, about 2.2 
times of the average value, can better distinguish bad samples. But for good 
samples, Level 7–10 is out of order, the bad ratio sorting ability is weak.

Figure 7(a) shows the KS of Model 1 more intuitively, and Figure 7(b) shows 
the AUC value of XGBoost model.

Model 2: Use the amplified samples (1500 original samples + 500 generated 
samples) to train G-XGBoost, and to predict the validation sets. The predicted 
values are arranged in descending order and divided into ten equal parts. Table 
5 is designed in the same way as Table 4. Similar to Model 1, with the decrease 
of samples predicted value, the corresponding bad debt ratio presents a 

Table 4. The statistics of Model 1 validation sets.
Level Predicted values Good Bad Good% Bad% Bad ratio KS

1 >0.581 17 33 4.8% 22.2% 66% 17.30%
2 0.477–0.581 24 26 6.8% 17.5% 52% 27.92%
3 0.405–0.477 32 18 9.1% 12.1% 36% 30.88%
4 0.333–0.405 32 18 9.1% 12.1% 36% 33.84%
5 0.276–0.333 34 16 9.7% 10.7% 32% 34.90%
6 0.211–0.276 36 14 10.3% 9.4% 28% 34.04%
7 0.167–0.211 41 9 11.7% 6.0% 18% 28.39%
8 0.129–0.167 39 11 11.1% 7.4% 22% 24.67%
9 0.096–0.129 49 1 14.0% 0.7% 2% 11.38%
10 ≤0.096 47 3 13.4% 2.0% 6% 0.00%
Total 351 149 100% 100% 29.8%

Figure 7. The prediction effect of Model 1 validation sets.
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downward trend in Model 2. Compared with Model 1, Level 3 can better 
distinguish the bad samples (the bad ratio is higher than Model 1), and Level 
7–10 has better sorting ability than the Model 1, which can better classify the 
good samples.

Figure 8(a) shows the KS of Model 2, and Figure 8(b) shows the AUC value 
of G-XGBoost model.

By comparing Figure 7 and Figure 8, it can be seen that the G-XGBoost 
model is not only superior to the XGBoost model in KS values, but also higher 
than the XGBoost model in AUC values. This shows that the G-XGBoost 
model is better than XGBoost in both risk discrimination and prediction 
accuracy.

In addition, we test to amplify only the bad samples. Figure 9 shows, the 
curve of the average of KS value of the amplified sample set by adding only bad 
samples. It can be seen that the KS value increases sharply at beginning, then 
tends to grow slowly and remains in a stable state with minor fluctuations. 
Comparing with Figure 5, it can be found that the experimental results of the 

Table 5. The statistics of Model 2 validation sets.
Level Predicted values Good Bad Good% Bad% Bad ratio KS

1 >0.576 17 33 4.8% 22.2% 66% 17.30%
2 0.484–0.576 24 26 6.8% 17.5% 52% 27.92%
3 0.409–0.484 29 21 8.3% 14.1% 42% 33.75%
4 0.331–0.409 32 18 9.1% 12.1% 36% 36.71%
5 0.264–0.331 32 18 9.1% 12.1% 36% 39.68%
6 0.212–0.264 42 8 12.0% 5.4% 16% 33.08%
7 0.173–0.212 37 13 10.5% 8.7% 26% 31.26%
8 0.142–0.173 44 6 12.5% 4.0% 12% 22.75%
9 0.108–0.142 47 3 13.4% 2.0% 6% 11.38%
10 ≤0.108 47 3 13.4% 2.0% 6% 0.00%
Total 351 149 100% 100% 29.8%

Figure 8. The prediction effect of Model 2 validation sets.
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two amplification methods are similar. The KS values corresponding to the 
method in Figure 5 is more stable, and the KS values of the amplification 
method in Figure 9 is promoted faster at the initial stage of KS.

In practice, loan institutions will formulate rules and strategies based on the 
distribution of SMEs with different risk prediction probabilities and the 
proportion of good and bad enterprises ratio. For enterprises with very bad 
prediction probabilities, direct rejection can be considered. At the same time, 
high-quality enterprises of low risk, can be graded based on the predicted 
results. Different SMEs can have different values, which can improve the 
overall pass rate and reduce the risk.

Conclusion

In this work, the GAN is applied to the model of SMEs credit risk to solve the 
problems such as small sample size, unbalanced sample distribution and 
difficult data acquisition in the currently available credit risk models. 
Through a range of experiments, it is found that the amplified sample set 
made by GAN generated samples can improve the performance of XGBoost 
model. The G-XGBoost model has significantly higher KS values than the 
XGBoost model, is better at differentiating credit risks, and has slightly better 
predictive accuracy than the XGBoost model. Meanwhile, it is found that, by 
adding bad samples alone, it is possible to use less samples to solve the 
problem of unbalanced samples and improve the model effect. In reality, 
there is no perfect optimal proportion to increase the sample size. We can 
increase the sample size of different categories in the same proportion, or 
appropriately increase the sample data with a relatively small proportion to 
expand the sample size according to the specific needs.

The amplified sample set based on GAN model might be applied not only to 
the XGBoost model, but the method can also be considered in constructing the 
credit risk model by combining score card, neural network and other models. 
This remains as the future works.
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