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ABSTRACT Amyotrophic lateral sclerosis, also known as ALS, is a progressive nervous system disorder that
affects nerve cells in the brain and spinal cord, resulting in the loss of muscle control. For individuals with
ALS, where mobility is limited to the movement of the eyes, the use of eye-tracking-based applications can
be applied to achieve some basic tasks with certain digital interfaces. This paper presents a review of existing
eye-tracking software and hardware through which eye-tracking their application is sketched as an assistive
technology to cope with ALS. Eye-tracking also provides a suitable alternative as control of game elements.
Furthermore, artificial intelligence has been utilized to improve eye-tracking technology with significant
improvement in calibration and accuracy. Gaps in literature are highlighted in the study to offer a direction
for future research.

INDEX TERMS Amyotrophic lateral sclerosis, artificial intelligence, assistive technology, eye-tracking.

I. INTRODUCTION
Amyotrophic lateral sclerosis (ALS) is a neurodegenerative
disease that predominantly affects the motor system, but
with increasingly identified extra-motor manifestations [1].
Individuals with ALS maintain full consciousness through-
out the illness, but as they develop progressive quadriplegia
with bulbar muscle atrophy, it becomes more difficult for
them to interact and articulate their everyday needs. This
communication barrier for ALS patients has been labelled
as an extreme communication obstacle [2], a window of
opportunity is however available as they retain control of their
eyemovements for some time. Thus, eye-tracking technology
has been utilized in varying ways to make communication
possible. Eye-tracking involves the measurement of either
the point of gaze or the motion of an eye, relative to the
head and it has a vast range of applications in numerous
fields such as psychology, neuroscience [3], [4], military
weaponry, assistive technologies [5] to enhance communi-
cation with disabled patients [6], computer games [7], [8],
remote health [9], security and access control using facial
recognition and iris detection [10], driver fatigue monitoring
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products such as meitrack [11], [12], in the advertising indus-
try to analyse customer interest, and in other notable fields.
Throughout history, many researchers have contributed to
the study of eye-tracking. Figure 1 illustrates the evolu-
tion of eye-tracking. In the 20th century, saccadic masking
was discovered by Dodge [13], where the eye is essentially
blindfolded as it travels from one fixation point to the next.
Although this was based primarily on the self-observation
of his eyesight and reports from a test subject, who indi-
cated that they were unable to see texts when they moved
their gaze. However, self-observation proved insufficient in
unpacking the mechanics of what was going on, necessitating
the development of a new method to study this further. The
next step in eye movement research was the development
of photographic methods, which eventually replaced self-
observation methods. Dodge and Cline created photographic
equipment that used the surface of the cornea as a reflector
to record eye movements. Rather than photographing the eye
directly, the reflection from the cornea was measured. The
bright light lines provide a clear record of eye movement.
Due to the greater clarity compared to photographing the
eyes directly, the images obtained could be magnified sig-
nificantly while preserving the accuracy of the measurement.
Another early user of the photographic technique to record
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FIGURE 1. Eye tracking evolution.

eye movements was Judd [13]. He created a kinetoscope
eye-tracker to solve the difficulty of photographing the eye
with sufficient quality. A tiny particle was deposited on the
cornea and moved with the eye, making it easier to monitor
eye movements. It could also take binocular recordings and
measure eye movements between fixations. It worked by
snapping a series of photos in quick succession. Photographic
techniques were also utilized to explore specific pathologies
or medical disorders, allowing for comparisons of eye move-
ments in healthy participants and a variety of sick individuals.
Around the mid-twentieth century, eye-tracking methods that
measured muscular activity rather than eye movement were
created. Electrooculography (EOG) is an electrical method of
measuring the corneoretinal standing potential, which exists
between the front and rear of the eye. It is based on the
dipole principle of the eye. Electrodes are implanted at the
top and bottom of the eye, as well as to the left and right.
One of the electrodes detects the positive or negative side of
the retina when the eye moves. Because the resting poten-
tial is constant, any potential observed provides information
about the position of the eye [13]. Eye-tracking has been
utilized in numerous studies and consist of a wide range of
applications. In Figure 2 the chart shows the number of times
from the year 2004 to 2021 the ‘‘eye-tracking’’ keyword was
searched on the google scholar database. Figure 3 shows the
number of eye-tracking search query by country. The aim
of the chart is to identify the popularity of the technology
amongst researchers. This paper presents a review of existing
eye-tracking software and hardware and charts a course for
its application as an assistive technology to aid ALS patients.
The paper also includes Table 1 to show various research stud-
ies, their goals, technology used, the findings and possible
future research direction.

The rest of this paper is organized as follows. Section II
presents a comparison of related literature. Section III shows
how eye tracking can be utilized as assistive technology.
Section IV gives a background of some of the eye tracking
software available in the field. Section V presents eye track-
ing techniques and algorithms. Section VI highlights some
drawbacks in eye-tracking technology. Section VII discusses
some relevant artificial technology techniques used in eye
tracking. Section VIII shows some of the applications of
eye tracking software. Section IX discusses some possible

FIGURE 2. Eye tracking internet search by country from 2004 to 2021.

FIGURE 3. Eye tracking internet search worldwide from 2004 to 2021.

directions future of research. Finally, Section X concludes
this paper.

A. RESEARCH QUESTIONS
The literature review seeks to answer the following research
questions:
• The number of eye-tracking research articles in notewor-
thy publications such as IEEE access from 2017

• The contributions eye tracking technology has made to
improve the study of severe disabilities such as Motor
Neurone Disease (MND)

• The frequent eye-trackers used in eye tracking research
and comparisons between them

• The eye-tracking techniques used in eye tracking studies
• The applications of eye-tracking technology

II. COMPARISON OF RELATED SURVEY
A. TECHNIQUES
Eye-tracking techniques can be distinguished into four broad
categories, the most accurate and invasive technique high-
lighted is based on the insertion of a contact lens equipped
with magnetic search coils or mirrors [14].

In the case of the magnetic search coils, a thin copper wire
is inserted into a silicon annulus. When a person moves his or
her eyes, the lens is attached to amechanical or optical device,
such as a coil that measures the variation of an electromag-
netic field. However, due to the method’s invasiveness, even
though the eye is anaesthetized, the duration of an experiment
is restricted to 30 minutes, limiting the method’s use [14].
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FIGURE 4. Electrooculography (EOG).

Another technique analysed is Electrooculography
(EOG) [14], which involves corneoretinal and measured with
usage of skin electrodes situated within the vicinity of the
eye. This approach is often considered to be inconvenient
and uncomfortable for the subjects. Another drawback is that
it can only be used for laboratory research, and mobility is
prohibited. Figure 4 illustrates the EOG eye movement mea-
surement, courtesy of MetroVision, Pérenchies, France [15].
The last technique and referred to as the most popular and
comfortable, due to a lack of direct eye contact is the video-
based eye-tracking (VOG) technique [14]. The system relies
on digital cameras to capture the movement and position of
the eyes. The accuracy of VOG based eye-tracking systems
is dependent on the resolution of the images captured and up
until recently were generally expensive and complex.

In their paper, authors [16] describe two types of imaging
methods widely used in eye-tracking: visible and infrared
spectrum imaging. The passive technique of visible spectrum
imaging captures ambient light reflected from the eye. The
contour between the iris and the sclera, known as the limbus,
is often the best feature to track in these images. The pupil,
iris, and sclera are the three most important parts of the
eye. The use of unregulated ambient light as the source,
which may include several specular and diffuse components,
complicates visible spectrum eye-tracking. By deliberately
lighting the eye with a consistent and monitored infrared
light that is not visible to the patient, infrared imaging pre-
vents unregulated specular reflection. Another advantage of
infrared imaging is that the pupil, not the limbus, is the
image’s strongest feature contour. Infrared light is strongly
reflected by both the sclera and the iris, but visible light is
strongly reflected by only the sclera. Since the pupil contour
is smaller and more sharply defined than the limbus, it is
preferable to track it. The pupil is, therefore, less likely to be
occluded by the eyelids due to its size. The main drawback
of the infrared imaging techniques is that they cannot be used
outdoors during daylight due to the ambient infrared light.
Bright-pupil or dark-pupil techniques are commonly used
in infrared eye-tracking. The bright-pupil technique uses a

light source that is on or very close to the camera’s axis to
illuminate the pupil. Owing to the photo reflective aspect of
the back of the eye, the pupil is clearly demarcated as a bright
area because of such illumination. Dark-pupil techniques use
an off-axis source to illuminate the eye so that the pupil is the
darkest part of the picture, while the sclera, iris, and eyelids all
reflect more light. The first-surface specular reflection of the
illumination source of the cornea is apparent in both methods.
The dependent measure is usually the vector between the
pupil centre and the corneal reflection centre, rather than the
pupil centre alone. Since both the camera and the source shift
at the same time, the vector difference is less vulnerable to
headgear slippage. In the context of remote video-based eye-
tracking, both visible and infrared spectral imaging methods
have been used. The fact that a remote eye-tracking device
can be used invisibly is the single most appealing feature.
A remote system’s drawback is that it can only detect eye
movements while the user is within a relatively small oper-
ating area. The three-way trade-off between cost, versatility,
and efficiency must be considered when designing remote
eye-tracking systems. A pan-tilt camera, for example, can
increase the flexibility of tracking eyemovements over a large
area, but such cameras are very costly. Additionally, by using
a zoom camera to capture a high-resolution image of the
eye, the accuracy of eye tracking can be enhanced, but at the
expense of a smaller operating area and a higher cost.

B. DEVICES
Low-cost eye-trackers present new opportunities for
researchers, in a paper [17] a usability test was carried out
to ascertain the accuracy of an open-source remote eye-
tracking device and a state-of-the-art commercial eye-tracker.
The result obtained from nine participants tested four times
showed that both devices were equally stable over time, but
the commercial tracker was more accurate, with a mean error
of 31 pixels versus 59 pixels for the low-cost method. This
means that low-cost eye-tracking may be a feasible option
when usability studies do not need to differentiate between
specific words or menu items that participants are looking at,
but rather between broader areas of interest [17]. The devices
used in the study were the free and open-source ITU Gaze
Tracker 30 Hz, monocular eye-trackers running with a modi-
fied Sandberg Nightcam 2 web camera that had a 16 mm lens
mounted, 2 Sony HVL-IRM infrared lamps were also used
to illuminate the eyes which all amounted to a total cost of
about $71.72 and the Tobii T60, 60 Hz, binocular eye-tracker
valued at the time at $21,515.55. The research was carried
out on a PC with an IntelrCoreTM2 2.6 GHz processor
and 3 GB of RAM, as well as Windows XP SP3. The T60
eye-tracker’s 17’’ TFT monitor was used as the display. The
computer was 60 cm away from the user’s head and had a
resolution of 1280 × 1024 pixels. The performance of the
low-cost eye-tracker Gazepoint GP3 was evaluated based on
pupil dilation by researchers [18]. Their findings suggest that
the Gazepoint GP3 is a simple and low-cost tool that can
be used in psychological studies that require pupil diameter
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data. The eye-tracker performs well in classifying mental
workloads under various background luminance conditions,
but it is not a reliable method for frequency domain analysis,
which may be due to linear interpolation of low-quality
readings. According to the authors [18], Gazepoint GP3 is
suitable for use pupillary indicators of cognitive workload but
Gazepoint GP3 is only capable of collecting pupil diameter
data.

Some webcam eye-tracking systems were reviewed by
researchers [19], in their findings they reported that Turk-
erGaze [20], a webcam eye-tracker for image saliency
deployed on Amazon Mechanical Turk. The system neces-
sitates calibration, which is done during a game process in
which users fix their gaze on a particular target. PACE is a
stand-alone desktop application created by Huang et al. [21]
that performs eye tracking using the interactions of users.
From their findings, the authors [19] introduced their system
SearchGazer, a self-calibrated client-side eye-tracking library
that extends WebGazer [22] and trains a regression model
which maps eye features to gaze locations and search page
elements during user interactions. In addition to predicting
the gaze of a user within any device display which has a
browser that supports access to the webcam, SearchGazer
also identifies gaze periods over regions of interest on the
search results page for analysis. According to the authors,
a few lines of JavaScript code are enough to integrate
SearchGazer in any search page and perform eye-tracking
once the user starts interacting with the page [19].

Vidal et al. [23], looked into wearable eye-tracking and
reviewed some video-based eye-trackers including, Mobile
Eye by Applied Science Laboratories, the iView X HED by
SensoMotoric Instruments, and the Dikablis by Ergoneers
GmbH. In their analysis they deduced that despite the porta-
bility of these systems they however require some supple-
mentary headgear and laptop for video processing. Further
study was conducted on the Tobii Glasses launched by Tobii
technology, which includes a pair of glasses as well as a
compact processing and data storage device that fits in the
palm. According to the researchers, the system is portable
and can be used in mobile settings, but it can only monitor
eye movements at a low frequency and for up to 1 hour. The
SensoMotoric Instruments developed, SMI GazeWear was
also analysed, the system which has similar operating time
limitations but allows for the acquisition of eye movement
data from both eyes (binocular tracking). Several open-source
projects are working on developing low-cost hardware and
software for video-based eye-tracking in conjunction with
these efforts. Research into the eye movements of infants [24]
has used open-source software, openEyes [25], Opengazer,
and the ITU Gaze-Tracker for the study. These open-source
projects enable researchers to adapt equipment to situations
and easily prototype ideas without imposing significant con-
straints. Eye-trackers that use video need a lot of processing
power. This means they cannot be used for long periods
on only batteries. According to manufacturers, the average
running time is between 2 and 4 hours. To be used in

day-long trials, mobile eye-trackers must require low power
consumption.

Titz et al. [26] conducted research on the comparisons of
eye-trackers by correlating their eye-metric data, and from
their findings, they deduced that the low-cost eye-tracker
EyeTribe when compared to a far more expensive device
(SMI-RED 120-Hz), the EyeTribe can be relied upon for
pupillometry research. They also recommended, using a
mixed model for analyses to account for individual variations
in pupil size between participants. In the simple case of a
correlation between the two eye-trackers earlier mentioned,
discrepancies between participants account for around 9%
of the variance, which cannot be explained by calibration
efficiency. The findings are more varied for the x and y coor-
dinates: the association between the two eye-trackers is only
strong when the variation between the participants is consid-
ered. A portion of this variation is due to poor calibration.
Calibration accuracy may be used in the regression model for
researchers interested in gaze behaviour. The findings will be
more reliable this way, and they will be easier to generalize
to studies using other eye-tracking devices.

C. ALGORITHMS
Pupil detection algorithm (PDA) was explored by researchers
in [27] where they deduced that the increase of computing
power over time has led to the diversification on the subject.
According to their studies, the algorithms for detecting pupils
can be broadly divided into two types: feature-based and
model-based approaches [28], [29].

Detecting and localizing image features related to the loca-
tion of the eye pupil are part of feature-based approaches.
An ellipse is the best shape approximation of an infrared (IR)
video camera’s eye pupil image. Several techniques, includ-
ing least-squares ellipse fitting (LSFE) [30], voting-based
methods, such as the circular Hough transform (CHT) [31],
[32], and searching-based methods, such as the random sam-
ple consensus (RANSAC) paradigm [33], [34], may then be
used to match an ellipse to the feature points.

By minimizing the number of square algebraic distances
of the feature points to the conic defined by the ellipse
coefficients, the LSFE algorithm fits a conic (ellipse) to a
set of data points. A parameter accumulator is used in the
CHT algorithm. Every edge pixel in the eye image votes for
the parameters of all circles in which it can be a part [19].
The accumulator’s maxima lead to circles that have been
discovered [31]. The circular Hough transform involves a
three-dimensional (3D) accumulator since a circle is fully
represented by three parameters.

The RANSAC algorithm [33], [34], is an iterative method
that selects several small but random subsets of input data,
fits each subset to a model, and finds the model that best
fits the input set of data points. The algorithm calculates the
number of feature points (inliers) that best approximate the
ellipse model from the input data set. The consensus set is
the collection of input points. An ellipse is fitted to the largest
consensus set after a certain number of iterations. Any time
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a new largest consensus set (represented by the percentage
of inliers) is found, the number of algorithm iterations can be
reduced until the total number of inliers remains constant. The
projection method algorithm (PROJ) [35], [36], and the cur-
vature algorithm [37] are two other feature-based approaches.

Model-based approaches do not specifically detect fea-
tures, but rather find the best fitting model that is con-
sistent with the eye image, which can be represented by
either a circle or an ellipse [29]. The outcome of ellipse
fitting is improved in the Starburst algorithm [28], [29] by
a model-based optimization using a Nelder–Mead Simplex
search [29] that does not depend on feature detection. Star-
burst is a hybrid algorithm that uses both feature-based and
model-based methods. To evaluate a collection of candi-
date feature points, the algorithm employs the RANSAC
paradigm.

Chang et al. [38] researched the use of Electrooculograms
(EOG), based eye-tracking as a means of communication
of individuals with ALS. They developed an EOG-based
eye-writing system comprising of a series of computational
algorithms to reconstruct eye movement traces and to recog-
nize 10 Arabic numbers and conducted a test with 18 healthy
individuals and three ALS patients more accurately. A new
method for eliminating crosstalk between horizontal and ver-
tical EOG components was also used. After a brief practice
session, all study participants were asked to eye-write spe-
cially designed patterns of ten Arabic numbers three times.
For the healthy participants, the system had a mean recog-
nition rate of 95.93 %, while the three participants with
ALS had recognition rates of 95%, 66.67%, and 93.33%.
One of the ALS participants’ low recognition rates was
mostly due to miswritten letters, which decreased as the
experiment progressed. The authors [38], concluded that their
proposed eye-writing system is a viable human computer
interface (HCI) resource for allowing individuals with ALS
to communicate.

D. COMPARISON OF EYE-TRACKING WITH OTHER
RELATED TECHNOLOGY
There are technologies prevalent with similar operating
mechanisms or incorporated with eye-tracking technology.
Some Virtual Reality (VR) devices such as the HTC VIVE
Pro Eye for instance contain eye-tracking functionalities and
in comparison to conventional eye-tracking devices, they
offer researchers novel possibilities in conducting human
behaviour and perception studies. The combination of these
technology gives users the functionality of the VR system’s
body motion tracking as well as the eye tracker’s gaze moni-
toring features. All experimental conditions can be controlled
specifically, while the subject is in a virtual environment
that reacts to the subject’s movements and behaviours. The
use of eye tracking and virtual reality allows researchers to
compute a subject’s gaze in 3D space and watch where they
are gazing during experiments [39]. In contrast to real-world
eye tracking, defining areas of interest in 3D space and tracing
points with time to establish when the regions were looked at,

is simple in VR eye-tracking. With the advantages of more
natural stimuli, more natural movement, controlled environ-
ment, and controlled data gathering, the combined technique
of eye tracking and VR can address numerous research
problems in a fundamentally novel way [39]. Comparison
can also be drawn between Brain-Computer Interface (BCI)
and eye-tracking technology. There have been studies that
explicitly compare eye-trackers and Brain-Computer Inter-
face (BCI). When comparing eye-trackers to P300 BCI,
Pasqualotto et al. [40], found that eye-trackers had a signif-
icantly higher information transfer rate and System Usability
Scale ranking, as well as a significantly lower cognitive work-
load [40]. As a result, eye-trackers are more appropriate when
there is no ocular involvement, which can be solved by BCI.
Electro-oculography, eye-trackers, and auditory BCI for Aug-
mentative and Alternative Communication (AAC) were all
tested by a standard low-techAAC user in the locked-in stage,
the technology was viable but none were considered an addi-
tional use, though, auditory BCI was recognized as favouring
independence from eye control but more tiring [41]. A study
in robotic technologies in a social environment compared the
two concepts (BCI and eye-tracking), in a means to analyse
their use as a non-physical operating mechanism of robots.
The study used real-time BCI paradigm, Steady-State Visu-
ally Evoked Potential (SSVEP), and according to the findings
of this study, both SSVEP and eye tracking appear to be
viable options for immersive control in an HMD. In terms of
interface usability, the two methods differed in several ways.
There were no differences in task success during the skill test
or in the responses to the interfaces questionnaire. Though
the eye tracker had a substantially shorter delay in triggering
gestures (1s vs. 3s with SSVEP), however during the skill test,
all individuals using ET were unable to make even a single
coherent gesture; while, all SSVEP participants made at least
one coherent gesture [42].

III. EYE-TRACKING ASSISTIVE TECHNOLOGY
As earlier highlighted, Eye-tracking as an assistive technol-
ogy would be beneficial particularly for individuals with
severe disability and incapable of regular movements. In a
paper [57], the authors present a human-machine interface
centred on eye-tracking, applied as an assistive tool for dis-
abled individuals. The EyeAssist system, which was devel-
oped gave the disabled patients the ability to communicate
by implementing a predictive keyboard that enables easy text
typing. The algorithm employed was the OpenOffice dictio-
nary, in addition to a T9-like writing approach. EyeAssist was
also developed to support the implementation of additional
plug-ins to enhance many functionalities, including the inclu-
sion of the popular snake game that can be controlled with
the eyes. The researchers tested the software by changing the
grid size from 3 × 3 to 4 × 5 and calculating the error rate
over 100 calibration trials to determine the system’s accuracy.
The device was tested by taking two calibrations, one as a
guide and the other as a test to determine the number of
cells that were correctly matched. Each trial was made up
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TABLE 1. Eye-tracking technology used in disease research, findings, and future research direction.
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TABLE 1. (Continued.) Eye-tracking technology used in disease research, findings, and future research direction.
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TABLE 1. (Continued.) Eye-tracking technology used in disease research, findings, and future research direction.

of M×N tests, where M×N refers to the grid-scale. The
average number of mismatched cells across all trials was used
to calculate the error rate. The experiments were carried out

using a standard webcamwith a resolution of 800×600 pixels
and a personal computer. The processing was done at a rate of
22 to 25 frames per second (maximum rate of the cam). The
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TABLE 2. Eye-tracking software.

TABLE 3. Eye tracking hardware.

researchers combined their implementation with a proposal
for eye detection [58] to improve eye detection and tracking.
The algorithm was split into two parts. The aim of the first
step is to extract the eye region in the YCbCr domain, where
the Cr portion takes very low values compared to the value in
the skin regions. By sliding aM×Nwindow across the image,
the area belonging to the eye can be selected as the window
with the lowest sum of Cr values. The gap l between the eyes,
which can be retrieved after classification and detection, can
be used to pick M and N values.

IV. EYE-TRACKING SOFTWARE
There is a lot of open-source eye-tracking software available
that researchers can utilize to carry out various forms of
studies about eye-tracking. These open-source software have
various features and capabilities. In this section, some of the
various open-source software available would be discussed.
Table 2 shows a comparison of some noteworthy eye-tracking
open-source packages suitable for research in areas where
high-end eye-tracking tools are difficult to attain. Table 3
shows a comparison of eye-tracking hardware used in the
research.

A. EXPERTEYES
ExpertEyes [59] is an open-source hardware and Java-
based software package designed to provide portable high-
definition eye-tracking at a low cost. It was developed for
difficult recording environments, and all processing is done
offline to allow for the optimization of parameter estima-
tion. Drift correction, data cleaning, trial and event tag-
ging, and data export are some of the features available.

ExpertEyes is cross-platform compatible, unlike some other
open-source software that are limited to certain operating
systems. ExpertEyes, however, isn’t suitable for real-time or
gaze-contingent designs, and data processing takes a long
time. The temporal resolution is constrained by the hard-
ware used (currently 60 Hz), ruling out tasks requiring rapid
eye kinematics. ExpertEyes proved valuable in an experi-
ment which involved the collection of behavioural data from
fingerprint experts. ExpertEyes was used due to its porta-
bility and workability outside of a lab environment. The
open-source software enabled the researchers, take two video
streams from two cameras to generate x and y coordinates
to indicate where the participant is gazing at in the scene
camera [60]. Figure 5 shows an image of the Experteyes head-
mounted eye-tracker.

B. ITU GAZE TRACKER
ITU Gaze Tracker [17] is an open-source eye-tracking pro-
gram. It supports both head-mounted and remote setups
that work with low-cost web cameras and basic cam-
corders. Using infrared illumination, the software monitors
the users’ pupil and corneal reflections. The device employs
an interpolation-based method to map eye features from cam-
era images to the point of focus. The ITU Gaze Tracker [61]
can track one or two corneal reflections as well as the pupil
centre. The software was created to operate with low-cost
webcams that have an infrared light built in. The software
does, however, contain initial support for remote setups that
utilise more expensive video cameras. By thresholding the
image and extracting points in the contour between the pupil
and the iris, the pupil centre may be computed. After that,
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FIGURE 5. ExpertEyes head-mounted eye-tracker [58].

the points are fitted to an ellipse using the RANSAC process,
which eliminates any probable outliers. A crosshair is drawn
on the image to approximate the pupil’s centre [61].

C. OGAMA
Open Gaze and Mouse Analyzer (OGAMA) [62] is an
open-source application written in C#.NET. Slideshow
design, recording of gaze and mouse data, database-driven
pre-processing and filtering of gaze and mouse data, creation
of attention charts, areas-of-interest definition, and replay
are some of its key features. The software allows users to
import eye-tracking recordings in ASCII format. The result
of the data produced can be used directly with a variety
of statistical software packages. OGAMA is a stand-alone
program that runs on Microsoft Windows platforms and is
designed to manage data from a variety of psychology and
usability testing studies. OGAMA has been used in conjunc-
tion with GP3 to identify attention deficit disorder in chil-
dren [63]. Data-controlled preprocessing, or filtering eye and
mouse movement, are some of the key features of OGAMA.
Measured data can also be exported into video format, text,
or module. Data can be displayed and analysed in a variety of
modules [64].

D. PYGAZE
The PyGaze [65] toolbox is an open-source Python soft-
ware package. It’s made to make eye-tracking experiments
as simple as possible in Python syntax, with programming
ease and script readability without sacrificing functionality or
versatility. PyGaze can be used to display visual and auditory
stimuli, collect responses through keyboard, mouse, joystick,
and other external hardware, and detect eye movements in
real time using a custom algorithm. Eye-trackers from a
variety of brands (EyeLink, SMI, and Tobii systems) are
supported. PyGaze is unique in that it provides an easy-to-
use layer on top of the numerous software libraries available
to execute eye-tracking experiments. PyGaze supports several

operating systems and eye-tracking hardware devices from
various manufacturers, the application is mostly platform and
eye-tracker independent. The functionality of many existing
Python libraries is merged into a single package, allowing
stimulus presentation and communicationwith several brands
of eye-trackers to be done with a single collection of rou-
tines. PyGaze includes functions for quickly implementing
complex paradigms including forced retinal positions, areas
of interest, and other gaze-dependent experiments that can
be generated by capturing and processing real-time gaze
samples. PyGame and PsychoPy are libraries for interacting
with screen displays, keyboards, cursors, joysticks, and other
external devices, as well as internal timing. However, Psy-
choPy has the disadvantage of requiring a graphics card that
supports OpenGL drivers and multitexture. Pygaze tests can
be written and tested on a computer without the use of an eye-
tracker. The klieg algorithm, which calculates the velocity of
eye movement based on repeated samples to detect saccades
was used a study [66]. The research concluded that pygaze is
the ideal software and that it bridges the gap between complex
programming and time-consuming programming. It is the
most effective eye-tracking package available [66].

E. OPTIKEY
Optikey [67] is a free and an open-source Windows-based
assistive on-screen keyboard. It’s made to work with a low-
cost eye-tracking device to give people withmotor and speech
disabilities, such as those with Amyotrophic Lateral Sclero-
sis (ALS) or Motor Neuron Disease (MND) the ability to
use the keyboard, mouse, and speech. The Optikey software
enables users to select characters on the on-screen keyboard
using dwell selection, as well as physical buttons and assistive
devices (such as Glassouse, or assistive switches). Optikey
can be operated with a mouse or a webcam if an eye-tracking
device is unavailable. An experiment based on the predic-
tion of mental fatigue during eye typing was conducted
using Optikey and Tobii eye-tracker 4C by Bafna et al. [68].
Machine learning (ML) was utilized to predict fatigue levels
on a six-point Likert scale and correlation analysis was per-
formed using the data from these trials and the fatigue levels.
Figure 6 shows the optikey typing interface.

F. GAZEPOINTER
Gazepointer [69] is a computer human interaction application
that calculates a person’s point of gaze to guide the mouse
pointer using a computer vision algorithm. Gazepointer is
a low-cost, software-based solution that explores the use of
the eyes as a pointing device. The software was created with
OpenCv, MATLAB, and Qt, and it can be used on both
Windows and Linux operating systems. The OpenCV devel-
oped algorithms can be ported to Mac and Android operating
systems. The system’s motivation is to improve users’ com-
puter interaction experiences by tracking eye gestures and
minute pupil movements, which results in the pointer mov-
ing in conjunction with them. Gazepointer extracts human
visual focus fromwebcam video frames, performs human eye
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FIGURE 6. Optikey typing into apps feature [67].

motion detection, and calculates the point of gaze as a result.
Niu et al. [70] found that GazePointer can only identify the
region in which the user is looking, not the specific point of
gaze which limits its use as a result.

G. OPENGAZER
OpenGazer [71] is a webcam-based open-source program
that estimates head posture, facial gestures, and gaze direc-
tion. This data can then be passed on to other programs.
OpenGazer, for example, when combined with Dasher, helps
users to write with the eyes. OpenGazer aspires to be a
low-cost software alternative to expensive commercial eye-
trackers. Piotr Zieliski created the first edition of Opengazer
with the help of Samsung and the Gatsby Charitable Foun-
dation. Emli-Mari Nel has continued OpenGazer’s research
and development, which was funded by the European Com-
mission as part of the AEGIS project until 2012, as well as
the Gatsby Charitable Foundation [71]. OpenGazer can be
utilized by the public in everyday human-computer interac-
tion [72]. OpenGazer was used as a reference point for a web-
cam gaze interaction system that uses a novel feature-based
technique that involves the automated detection of the iris
bounding box and iris segmentation using binarization [73].
OpenGazer has been successfully utilized for the summa-
rization of documents and online content recommendation
systems [74].

V. EYE-TRACKING ALGORITHM AND TECHNIQUES
Eye-tracking systems usually employ some form of algorithm
to carry out the objectives of the system. Regression, neural
networks (NN), naive bayes classification, and support vector
machine (SVM) are some of the algorithms and techniques
that have been applied to eye-tracking systems [83]. In classi-
fication, object recognition, image querying, SVM are highly
efficient and widely used ML approaches or techniques [84].
In addition, in eye-tracking techniques, SVM was used in
conjunction with a range of feature extraction and face
recognition algorithms. To detect repeated patterns of eye

movements, electrooculography (EOG) was used to detect
signal-saccades, fixations, and blinks. To train the model,
the SVM classifier, the person-independent and leave-one-
person-out strategies were combined with the minimum
repetition, minimum redundancy, and maximum relevance
features. The accuracy rate in all categories was 76.1%,
according to the evaluation results [85]. If the model match-
ing algorithm or the Haar face detection algorithm fails to
detect the eyes, an SVM and the Zernike movement (ZM)
are used [86]. In the case of upside-down images or ambigu-
ous visibility due to lighting problems, ZM was particularly
helpful in reducing troublesome views. Similarities between a
template and another image are found using template match-
ing. This approach was used to sort objects where the proto-
type is aminiature image or a portion of an image, thismethod
is used to classify complex images and the objects they relate
to [87]. Table 4 has been adapted from Klaib et al [83]
research, to highlight the merits and demerits of various
eye-tracking techniques, the inclusion, however, of examples
of devices which employ these techniques is necessary for
researchers seeking to conduct research using the various
techniques.

If the template matching technique or the Haar face iden-
tification algorithm fails to detect the eyes, an SVM and the
Zernike movement (ZM) will be utilized [87]. In the instance
of upside-down images or hazy vision due to lighting con-
cerns, ZM proved extremely beneficial in decreasing unde-
sirable views. Similarities between a template and another
image are found via template matching. This method was
used to sort items if the template is a small image or a
portion of a picture. Ahuja often employed this technique to
recognize complex images and the objects they refer to [95].
Gradient orientation pattern is a vector-based technique for
creating an image that can track the human eye in real time.
To aid in the matching of eye images, a template updating
algorithm was employed. The template algorithm was used
to create a new template in each frame based on the image of
the eye, and then use the matching algorithm to improve the
results [96]. Light fluctuations that occur during the tracking
process are also helped by the template algorithm. The capac-
ity to offer considerable matching results and handle intricate
lightning variations is one of the advantages of adopting
the gradient orientation pattern. However, if a frame is not
matched, it will be discarded, which is a shortcoming of
this methodology. Liu and Liu [97] provided another study
that looked into the applications of template matching with
eye-tracking in complex scenarios where identifying and cap-
turing eye movements can be problematic. Ghazali et al. [98]
developed a framework for a proposed eye detection and
tracking algorithm. In the algorithm after the image is cap-
tured, the next process is to search for the human face in
the entire image. Afterward, the eye filter is utilized to point
out the location of the eye. After successfully detecting the
location of the eye, the on-line trained classifier is used to
detect and track the eye movement. If any step lost the target,
then go to the first step.
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TABLE 4. Eye-tracking techniques.

A. FACE DETECTION
Face detection research has progressed significantly in recent
years, with advances such as colour–space-based identifi-
cation, neural network-based detection, and feature-based
identification. The Adaboost-based face detector described
by Viola and Jones is a milestone in tackling face detection
challenges [99] when it comes to algorithm time consump-
tion, detection accuracy, and resilience. The primary premise
of their identification approach is to filter objects and reject
background using a sub window that can be re-scaled to scan
a picture or video frame according to a collection of values
of Harr-like attributes. Figure 7 shows the basic Harr-like
characteristic.

FIGURE 7. Harr-like characteristic [78].

B. EYE LOCATION ALGORITHM
For many computer vision applications, such as facial recog-
nition, the recognition of facial expressions, and moni-
toring of fatigue, locating the eyes is often the first and
most essential step. The accuracy with which the eyes are
located has an impact on the proceeding processing and
analysis of the system. D’Orazio et al. [100] research looked
into this field, their proposed eye location algorithm is an
example of an appearance-based technique. This technique
convolutes a frontal face image with a trained eye filter,
then analyses the response result to determine the maxi-
mum value [101]. Convolution in the spatial domain appears
to become element-wise multiplication in the frequency
domain, according to the convolution theorem (as shown in
Equation 1).

g(x, y) = f (x, y)h(x, y) = F1(F(u, v)H (u, v)) (1)

where h(x, y) is the eye filter kernel, f(x, y) is the image of
the face and g(x, y) is the convolution result in time domain.
The aim is that g(x, y) is synthetically generated with a bright
peak at the centre of the eye and small values everywhere else.
So g(x, y) could be a two-dimensional Gaussian function,
written as

g(x, y) = e(x−x0)+(y−y0)
2/σ 2 (2)

where x0 and y0 are the locations of left or right eye, σ is the
x and y spreads of blob.

VI. EYE-TRACKING DRAWBACKS
While eye-tracking technology has tremendous applications
and advantages as seen in this study, it is necessary to take
cognisance of the drawbacks. One of the biggest drawbacks
of eye-tracking technology is that not all eye types can
be tracked appropriately. Contact lenses, glasses, and pupil
colour all have an impact on the capacity of an eye-tracking
device to record eye movements. Due to this, not everyone
(usually 10–20% of the sample) is eligible to take part in an
eye-tracking study. As a result, the appropriate representation
of samples will be affected [102]. Calibration in eye-tracking
poses some issues particularly for individuals with central
visual field loss, where eccentric fixation and misdirected eye
movements can contribute to higher calibration errors and
erroneous estimate of the user’s point of view [103]. Another
drawback of eye-tracking technology can be seen in the area
of mobile eye-tracking. In mobile eye-tracking technology,
dynamic Area of Interests (AOIs) are only visible if they
are in the participant’s field of view when using mobile eye
tracking with wearable glasses. This situation necessitates
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identifying and annotating AOIs for each participant sepa-
rately. As a result, establishing AOIs in mobile eye track-
ing is time-consuming. This information, on the other hand,
is critical for comparing data frommultiple individuals [104].
Some researchers state that there is limited research in using
mobile eye-tracking to analyse the decision making process
for the purchase of goods in high demand by consumers.
This is attributed to the burdensome procedure of collecting
and evaluating mobile eye tracking data. Researchers face a
significant obstacle in annotating fixations of respondents’
eyes to an area of interest (AOI) designated for a real and
dynamic environment. The position of the objects in the
head-mounted scene camera recordings of the surroundings
is constantly changing due to the user’s head motions. This
entails examining each video frame individually to determine
which section the user’s sight rested on [105].

VII. EYE-TRACKING AND ARTIFICIAL INTELLIGENCE
Artificial intelligence (AI) has been combined with
eye-tracking technology in different studies. This is due
to the immerse possibilities and the power of AI which
includes reduction of human errors, faster processing time,
and improved accuracy. AI has been utilized to improve eye-
tracking technology. Calibration of eye-tracking devices can
be done by NN or parametric interpolation methods of which
NN outperform parametric interpolation. Back-propagation
is used in NN for learning, and the bipolar sigmoid function
is used as the activation function. A simple web camera with
backlight compensation is attached to a head fixation device
and scans the user’s eye [106]. With NN, the process of cali-
bration is quicker since fewer calibration marks are required,
and cursor control ismore exact. Demjén et al [106], proposed
a system using NN to perform calibration of eye-tracking
devices that can differentiate areas at the level of desktop
icons. The lack of head-pose invariance and the system’s
relative sensitivity to illumination are the system’s key draw-
backs. Zemblys et al [107] conducted a study on how ML
can aid in the classification of raw gaze samples belonging to
fixations, saccades, or other oculomotor events. To conduct
the study, they trained a random forest classifier to predict
eye-movement events from features used by existing event
detection algorithms. From their findings, when compared to
existing state-of-the-art event detection algorithms, machine-
learning techniques provide superior detection that can match
the performance of coding manually. However, a drawback
of their technique is that heuristics are required to produce
significant events. This is because each sample’s classifica-
tion is independent of the context of the samples around it.
ML has been employed to detect readers with dyslexia using
eye-tracking measures. The researchers trained a model and
assessed its capabilities using a dataset of 1,135 readings
from people with and without dyslexia that were recorded
with an eye-tracker in a 10-fold cross experiment. Using the
most informative features, the model, which is based on a
SVMbinary classifier, achieved an accuracy of 80.18% [108].
The experiment however is only valid for Spanish language,

the study shows that eye-tracking technology may be used to
diagnose dyslexia in the future. Highly accurate tracking has
been achieved using ML algorithms such as Bayesian models
andNN. Santini created an open-source program for real-time
head-mounted eye-tracking that can detect an eye pupil and
estimate the gaze [109]. By changing algorithms, the software
can be adjusted to meet the needs of developers. Using
Bayesian models, the software provides progressive settings,
gaze estimation, and blinking detection. Using a single cam-
era with video processing capabilities and a micro-controlled
board [110], MATLAB-Simulink was effective in recogniz-
ing winks and blinks. Furthermore, ML algorithms were
tested in an EOG and proven to be accurate. The goal of the
study was to enhance and improve the EOG interface. An eye
wearing devicewas developed to gather and analyse signals in
real time using a microcontroller. The signals were processed
using wavelet transform and neural network for real-time and
trustworthy output. Fuhl et al. [111] suggested a system that
achieved 92% dependability by combining ML techniques
with a VOG strategy to improve eye-tracking accuracy. Zou
and Zhang [112] proposed a novel methodology for eye
Electrooculography decoding to achieve voiceless communi-
cation for patients with amyotrophic lateral sclerosis (ALS)
using deep learning. The researchers utilized the deep Con-
volutional Neural Network (CNN) framework and proposed
a deep CNN, called CNN-word, for automating the decoding
of EOG-based words, which can continuously analyse the
dynamics within an EOG word by automatically learning
stroke-to-character-to-word constructions. From their find-
ings, using the CNN the average accuracy of EOG word
recognition among all users is 90.58%. Deep Neural Net-
works (DNNs) are effective tools for identifying and tracking
aspects of interest, and they have recently been applied to
eye tracking. The ability of a DNN to anticipate keypoints
localising the eyelid and pupil under the types of demanding
picture variability seen in mobile eye-tracking were tested
in a study by Biswas et al. [113]. Rotations, blur, exposure,
reflection, and compression artefacts are five typical sources
of visual variation in mobile eye-tracking that we mimic
with varied degrees of perturbation. Features produced from
a DNN (ResNet50) were used to compute the distance of
each perturbed video from the films used to train DNN to
assess the relative performance reduction across domains in a
common space of image variation [113]. The study suggests
beneficial advancements for training data augmentation but
the association between model feasibility and distance from
the training set is currently too low to be employed as a frame-
by-frame quality assessment. Calculating distance from a
training set, on the other hand, could be beneficial in deter-
mining whether a new data session is likely to cause issues.
Research in psychophysics and neuromarketing applications
benefit greatly from real-time gaze tracking. Because of
the high-end processing hardware specialised for processing
infrared camera photos, many modern eye-tracking devices
are pricey. In their study Zdarsky et al [114] provide a
deep learning-based method for analysing video frames from
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TABLE 5. AI algorithms used in eye-tracking research.

low-cost web cams. Facial markers crucial to gaze placement
were retrieved using DeepLabCut (DLC), an open-source
toolbox for identifying areas of interest from movies, then
predicted the point of glance on a computer screen using a
shallow neural network. This architecture had a median inac-
curacy of around one degree of visual angle when tested for
three extreme positions. Their findings add to the emerging
field of deeplearning techniques to eye-tracking, establishing
the groundwork for additional research by psychophysics or
neuromarketing experts. Table 5 shows AI algorithms used in
eye-tracking research.

VIII. EYE-TRACKING APPLICATIONS
Eye-tracking has been a fundamental tool in various form of
research. It can be used to develop applications and collect
data in a range of sectors, including healthcare and medicine,
psychology, marketing, engineering, education, and gaming,

as well as boost human-computer interactions by allowing
users to navigate and operate their devices with eyes. This
section presents various eye-tracking applications.

A. TRANSPORTATION
Eye-tracking has been applied to devices used to enhance
the safety of drivers and road users in general. Eye-tracking
systems have proven a convenient performance indoors when
surrounding light is controlled, and the eye region of inter-
est (ROI) can be detected by using focused images. These
techniques are used in a driving scenario, where the light can
vary quickly while the vehicle is in motion, so a continuous
reflection of lights on the eye cannot be assured. The detec-
tion of driver’s fatigue [119], monitoring of drowsiness [120],
detection of drowsiness in real time [121], driving-assistance
systems [122], and accident prevention [123] all benefit from
eye tracking research.Many researchers have expressed inter-
est in creating intelligent systems for activating alert systems
when the driver’s eyes are not visible for several seconds.
To detect visual changes, the Viola Jones face detector and
tracking-learning detection algorithms have been utilized in
other systems [124], Neshov andManolova proposed a hybrid
algorithm that combines these two algorithms [120] while
Anjali et al. [123] created a device to reduce car accidents
by detecting closed eyes as a sign of driving weariness and
alerting drivers with a buzzer and vibration if the detection is
positive. The system was created with a front-facing camera
that collects real-time video using OpenCV and a Raspberry
Pi. It can detect the eyes in low, medium, and high light.
Yan et al. [125], also used grayscale image processing and
PERCLOS to assess if the driver is suffering from exhaus-
tion or drowsiness promptly. The rapid sort method is used
to confirm the black pixel distribution range. This method
can be applied even if the driver is wearing glasses or a
breathing mask. Eriksson et al. [126] investigated the utility
of gaze time on screen as a measure of engagement in a
screen-mediated learning context, and the results revealed lit-
tle about the drivers’ engagement when utilizing eye-trackers
while driving an expensive car [126]. Khushaba et al. [127]
devised a feature extraction approach called fuzzy mutual
information-based wavelet packet transform (FMIWPT) to
classify the driver drowsiness condition into one of the pre-
defined drowsiness levels. During a simulated driving test,
FMIWPT retrieved the most relevant features required to
identify the driver’s drowsiness/fatigue states and maximized
the quantity of drowsiness-related information collected
from an EEG, electrooculogram (EOG), and electrocardio-
gram (ECG) signal set. The authors also evaluated EOG,
ECG, and EEG signals for feature extraction and discovered
that EEG and ECG signals are better for this than EOG
signals. Other attempts were made to use a camera to monitor
the driver’s eyes and detect signs of driving drowsiness early
enough to prevent an accident [128]. Eye-tracking technol-
ogy was further applied by researchers in the University
of Missouri: The first application is based on developing a
better collision avoidance warning system, while the second
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application was focused on evaluating the driver’s physical
behaviour in real time using the driver’s eyes when a crash
occurs. They discovered that the collision avoidance sys-
tem’s alert causes a distraction, which can cause an accident.
To avoid such accidents, they employed a vehicle-assisted
safety system to monitor how people’s pupils altered in
response to their physical reactions and created a two-way
communication channel between a driver and a vehicle [129].
Furthermore, car manufacturers have been scouring the globe
for methods to incorporate IoT into vehicles for entertain-
ment and, more importantly, for the safety of elderly and
special-needs drivers. Many firms, including Volkswagen,
GM, and Audi, have set their sights on eye-tracking in smart
cars. To ensure the safety of drivers on the road, sensors
were utilized to detect eye blinks. Drowsiness and sleepi-
ness have been detected via eye-tracking [130]. Using eye-
tracking techniques, Noland et al. [131] conducted a survey
to assess quantitatively how people interpret and rank images
used in public contexts for urban planning. Different rat-
ing levels for urbanist components such as images, people,
pedestrian elements, greenery, buildings, automobiles, and
parking were found in their findings. They also demonstrated
how to extract more value from visual preference surveys
for transportation and urban planners, which can be used to
reduce motor vehicle traffic in cities in the future. Various
approaches for making driving safer for old persons have
been investigated, including the use of IoT to swiftly obtain
assistance during an emergency for instance when a stroke
happens while driving, Park et al. [132] demonstrated how
stroke can be identified and how a medical doctor or relative
can be notified. The authors, for example, demonstrated how
older people can employ wearable devices with sensors to
assist them to stay safe during a stroke. Visual, physical, and
cognitive distractions are the three forms of driving distrac-
tions classified by the US National Highway Traffic Safety
Administration [133]. Several studies have looked into using
eye-tracking to determine the sort of distraction [134]–[136].
In a real-world driving situation, cognitive distraction is fre-
quently accompanied by visual and manual distraction [137].
Checking the level of visual and manual distraction can also
assist in determining the level of cognitive distraction of
car assistive systems. Future Research looks into discover-
ing cognitive distraction from a manual or visual distraction
using eye-trackers. Checking the level of visual and manual
distraction can also aid in determining the level of cognitive
distraction.

B. HEALTH CARE
Several studies have proved that eye-tracking can be applied
in varying elements of medical care. Mental illnesses for
instance can be catered for with eye-tracking technology.
Studies shows that mental disorders such as bipolar disor-
der [138], Alzheimer disease [139], ADHD [140], mild cog-
nitive impairment [141], Autism [142]. Eye-tracking could
be used to help people with autism, with the develop-
ment of augmentative and alternative communication (AAC)

policies. Individuals with autism, have poor communica-
tive and language abilities, and analysing their gaze
can aid in the customization of AAC design [143].
Wanluk et al. [144] used eye-tracking technology to develop
a smart wheelchair for individuals with mobility disabilities.
The smart wheelchair comprises four features which include
an imaging processing module, wheelchair-controlled mod-
ule, SMSmanager module, and appliance-controlled module.
The coordinate of the eye movement is wirelessly transmit-
ted to wheelchair-controlled module to control the move-
ment of a wheelchair. The wheelchair-controlled module is a
two-dimensional rotating stage that is installed to the joystick
of the electrical wheelchair to replace the manual control of
the wheelchair. The eye movement is also used to control the
cursor on the raspberry Pi screen to send messages to mobile
phones. NajiKhosravan et al. [145] created an algorithm that
integrates CAD with eye-tracking devices by utilizing a vari-
able collaborative-computer aided diagnosis (C-CAD) sys-
tem. To integrate eye-tracking data into a network model that
can be used in a radiology room, the researchers used graph
clustering. The technology also includes a three-dimensional
deep learning algorithm, built within a new multi-task plat-
form that can split and recognize suspicious areas at the same
time. The researchers put their approach to the test on patients
with lung cancer in front of a panel of radiologists. The
findings revealed that their method improves accuracy, effi-
ciency, and applicability in an actual radiology environment.
Lauermann et al. [146] created an evaluation methodology to
assess the impact of eye-tracking technology on the quality of
OCT-A images in patients with age-related macular degener-
ation (AMD). The results of the study revealed that adopting
active eye-tracking technology improves image quality in
OCT-A imaging in terms of involuntary movement in AMD
patients when the acquisition time is longer. Speaking and
writing are challenging for patients with amyotrophic lateral
sclerosis (ALS). A software program based on the Edin-
burgh Cognitive and Behavioural ALS Screen [147] has been
created that uses neuropsychological screening instruments.
It tracks eye movements using an infrared sensor called Eye-
Live and a pre-programmed user interface. It does not rely on
a shared camera; instead, it uses infrared sensors embedded in
a pair of glasses to determine the direction of the eye glance.
Current entry-level systems for people with ALS have a num-
ber of flaws: They are costly, inflexible under varied lighting
conditions, and necessitate specialized care. Other low-cost
systems exist Optikey as earlier mentioned to enable patients
with ALS to communicate utilizing eye-tracking technology.

C. EDUCATION
Eye-tracking has been shown to have advantageous applica-
tions in the field of education. Inoue and Paracha employed
eye-tracking technology to analyse the extent to which
fluent and non-fluent readers complete the processing of
texts and images to enhance their reading results [148].
Rasmussen and Tan investigated reading progress using an
eye gaze-tracker and speech recognition to create word
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probabilities to improve the language model’s likelihood.
According to their findings, the tracking error rate for speech
recognition was 34.9%, whereas the error rate for combin-
ing eye gaze tracking with speech recognition was 31.2%,
a 10.6% improvement [149]. Guarnera et al. created the
iTrace eye-tracking infrastructure, which allows software
engineers to work under more realistic conditions by enabling
an eye-tracking option in several integrated development
environments [150]. Using eye-tracking data, Najar et al.
compared the behaviours of beginners and experienced stu-
dents while studying examples to raise learning levels using
an intelligent tutoring system [151].In a digital assessment
game, video-based pupil monitoring eye-trackers were uti-
lized to explore the allocation of the attention generated by
the eye-tracker regarding an individual’s locus of attention.
In terms of measuring and evaluating cognitive level, inspir-
ing an interface design, discovering a behavioural response
based on user data, improving teaching quality by improving
the teaching framework, promoting the use of technology,
and improving educational standards, eye-tracking technol-
ogy has proven its efficiency and effectiveness. However,
other areas, such as designing an adaptive system based on
the need for user’s cognitive load levels estimated from eye-
tracking data, are lacking substantial contributions. Having a
method like this will improve training by enhancing knowl-
edge transfer and retention while maximizing the trainee’s
time. Adding gamification techniques to educational systems,
utilizing eye-tracking technology for individuals with severe
disabilities could increase learning engagements.

IX. FUTURE DIRECTION AND RESEARCH
There are other interesting areas where eye technology
research can be utilized, such as the gaming industry,
recommendation-based adverts and marketing, education,
and assistive technology. According to recent research, the
advertising industry will focus more on attention metrics in
the future, rather than impressions, and eye-tracking tech-
nologies are the best way to evaluate attention [152]. The
nutrition label can provide consumers with additional infor-
mation about a product’s healthiness, and so the design
qualities can boost the likelihood that consumers will pay
attention to this label visually, this data can be collected and
analysed with eye-tracking technology. As a result, future
research might investigate how different design methods
affect healthy food selection. In terms of accuracy and respon-
siveness of actions, researchers on computer games have
found that eye-tracking gives players greater control of inputs
and completion of game actions than standard input devices
(e.g., mouse, keyboard, and game controllers) [153]. There
are various advantages of using eye-tracking in games. For
starters, it informs game developers of the player’s visual
concentration. It also analyses the player’s core skills to
determine his or her strengths and limitations, as well as how
to develop them. With Eye-tracking, the player gets more
realistic engagement, giving them a deeper experience and
the capacity to be more engaged with the game. In terms

of future research, eye-tracking can be integrated into the
field of augmented and virtual reality-based games to create a
more fluid and immersive environment. Further research can
be done to explore how eye-tracker enhanced games can be
improved. ML algorithms are highly powerful tools that can
change the way systems are implemented. However, there are
several drawbacks to using ML algorithms in eye-tracking
systems. The significant dependency between selected fea-
tures, sample size, and data quality with accurate findings is
one of these restrictions, and it has been proved that if the
images used for training and/or testing CNNs are of low qual-
ity, the results will be inferior to those utilizing higher quality
images [154]. In addition, the quality of sample images is
affected by the calibration of operational parameters of a
handheld device’s camera. Furthermore, the nature and struc-
ture of the obtained data, as well as the successful labelling
of training data, aid pre-processing and post-processing in the
generation of higher quality data. Because of their ability to
independently adapt and learn from past data, spot trends,
and provide trustworthy choices with minimal human inter-
action, ML algorithms such as SVM and NN are useful to
incorporate with eye-tracking systems. This integration will
most probably result inmore precise and reliable eye-tracking
findings. Some of the eye-tracking concerns can be solved
with algorithms that use MLmethods. Syncing between head
movement and head-rotation data is one of these challenges.
Noisy data is another issue that must be addressed, particu-
larly when multiple IoT devices are used together. Another
research gap that future research can address is the case of
reducing dwell time for eye-tracking communication systems
such as gaze to text software. In a study [155], non-disabled
individuals were found to be able to type at amaximum rate of
19.9 words perminute (wpm). This typing speed is slowwhen
compared to speaking (150 wpm) and typing on a standard
keyboard (40 wpm). Working at such a slow pace may make
it difficult and demotivating to use gaze-to-text systems on
a regular basis. Future research can look into reducing the
dwell time of gaze-to-text systems in order to increase the
typing speeding user.

X. CONCLUSION
A systematic literature review was performed to investigate
the use of eye-tracking technology as an assistive technol-
ogy for individuals with ALS. One major finding from the
systematic literature review is that eye-tracking technology
has shown substantial contributions in various research areas
particularly in health care, education and industrially. Eye-
tracking has been able to provide valuable support for individ-
uals with severe disabilities by being a useful tool for human
computer interaction. Some of the limitations of conduct-
ing eye-tracking research have also been highlighted, which
include the expensive nature of commercial eye-trackers.
The paper introduces some cheaper but valuable alterna-
tives and open-source eye-tracking software. Another finding
shows that gamification and eye-tracking can be successfully
combined to increase motivation and engagement of tasks.
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Eye-tracking can also serve as a much-needed alternative to
the control of gaming elements which could be beneficial to
individuals with severe disabilities. In the area of calibration
and event detection, NN and ML proves superior to exist-
ing detection algorithms. Eye-tracking research in assistive
technology for people with motor neuron diseases is becom-
ing increasingly important as the demand for assistance for
those with severe disabilities increases. This review examines
some of the most commonly used software and hardware
in the area, as well as eye-tracking techniques, their limits,
and cutting-edge technologies such as ML algorithms that
can help enhance the field. There were also some research
gaps discovered. As a result, this discovery can help future
researchers who want to improve eye-tracking technology.
The study backs the use of eye-tracking in assistive technol-
ogy studies for those with severe disabilities.

A. DATA STATEMENT
‘‘Pre-existing data underpinning this publication are openly
available at http://10.24339/8c3d57d4-b1d2-46b5-8082-
32d5bfe3d4d91. Further information about data process-
ing, and additional new supporting data are available
from the University of Northampton Research Explorer at
http://doi.org/10.15129/a1234b56’’
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