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Abstract—Software Defined Networking (SDN) networking
paradigm advancements are advantageous, but they have also
brought new security concerns. The Internet of Things (IoT) Edge
Computing servers provide closer access to cloud services and
is also a point of target for availability attacks. The Distributed
Denial of Service (DDoS) attacks on SDN IoT-Edge Computing
caused by botnet of IoT hosts has compromised major services
and is still an impending concern due to the Work From
Home virtual office shift attributed by Covid19 pandemic. The
effectiveness of a Moving Target Defense (MTD) technique based
on SDN for combating DDoS attacks in IoT-Edge networks was
investigated in this study with a test scenario based on a smart
building. An MTD Reactive and Proactive Network Address
Shuffling Mechanism was developed, tested, and evaluated with
results showing successful defence against UDP, TCP SYN,
and LAND DDoS attacks; preventing IoT devices from being
botnet compromised due to the short-lived network address; and
ensuring reliable system performance.

Keywords—IoT, Moving Target Defense, SDN, IDS, DDoS,
Deception

I. INTRODUCTION

Software Defined Networks (SDN) have evolved to rev-
olutionize pre-existing standards of networking by totally
segregating the conventional control and data planes, therefore
enabling programmable, portable, and autonomous networks
[1]. These changes, although effective, has also brought about
novel security concerns. The ability of SDN to launch so-
phisticated DDoS comes from a variety of angles owing to
its architectural nature. An instance of this is the controller
providing the SDN with a centralized network topology per-
spective [2]

The Internet of Things (IoT) network is rapidly expanding
and is anticipated to have a significant influence on society
via smart cities, smart grids and among other applications [3]
. Edge Computing brings service, data, or applications nearer
to the point in which its needed. Fog Computing, in essence,
relies on these Edge devices to do the majority of processing,
storing, or transmission onsite [4]. IoT is limited in every way,
including memory, CPU etc., and so as growing numbers of
IoT become integrated, efficient security becomes significantly
difficult, especially with low power devices. These limitation

and its static nature makes the IoT platform most vulnerable to
reconnaissance, exploit execution, and availability attacks such
as DDOS [5]. Amongst the most common remedies is moving
target defence, it is an approach that involves the notion
of dynamic change of the attack surface so as to enhance
ambiguity and deceive adversaries [5]. Simultaneously, this
mechanism can be leveraged in the emerging SDN framework
[6].

The implementation of a unique MTD approach that consist
of a constant change of the attack surface by employing
a Reactive and Proactive MTD Shuffling mechanism that
shuffles the network addresses of the IoT devices and Edge
Computing servers proactively to complement current Moving
target defence strategy in SDN IoT-Edge Computing Network
research via examination of secondary research for the prob-
lem background, feasibility study on the derived theory, and
critical analysis of current state of the art. Thenceforth, it will
be tested and evaluated via a network emulator.

The body of the paper is structured as follows. In Section
II, the paper initially covers the background information on
SDN, DDoS and MTD while Section III addresses existing
research. In Section IV, the methodology for implementing and
assessing the MTD framework is derived and then, Section V
describes the proposed MTD mechanism’s system design and
architecture. Section VI presents resources and processes in the
implementation of the mechanism. In Section VII, evaluation
of the MTD mechanism is carried out via emulation and
graphical representation. In Section VIII, the results of the
evaluation are analyzed. The paper is concluded in Section
IX, which also presents details on future work.

II. BACKGROUND

A. Software Defined Networking

SDN is an approach to network that specifies techniques
that allows programmable establishment, configuration, mon-
itoring, modification, and regulation of network activity by
the network administrators via interfaces that are open like
the OpenFlow protocol. The architecture of the OpenFlow



protocol consist of three components: Switches, Controllers,
and Flow Entries. [7].

1) Comparison: Traditional Networking VS SDN: In tra-
ditional networking, no single or centralized device has the
control or oversight of the whole network even though there
is interaction between these devices [8]. In SDN, the control
plane adopts a centralized model. The SDN controller is lo-
cated control plane whilst the data plane contains the switches
[7].

B. Denial of Service Attack

A denial-of-service attack is an act by adversaries to prevent
rightful accessibility of systems/services [9] . The objectives
of this attack are Network resources depletion, exhaustion, or
consumption; Configuration/State data and Network compo-
nent Disruption;and System Collapse or Malfunction [10]

1) Distributed Denial of Service (DDos): [11] described
DDoS as an assault in which a system is attacked by a group
of infected machines known as zombies or bots in order to
deplete the target network/system.

2) DDos in SDN: A survey by [12] examines the state-of-
the-art methods addressing DoS/DDoS attack in SDN through
perspectives of intrinsic (emphasis is on SDN component and
functional features.) and extrinsic (emphasis on flow of the
network as well as their properties.) techniques in this work
[13], expounding the research area of DoS/DDoS in SDN. The
outcome of the research showed need for more studies in the
prevention area of DDoS in SDN more than the importance
of detection/mitigation, of which we propose Moving Target
Defence.

C. Moving Target Defence (MTD)

NITRD [14] defined MTD as a changing paradigm to the
asymmetric state that exists amongst defences and attacks, thus
providing a dynamic change in the safeguarded system’s attack
surface.

1) Overview of MTD: [15] described MTD’s purpose as
a boost to security by combining two forms of action, one
of which is to “transform”, and the other to “move” the
structure/configurations of the system in a set time frame.
MTD mechanisms are carried out in instances in basis of
either proactive or reactive viewpoints. In proactive defence,
detection of the DDoS attack and the defence action is done
prior to major damage while the reactive defence involves
defensive response following an attack [6].

2) MTD Techniques: According to [16], MTD approaches
are divided in three categories that modifies network settings
in a distinctive manner: shuffle, diversity, and redundancy.

• Shuffle: MTD techniques that are based on shuffling
reorganize the setup of the current network.

• Diversity: MTD approaches based on diversity have
multiple network and system element setups although
retaining the same functions and processes.

• Redundancy: MTD approaches based on redundancy
replicate current network elements to provide availability.
They mostly focus on DoS attacks.

3) MTD Strategy Classification: Studies by [17] has clas-
sified MTD into a Timeliness and Operation based types. In
Timeliness-based, the techniques based on criteria to deter-
mine ‘when to move.’, it consists of a time, event, and a hybrid
(combination of both) category of approach. The operation-
based MTD categorizes the techniques based on criteria to
determine ‘How to move’.

III. RELATED WORKS

The existing research literatures are reviewed are for the
purpose of identifying gaps in current knowledge and noting
the already established research components in MTD mecha-
nisms in SDN against DDOS from year 2015 to 2021. Table
1 gives an overview of top research reviewed based on [18]
survey methodology to dissect papers to be analysed for this
study.

A. Critical Analysis
A major consideration to reviewed work such as author [19],

[20], [21], [22], and [23] whom some have not considered
evaluation of system performance and QoS; and that of
some whose proposed technique impacted performance and
degraded QoS. The proposed MTD mechanism will cover this
research gap and covered ranges of performance metrics to
prove the theory.

The theory for the proposed mechanism was mostly pro-
pounded based on author [24] whom had no major weakness
and considered a cost effective shuffling that accommodates
overhead, but it did not consider SDN IoT-Edge Architectures
or DDoS focuses on exploitation of IoT devices whom which
this study expanded a light on. Author [25] research also fo-
cused on defence for IoT and considers Edge Computing level
servers but the moving rate for the changing configurations is
not specified and the computation of shuffling unpredictability
for the system is not carried out which the proposed system
has made a clear configurable function for event generation.

IV. METHODOLOGY

This project’s research is conducted using a hybrid research
methodology of both qualitative and quantitative research
methods with more emphasis on the latter. In the field of
experimental implementation research for SDN-based MTD,
this is a standard methodology.

1) Research design: The study began with an inductive
research approach based on existing literature, which com-
mences with a series of empirical findings pertaining SDN
based MTD against DDoS, examining commonalities in the
observational data, and finally establishing a theory based on
research gaps or loopholes.

With these established grounding, the study then used a
deductive method to data analysis based on the facts and the
hypothesis established. This starts with the established theories
and research questions, then the development of hypotheses,
implementation and finally collection and analysis of primary
data via testing via an emulation model to acquire experimen-
tal evidence through alteration and monitoring scenarios for
test variables.



TABLE I
CURRENT STATE OF THE ART

[HTML]C0C0C0 Author(s) Focus of the Paper
(1) Ma, Xu and Lin (2015) MTD defence against blind DDoS
(2) Aydegar et al, (2016) MTD in SDN to defend against DDoS
(3) Nguyen, Pal, and Debroy (2018) A network obfuscation strategy in SDN enabled MTD operating at two levels.
(4) Liu et al, 2018 MTD in SDN/NFV to mitigate and fuzzy logic detect DDoS.
(5) Steinberger et al, (2018) MTD-based DDoS protection for high-speed SDN
(6) Aydegar et al, (2018) Configurations of moving network path using an MTD and NFV-based technique against link flooding.
(7) Aydegar et al, (2019) MTD architecture that deceives attackers by using Shadow Networks via NFV on SDN ISP networks.
(8) Luo et al, (2019). SDN use for MTD and honeypots for DDoS in IoT
(9) Liu et al, (2019) Adaptive MTD framework for SDN
(10) Zhou et al, (2019) A shuffling MTD strategy that is cost effective whilst accounting the attack/shuffling cost and the attack/defender performance
(11) Narantuya et al. (2019) MTD approach for assigning hosts virtual IP addresses across large networks using multiple controllers.
(12) Debroy et al, (2020). A combination of both a proactive and reactive VM migration technique based on MTD to safeguard cloud applications from attacks on availability
(13) Zhou et al, (2020) Improved cost effective shuffling which incorporates regular users as trilateral games to generate strategies.
(14) Wang (2021) To safeguard virtual networks, a network-level MTD system and collection of strategies are utilized.

2) Phases of the Methodology: The phases carried out are
divided into five steps, as follows:

• System Model: This is an SDN-based network with an
RYU SDN-controller, Open vSwitch SDN switches, and
end user hosts. The suggested MTD defensive mechanism
is implemented by the SDN controller, which centrally
supervises transmission of data and network nodes rout-
ing functions via the OpenFlow protocol.

• Attacker Model: Assumptions about the attacker’s objec-
tives and abilities, as well as their familiarity with target
systems and attack tools. The potential attack is regarded
to be internal with capacity to interrupt availability.

• Defense Model: The Defense system incorporates a hy-
brid MTD strategy of both reactive and proactive defen-
sive measures to provide network security using SDN.

• Measurement and Metrics: To assess the efficiency of
MTD techniques used in SDN-based network settings,
a set of dynamic security metrics has been established.

• Evaluation: To examine the capability and performance
of the developed system, an analysis via Attack based
experiments using emulation methods is implemented.

3) Data Collection and Analysis Method: The assessment
methodology is depicted in Fig. 1 where the experimental
metrics, factors, and parameters are presented. The data used
is produced by the Evaluation and Measurement Metric to
assess the effectiveness of the developed system. This will
cover the Attackers strategy, Attack Surface, Defence Solution
and Quality of Service (QoS).

V. SYSTEM ANALYSIS, ARCHITECTURE, AND
DESIGN

The proposed approach establishes obfuscation of the net-
work via hybrid strategy of both time and event based move-
ments. The proposed methods include two mechanisms, the
first being the proactive stage that involves obfuscating the IP
during map generation, and the second being the reactive stage
that mitigates the attack. As the network address shuffling is
based on multiplexing, a host can have several randomized
virtualized addresses. The virtual IP is periodically remapped
when multiplexing/demultiplexing occurs. This provides end-
hosts with relatively short-lived virtual addresses continuously
and arbitrarily modified in order to mask their actual addresses.

Fig. 1. Methodology

A. Scenario

1) Attack focus: A smart building’s local network, which
includes IoT devices, the edge server, and SDN-enabled
networking components. In a case where the IoT device is
hindered by resource exhaustion and cannot operate due to
a DDoS attack that prevents the edge server from providing
cloud services to the IoT nodes whilst simultaneously over-
loading the network. The attacker device could be a hijacked
gateway / IoT that generates hostile traffic. The traffic is to a
specific IP address (Edge server Node) connected to the core
switch. The IoT Edge Servers is the computing infrastructure
that supports IoT data administration services to and from
cloud.

B. Network Architecture

The network design depicted in Fig. 2 comprises of a single
subnet with a topology of a single remote SDN controller,
four switches (1 core switch and 3 Edge switches), an edge
server, and the end devices (6 IoT devices and 3 Attacker
Machines). The architecture includes SDN-enabled Open Flow
switches serving as a gateway between the local and access
network connection for the internet. The host devices utilize
the networking forwarding/routing services to transmit packets
amongst each other. The edge node has the ability of continu-
ally processing feeds of data from IoT end devices and storage
provision.



Fig. 2. Network Architecture

C. Development Environment

The project was established on a PC with a core i5 processor
and a base OS of Windows. The minimal prerequisites for
project execution are core i3 processor and 4 gigabytes of
RAM. The aim notably incorporates a cost-effective approach,
therefore open-source platforms and tools are utilized.

1) Virtualization Software: VMware was selected for its
easier Networking setup, reliability, snapshot, and Manage-
ment tools. VMware Workstation 16 was installed.

2) Network Emulator: In order to create and evaluate
software-defined networking topologies and settings, Mininet
was used network emulator.

3) Switches: Open Virtual Switch (OVS) was used to
connect hosts. To communicate with the SDN controller, the
OVS implements the OF protocol.

4) Controller: The controller is connected to nodes
(Switches, hosts) on the network. Developed entirely in
Python, Ryu, a free and open source, licensed under Apache
2.0. NETCONF, OF-config and OF was used.

5) DDoS Generation Tool: Hping3 is a tool that enables
transmission of tampered packets across network. It is utilized
for mimicking the effects of a UDP, TCP SYN flood, and
LAND DDoS attack on the network.

VI. IMPLEMENTATION AND TESTING

A. Code-based Implementation

The Mininet topology, MTD Ryu Controller and Attack
script were all written in python.The core dependencies in-
clude: Python, Xterm, Iperf, Hping3, Wireshark, Mininet, Ryu,
sFlow

1) Experimental Setup:
• Terminal 1: This terminal will run the sFlow-rt client with

syntax “./start.sh”
• Terminal 2: This terminal will start the Ryu controller

with syntax “ryu-manager MTDSwitchController.py”
• Terminal 3: This terminal will load the Mininet topol-

ogy with syntax “sudo mn –custom ./Topology.py –
topo=mytopo –controller remote”

• Firefox Web browser: This is where the sFlow analytics
web interface is loaded for the Mininet topology.

• Terminal 4: This terminal will load Wireshark “sudo
wireshark”

• Terminal 5: Checking flows “sudo ovs-ofctl dump-flows
s1”

2) Testing: The testing phase verified the features and
functionalities of the program with a set of criteria tested based
on the test plan.

VII. EVALUATION

A. MTD Mechanism Requirement Evaluation

1) Factors: Several elements can be changed in these
studies in an emulation setting to quantify the variations they
generate. As factors, just a small set of variables are employed.

• Shuffling time interval: This signifies the time length that
there is a shuffling of virtual IP address. Each host will be
assigned a different VIP at expiration of the configured
timeframe. This number will be changed for to evaluate
different metrics, it is classified as a factor having 45
seconds as time parameter.

• Hping3 DDoS form: The DDOS attack forms that will
be used to evaluate the performance of the MTD mech-
anisms consist of a UDP Flood DDoS attack, TCP SYN
Flood DDoS attack and a LAND DDoS Attack via
Hping3 tool all automated in the Attack script.

• Attack Scenarios: There will be two attack scenarios
consisting of a point of Internal and External Attack
Scenarios.

2) Parameters: They consists of the Switch, Hosts and
Emulation Environments.

3) Measurement Metrics of Evaluation: The metrics by
[21] are utilized to assess the proposed MTD defensive mech-
anisms’ security, performance, and overhead impact.

VIII. RESULTS AND DISCUSSION

1) Defence Metric: The MTD system is evaluated against
the Static System to grasp the capability of the MTD mech-
anism to resistance of DDoS attacks in terms Defense Per-
formance evaluation with the different factors and metrics
parameters. Hping3 customized script is used for the attack
and sFlow is used to monitor flow and topology traffic and of
both the static network and the MTD network.

• Performance of Resisting DDoS Attacks [External]: It is
assumed that the attacker knows the address range but
does not know about the Virtual IPs, so the contact is to
the actual network Addresses. The flow analytics shows
the difference of the static and MTD network’s traffic to
DDoS attack from an external attacker.The attacker had
no chance of success trying to attack the network with its
actual network address as it drops all packet coming from
hosts trying to form contact with their real addresses.
The static network was overwhelmed and lead to the
hosts being down and unable to carry out ping, and even
leading to controller malfunction. The MTD network
however did not accept any packets whatsoever and flow
rules were empty even with the continuous probes by



the attack machine. The little overhead created was from
continuous dropping of packets from the controller. All
three attacks(UDP, TCP SYN, LAND) were combatted
successfully, and uninformed attacks is proven to be
unsuccessful.

• Performance of Resisting DDoS Attacks [Internal]: It
is assumed that the attacker knows the address range
and knows about the Virtual IPs, so the contact is to
the virtual network Addresses. It is seen that the DDoS
UDP traffic was dropped as soon as the shuffling event
took place, and the attack surface (IP Mapping) has
rechanged rendering the attack obsolete with all previous
stream of traffic flows dropped. It will be near impossible
for the attacker to guess the next VIP and even if it
is acquired by the attacker again, it gives the attacker
less time and increased cost to perform an attack. The
mechanism is more defensive towards TCP SYN and
LAND DDoS attack as the flow of traffic is not stable, as
the mechanisms has the ability to discover probe ICMP
packets. Even with variations as to the defence process to
each attack, it is seen that the hostile traffic cannot affect
the network for a long time and the only bottle neck will
be if the reshuffling brings back a similar address range
as the previous one that will continue accepting flows
of traffic even while the flow rules are cleared, but this
scenario is highly unlikely.

2) QoS Metric: The Overhead of SDN Controller’s CPU
Load was calculated here. Traffic was generated using the
Iperf with various CLI parameters. TCP traffic for network’s
throughput, whereas UDP traffic for jitter. ICMP/PING packets
for determining the network’s delay latency (RTT).

• Shuffling Process Overhead: To analyse the computa-
tional cost of the shuffling event, the comparison of the
impact on CPU from the controller is examined amongst
each shuffling interval. The increased CPU burden is
around 0.5 to 1.3 percent in comparison to the non-
shuffling state. The additional computational cost is min-
imal and tolerable.

• Latency RTT: This represents the time it takes for a
packet to travel to and from source to the destination
with an ACK [26]. As presented in Fig. 3, both the static
and MTD latency RTT findings are relatively similar,
with just a couple spikes adding to the average delay
which is attributed to the RIP-VIP translation process and
switching overhead.

• Throughput: This represents the quantity of data trans-
ferred between nodes in terms of time [26]. As presented
in Fig. 4, the throughput of the MTD system spike seems
to be at the start of the packet transmission and all
through it showed a normal and almost similar good rate
of bandwidth transmission rate as the static network and
is doubtful to produce a perceptible impact.

• Latency variation (Jitter): The Jitter signifies delay differ-
ence in latency between packets [26]. As presented in Fig.
5, the jitter results for the MTD network were higher than

Fig. 3. Latency RTT

Fig. 4. Throughput

Fig. 5. Latency variation (Jitter)

the average static network but is not a case for concern
as it does not exceed the recommended 20ms rate.

IX. CONCLUSION

This research investigated the effectiveness of an MTD
strategy based on SDN for defending DDoS attacks in IoT-
Edge networks. Secondary research and the current state of
the arts on SDN based MTD mechanisms against DDoS were
reviewed and critically analysed to formulate the theory for
the proposed system. The test scenario was based on smart



building scenario to focus on the forms of attacks attributed
by the Covid pandemic targeting remote workers IoT networks
and loss of availability in critical IoT system in a building.
The MTD Reactive and Proactive Network Address Shuffling
Mechanism implementation was thus tested and evaluated.

The mechanism delivered a satisfactory result to both
by providing a top notch Defense to UDP, TCP SYN and
LAND DDoS attack; preventing IoT devices to be botnet
compromised due to the short lived network address while
still not generating Overheads and ensuring reliable system
performance and proactive security. The strategy formulated
is deceptive in a form of giving a wrong perceived view of
the actual network address and defensive in a way that it
does not allow communication to the perceived hosts while
continually dropping unrecognized traffic, clearing flows, and
mutating the IP Mappings. The strategy formulated continually
reshuffles virtual network address based on the set time inter-
vals and reacts to unidentified/approved communication form.
The strategy has proved to work successfully without affecting
system performance and guaranteeing smooth network activity
and end host communication.

A. Strengths

The strength of the MTD proposed mechanism inherently
stems from its ability to combat different forms of attack
stemming from reconnaissance, Dos, DDoS, and Zero Day
Attacks. Additionally, it is a lightweight solution that does
not degrade system performance whilst providing the required
proactive moving target defence.

B. Weakness

The drawbacks in this study involves the singularity of
evaluation method which could not be tested on a real SDN
test bed due to lack of resource access.

C. Future Work

To cover the complete context of Cloud to Fog to Edge
Computing in IoT DDoS protection and also to implement
the mechanism in an actual SDN Testbed.
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Current research and future challenges. 1. GI/ITG KuVS fachgespräche
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