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Abstract

Blockchain Technology has gone beyond just cryptocurrency. There is a growing

need not only for development in blockchain technology to support the needs

of Web3.0, but also a need for research into Blockchain Technology. One of

the fundamental components of Blockchain Technology is the consensus algo-

rithms used to i) select a node in the network responsible for providing a block

added to the blockchain; and, ii) verify that block and ensure trust between the

nodes within the system. This research proposes a newly developed consensus

algorithm for Blockchain Technology.

This research draws on inspiration from nature and the field of evolutionary

computation, and selection methods in particular. The selection method is a

mixture of Darwinianism and Fatigue-based systems, used in many evolutionary

algorithms. This selection method is applied successfully as a consensus algo-

rithm in a Blockchain Technology Systems. The proposed consensus algorithm

is called Consensus Algorithm Genetically Encouraged, or CAGE for short.

An experimental framework was developed in which to test CAGE fairly. In

this experimental framework CAGE was then tested and compared to another

similar consensus algorithm, Proof-of-Elapsed-Time (PoET), many times. Re-

sults and analysis show that as the number of nodes in a blochchain technology

increase, CAGE becomes more efficient in latency and throughput of block pro-
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duction. Analysis showed that the node distribution of CAGE was not as even

as PoET. Some modifications to the algorithm were made and the tests re-run.

This proved more successful and improved the distribution of node selection

whilst having no effect on throughput and latency. There are some reasons

why CAGE outperforms PoET, which are mentioned in the analysis and results

chapters.

In summary, this research developed a newly proposed consensus algorithm,

CAGE, inspired by the selection methods used in evolutionary computation.

CAGE was then tested many times and results show that as the number of

nodes in the blockchain technology system increases CAGE outperforms PoET

in terms of latency and throughput.
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Chapter 1

Introduction

1.1 Introduction to Blockchain Technology

The first implementation of Blockchain Technology was Bitcoin [37]. What

emerge from the embryonic stages in 2008 could never have been imagined by

its inventors. Blockchain Technology, BCT, is the foundations for Web3.0 [2,

ch.1] – for further definitions of Web3.0 see [29]. It is predicted in some text

that BCT will become the next General Purpose Technology [20] and there-

fore, potentially have a positive impact on changing the economy [19]. How-

ever, what are Blockchains? To answer this question there is a need to dis-

pel any prejudices, myths and misinformation that comes with BCT. The first

myth is that Bitcoin≡BCT, in fact this can be extended to all cryptocurrencies,

Cryptocurrencies≡BCT. So, conversely this means that cryptocurrency6=BCT.

More accurately Bitcoin is one of many cryptocurrencies and are a subset of

BCT, so to start to answer our question, Cryptocurrencies ⊂ BCT .

What are the other members of the BCT set? These are tokenless BCT

that do not rely on cryptocurrencies and are often used to exploit the tamper-
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resistant properties of BCT for auditing, e.g., [30, 33, 34, 35]. BCT such as

Hyperledger [21, 22] grant developers to implement private and permissioned

networks that do not rely on cryptocurrency.

So back to the original question, what are Blockchains? Leaving the technical

definitions to one side, BCT is a collection of technologies that exploits tamper-

resistant properties, promotes trust, and provides solutions in a secure and

decentralised manner.

1.2 Motivation

With any success there follows myths and misinformation. Bitcoin is currently

the most successful cryptocurrency and comes with one major disadvantage,

energy consumption and sustainability [49]. In 2014 energy consumption was

estimated at 10GW and is comparable to a small country [40], recent figures put

this down to 10TwH per annum, which is equivalent to the consumption of 5

small countries [15]. This energy consumption is often referred to as the Achilles

Heel of Bitcoin and 99% of this is caused by the mining and is a consequence of

the chosen consensus algorithm, Proof-of-Work, PoW.

This energy consumption is a problem and can be learned from. In the

development of CAGE the complexity of the CA should be sustainable or at

least have lower energy consumption. Essentially, the energy consumed by the

proposed CA should not be deemed a disadvantage.

There is one important distinction to make at this point. Whilst CAs take

up huge energy resources in permissionless BCT, this is in complete contrast to

permissioned BCT. This thesis looks at the latter permissioned BCT. Therefore,

it is imperative that the performance of the proposed CA should be comparative

or better than a permissioned CA, such as PoET.

This thesis aims to look at biologically inspired algorithms as an alternative

2
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consensus algorithm. The motivation is to find sustainable consensus algo-

rithms. This may be restrictive and require some context and scoping, which

are mentioned in the rest of this section.

1.3 Background

Blockchain Technology, BCT, is built on three main tenets:

1. Encryption: using one-way hash algorithms to create a Blockchain and the

ability to communicate and ensure confidentiality, integrity, authenticity

and non-repudiation using asymmetric key encryption;

2. Decentralisation: using peer-to-peer (P2P) networks between nodes to fa-

cilitate a decentralised approach to management of the creation of blocks;

and,

3. Consensus: safeguarding and ensuring the blocks created and the infor-

mation within are to be trusted.

BCT generates copies of an append-only ledger that is stored on each node

within the system. This combined with the consensus algorithm (CA) promotes

trust in a trustless system. CAs safeguard the stability of the systems and

ensures trust in a system, where trust between all nodes of the network would

otherwise be near impossible. Fundamental modifications can be made in BCT,

e.g., changing encryption techniques and using different hashing algorithms, but

these changes are normally based on some technical or proprietary reason and

result in very little difference in performance. The one change that can have the

biggest effect on performance is the consensus algorithm. Choosing the right

CA, for the right blockchain system is important. Proof-of-work requires effort

and can often result in power-consuming mining nodes. PoW would often be

deemed inappropriate for some blockchain systems, where this level of trust is

3
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not required. Whilst, Proof-of-Elapse-Time, PoET, could compromise the trust

between nodes in a permissionless blockchain system.

So, some gains in performance could be made by choosing different encryp-

tion and decentralisation techniques but it is generally agreed that the biggest

gain in performance in blockchain systems would be the selection of the CA.

This research will attempt to create a consensus algorithm that encompasses

selection methods used in evolutionary computing at its core for a fair distri-

bution of authority to add new blocks to the blockchain. The selection of the

node will be based on the node’s fitness and its fatigue.

1.3.1 Scope

The danger of merging two subjects is knowing when to stop researching. The

research on BCT will focus on canonical BCT and permissioned blockchain.

The experimental framework will therefore only look at appropriate CAs. So,

comparing CAs PoET and PoW would be unfair since the two CAs are used

predominantly in permissioned and permissionless and are fault tolerant and

PBFT, respectively. The research on evolutionary computation, another huge

area of research, will focus on selection methods and how these can be applied

to CAs.

1.4 Aims

The overall aim of this thesis is to develop a CA for a permissioned BCT that is

inspired by selection methods found in genetic algorithms, the proposed acronym

for this CA is CAGE, Consensus Algorithm Genetically Encouraged. The aims

of this research are twofold:

1. develop new evolutionary inspired consensus algorithm, using selection

4
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methods usually found in genetic algorithms; and,

2. set up a series of BCT experiments that will compare the proposed CAGE

and analyse the results for any improvements in performance, focussing

on throughput, latency and the distribution of node selection.

1.4.1 Objectives

The success of the project can be determined by the fulfilment of the following

objectives:

� Research blockchain and selection methods in Genetic Algorithms

� Merge two establish technologies: namely selection algorithms in evolu-

tionary computation and CAs in blockchain

� Software development of blockchain system that incorporates different

CAs

� Design an experimental framework that will provide impartial and valid

testing on CAGE and PoET CAs in a blockchain system.

� Analysis of results and providing summary of improvements and compar-

ative performance of CAGE

� Provide recommendations and guidelines on how selecting a CA is impor-

tant to the development of BCT

1.5 Research Method

The research method used is predominantly comparative analysis.
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1.6 Resources

The following resources were used throughout the completion of this research:

� Computer

– Processor: AMD Ryzen 7 3700X Eight Core CPU

– Motherboard: ASUS PRIME B450-PLUS

– Memory: 16GB Corsair VENGEANCE DDR4 3200MHz

– Graphics Card: 8GB NVIDIA GEFORCE RTX 2060 SUPER

– Storage: SSD 512GB PCIe M.2 SSD

– OS: Windows 10 Home 64bit

� Programming Language: Python

– Modules: time, subprocess, socket, json, threading, operator, math

and hashlib

� Other Software

– Microsoft Office: Word and Excel

1.7 Ethical Approval

BCT death, or the deletion of data on BCT is difficult. This is due to its

decentralised nature. This has not been overlooked by the researchers. It is

important to know that the data on the developed BCT is randomly selected

and does not include personal data, which would be a mistake for any blockchain.

Not only is the data random, but also the focus of this research is permissioned

BCT, so the nodes can be distributed on the same machine, which is what was

done during the design. This makes it easier to delete. Finally, all data is

encrypted and hashed so this makes it computationally infeasible to decrypt.
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The ethical approval was completed before the experiments were conducted

and a copy is found in Appendix A.

The project was deemed minimum risk.

1.8 Planning

The project planning has been affected by the issues caused by COVID and

subsequently taken longer than expected. The deliverables for the project are

detailed below and relate to the GANTT chart used to track the progress of

this project.

1.8.1 Deliverables

Deliverables are a result of actions that complete and attempt to satisfy objec-

tives and can include:

Proposal: Complete proposal

Ethics: Complete Research Ethics approval, see Appendix A

Research: Complete research on Genetic Algorithms and Selection methods

Research: Complete research on Blockchain Technology

Software Development: Complete Software Development for CAGE

Experiments: Complete Experiments based on Experimental Framework

Results: Collate and gather information and data from Experiments

Improvements: Iterate through Software Development, Experiments and Re-

sults and make small improvements to the existing proposed algorithm.

Stopping when these improvements start to outperform PoET results.

Analysis: Analyse Results and complete write-up of results
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1.9 Summary

In summary, the research completed in this thesis is the combination of two areas

of research: i) Evolutionary Algorithms (EA); and, ii) Blockchain Technology.

Research in BCT identifies opportunities for improvements in CAs, whilst re-

search in EAs investigates the best selection method that could be applied to

develop a newly proposed CA. The merging of these subject domains results

in a proposed Consensus Algorithm entitled, “Consensus Algorithm Genetically

Encouraged”, abbreviated to CAGE.

The software development was completed in Python and an experimental

framework was developed to test both CAs in fairly. The results were evaluated

and analysed in a comparative way to see how CAGE performed against PoET.

The structure of the rest of this thesis is as follows:

Chapter 2: covers the literature review and current research related to the

problem;

Chapter 3: investigates the experiment and rationalises the method under-

taken;

Chapter 4: evaluation and analysis the of the results. Improvements to the

algorithm; and,

Chapter 5: includes the recommendations and conclusions.
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Literature Review

2.1 Introduction

This research focuses on using selection methods of evolutionary computing in

blockchain’s consensus algorithm to investigate if this branch of Artificial Intel-

ligence (AI) can assist in blockchain’s strive for safer, whether in permissioned

or permissionless network, and more efficient consensus mechanisms, that are

cost efficient both for the network provider and nodes to maintain continuous

use.

2.2 Blockchain

The first work on a secured chain of blocks was done in 1991 by Stuart Haber

and W. Scott Stornetta [24]. In 1992, with the addition of Bayer, they have

added Merkle trees[31] to their design, which increased its efficiency. The first

blockchain was later designed by Satoshi Nakamoto [37]. It had reduced the

speed of adding blocks (the reduced speed along with high requirements placed

on computing power was arranged to help prevent attacks against the network)

10
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and was improved in the time-stamping area where blocks didn’t need to be

signed by a trusted party, thus removing the third party from peer-to-peer trans-

actions. The following year design was implemented by Nakamoto to work with

a cryptocurrency called bitcoin. [37] suggests blockchain as a secure solution for

cash handling networks, that will also remove the necessity to use a trusted third

party as a transaction handler, thus removing transaction costs. As a safeguard,

Nakamoto proposes using proof-of-work (POW) as a consensus that guards net-

work security and integrity, which along with other Bitcoin’s safeguards are not

entirely secure and possibly open to advanced adversary operations to exploit

weaknesses for profit [12, 41]. POW is CPU heavy, as intended, therefore even

though nodes working for network integrity are rewarded for it, they may leave

when costs will get too high and not proportional to rewards. The first Bitcoin

paper was expanded on in numerous papers, and since then there are a lot more

than one blockchain [16], but a more recent paper published by NIST in 2018

[52] is a compendium of accepted knowledge about blockchain to date.

2.3 Blockchain Anatomy

Blockchain is a peer-to-peer network system represented by blocks linked as its

immutable database[52]. It works by listening for new transactions from the

network of users. Then those transactions are pooled into a block. The number

of transaction per block varies and depends on the design of the blockchain

system. The blocks are then presented to (miner) nodes that belong to the

network. The blocks submitted are then to be approved, the way of approval is

different and depends on the consensus algorithm. Once the block is approved,

the transactions within are also approved, they then require verification.

The verification stage is where the decentralisation of the network is of im-

portance. The consensus algorithm should be designed so that each independent

11
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node in the network can verify the solution given quickly and efficiently. Once

verified the block is then added to the blockchain. To increase the immutability

property each block is linked to the previous block, this is completed by includ-

ing the one-way cryptographic hash, e.g. SHA [1], of the previous block. There

is one notable exception that is often referred to as the genesis block. This is

the first block created and therefore cannot be linked to a previous block. It is

important to distinguish between blocks, blockchains and transactions.

To re-engineer a blockchain becomes computationally infeasible as the num-

ber of blocks are added to the blockchain. If a rogue node was to alter one of

the transactions, then the verification stage of the consensus algorithm would

not be in unilateral agreement, or even a majority of agreement, and the block

would not be published.

So, blockchain consists of a chain of blocks, a network of nodes and users,

and a consensus algorithm. Firstly, the chain of blocks can be drawn parallels

to the database of the blockchain system. Blocks themselves are data objects

containing previous block header hash, time-stamp, and transactions in the

minimum. Whatever is in blockchain is immutable, the chain is an append only

data structure. This provides secure transaction history. Chain of blocks is

generally decentralised and stored separately by every user in the network. In

certain networks only nodes that have the most up to date chain are allowed to

be miners, or verifiers.

Secondly, a network of users that could be further separated into standard

nodes and miner nodes. Standard nodes are users who are interested in ob-

taining and selling the currency either for standard commercial or personal

transactions, or for investing. Miner nodes are nodes which purpose is to keep

the network running for a reward from network. In POW they are the ones

solving difficult equations or in POS they are the ones bidding their stakes. It

12
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is for a privilege to write their blocks that later get added to the chain.

Thirdly, a consensus algorithm which is a safeguard that dictates what are

the rules upon which validation happens and who gets to add a new block, as

well as, who gets rewarded.

Finally, these three stages are completed using asymmetric encryption re-

sulting in a highly secure system.

These stages are summarised in the flowchart in Fig. 2.3 and each stage is

explained as follows:

Pool TX : Pool the transactions, various strategies are used, but there is a link

to performance. Grouping many transactions together is a fine balance

and many strategies are used. In the canonical blockchain system the

number of transactions per block is small and randomly generated.

Selection : The node selection is part of the consensus algorithm. In PoET

each node in the network is allocated a random time and the node with

the lowest time is selected.

Agreement : The solution from the selected node is verified by the network

of nodes, this can be via a majority or unanimous. If consensus is not

reached then another node is selected and the process repeated.

Link block : Various information in the block is stored and two further addi-

tions are always appended to the block. The first is a time-stamp and the

second is a one-way cryptographic hash of the previous block (unless it is

the genesis block).

Publish : The block is then published and appended to the blockchain on each

of the nodes.

Repeat : The process is repeated whilst there are further transactions to pro-

cess.

13
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Start Pool TX Distribute Select

Agreement

Link blockPublish

RepeatEnd

Yes

Yes

NoNo

Figure 2.1: Canonical Blockchain Flowchart

There are many other attributes about blockchain that are outside the scope

of this thesis, e.g., smart contracts [11], users, wallets and architecture.

The experiments deal with a canonical blockchain system as described above.

2.3.1 Consensus Algorithms

There are various types of consensus algorithms[6, 51]. Proof-of-Work (POW)

being one of the first developed has high hardware requirements as it requires

computers to solve a difficult task, which differs for every POW blockchain,

for example a complicated mathematical puzzle [50]. Rewards, therefore, need

to mirror the costs of running high-performance computers, with specialised

GPUs and application-specific integrated circuits (ASIC) that can solve the task

in a feasible time [47, 25]. Some networks using POW try to defend against

ASIC use as to not decentralise the network using multi-hash POW network

mechanisms [10]. If rewards were too small, the miners would leave the network

and left it exposed to malicious attacks, which could cause monetary loses,

private information leaks and finally shutting down the blockchain network. If

rewards were too big, users might leave the network as it is them, who pay the

reward charge based on the amount of money in their transaction. It is used in

one of the biggest and most known blockchains currently running, Bitcoin [37],

14
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and is generally used in permissionless networks.

Other widely known consensus algorithm is proof of stake (PoS). Ethereum,

aside of Bitcoin it is also in the top of the most recognisable blockchains, is

planning to upgrade to PoS from PoW. PoS works by having its nodes selected

depending on stakes they are holding [38]. Nodes stake their tokens to take

part in validation. Network selects next validator pseudo-randomly depending

on stakes put by validators trying to get the role of the leader. Selected val-

idator proposes block of transactions. Other validators verify and approve the

transaction. The block gets added to the existing blockchain. The validator

earns a transaction fee. With stake-based selection computational power is no

longer an issue, therefore electricity cost is highly reduced to the point it is

negligible. This method is used mostly in permissioned networks due to a need

for a token, but it can be also used in permissionless networks as in [18].

Proof of Elapsed Time (POET) is another consensus algorithm. It was

developed by Intel Corporation. It is used in Hyperledger Sawtooth [13]. It

works by assigning to each participating node a wait-time. First node to wake

up commits a new block and broadcasts it to the network. Nodes are not

rewarded monetarily, but as in a permissioned network [9], all nodes have a

benefit and value in making sure that the data shared is verified.

2.3.2 Further research on Blockchain Technology

Blockchains are the target of research for multiple papers which explain different

algorithms used [44] and their comparative analysis [39].

In [39] researchers present a survey of CAs used in Blockchain along with

their separation into two types, proof-based and voting-based, and advantages

and disadvantages for both of those types. It goes over different consensus al-

gorithms that have been already researched and proposed in Blockchain. In

15



Chapter 2

a matter of comparison, the benchmarking framework provided by researchers

working on BLOCKBENCH [16] provides tests on the performance of expected

CA, which was one of the bases on blockchain performance benchmarking and

optimization [46]. [16] is also a vast and comprehensive evaluation of virtual

currency systems, which provides evidence of blockchain technological limita-

tions. Some of the limitations lay around scalability or security and them being

vulnerable to various types of attacks [16]. Consensus algorithms come to pro-

vide safety for the system, but it doesn’t mean they are unbreakable. Research

around Byzantine fault-tolerant algorithms (BFT)[8] shows weak points and

how to counteract them. [7] explores safety measures for an asynchronous en-

vironment, like the Internet. The algorithm proposed is also equipped with a

proactive recovery mechanism that recovers replicas periodically, even if there is

no reason to suspect that they are indeed faulty. Unfortunately, the first work

on BFT [7] was proven faulty with more recent research[28]. [28] states that the

first BFT [7] contains an inbuilt fault, or error in judgement, with the system

being able to detect lack of progress under one leader and choosing a new leader.

It is proposed to use a leaderless system with the use of virtual leaders instead,

meaning that servers instead of sending the message to the leader, send it to

all other servers and then they decide which message should be proposed as

the next leader’s message. Servers then with help of a synchronous algorithm

agree on the vector of proposed messages, a vector containing one proposal for

each server. This can still be vulnerable to 51% attacks. 51% attack refers to

an attack against blockchain network by a node (or group of nodes) controlling

more 51% or more of processing power, hash rate or virtual currency available

for stakes [23]. A solution to those attacks is proposed in [5] with an algorithm

able to lower the chances of a successful attack in case of an attack where the

attacker holds 51% or more of computing power combined in the blockchain.
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Another solution, which was introduced in the same year 2015, is proposed in

[4]. The paper states that different BFT state-machines were relying on a dif-

ferent set of conditions and during the development of service if the conditions

differ even so slightly it may be that choosing one of the existing algorithms

may not be the best fit. They propose reconciling existing protocols into one

they called ”ADAPT” that aims to use a larger set of conditions directed by

Machine Learning.

2.3.3 Permissioned and permissionless BCT systems

Permissionless blockchains are blockchains where anyone can log in and become

a member node and even a miner node. There is a safeguard system provid-

ing trust between transacting parties. This safeguard, consensus algorithm, is

generally different to what is used in permissioned network due to a distrust

inbuilt in a permissionless network. The most known example of permissionless

blockchain is Bitcoin.

Permissioned blockchains usually involve a central overseeing authority or

authorities [26]. Transactions are overseen but authorised nodes. Transaction

blocks are proposed by authorised miners. This type of blockchain is usually

used within a company constrains, to run an efficient supply chain or to se-

curely share information in a network of authorities, like hospitals sharing health

records, presented in [33].

2.3.4 Metrics

To compare objectively some metrics are required. In [46] the following metrics

are used:

latency : the time difference between the submission of the transaction and

the acceptance of the transaction.
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throughput : the number of transactions per second, tps.

These are useful metrics that are used to analyse the performance of the

consensus algorithm developed. However, these do not take into account two

other important features that are also used to analyse the performance of the

proposed CA, these are:

Blocks per Second, bps : The number of blocks per second submitted.

Distribution of Node Selection, DoNS : Looks at the distribution of node

selected to commit the transaction.

These two other metrics will be incorporated in addition to throughput and

latency. With a P2P system if the node selection is biased then there could be

an issue with security, fault tolerance and performance. In essence, if the same

node is selected than this would no longer be a decentralised system. Also a

consensus algorithm that does not have a random distribution of node selection

could benefit from performance since there would be less time spent on selecting

a node. In fault tolerance, if a system becomes heavily reliant on nodes then it

reduces its property to be fault tolerant.

In summary, the consensus algorithm will be inspired by Evolutionary Com-

putation (see the next section) and then tested and compared to PoET. The

analysis will look at the latency, throughput, blocks per second and distribution

of Node Selection.

2.4 Evolutionary Computation

Evolutionary Computation is a topic that concerns the development of optimi-

sation and search technique that are predominantly inspired by natural selection

[27] or other biologically phenomenon, e.g., [17] Ant colony optimisation. Evo-

lutionary Computation covers two main areas: i) Genetic Algorithms, GA; and,
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ii) Genetic Programming, GP. Whilst there are fundamental differences between

the two, it is selection methods that are of interest.

It is an efficient way of tackling complex problems inspired by Darwinian

natural evolution [48]. EA being based around biological evolution uses the

same mechanisms: reproduction, mutation, and selection. It works by ran-

domly generating solution candidates (first generation). Then members of this

generation are evaluated, and their fitness is measured on how well they per-

form in the task they were created to solve. Then comes the selection algorithm

that using pseudo random method chooses the best candidates to be chosen

to have the next generation of genes influenced by them by making crossovers

of them. This method uses binary values to determine which values are taken

from which “parent”, it is more extensively explained in [27, 36]. Then another

method, mutation, may be used on those “children” to apply random changes to

them to have the population moving forward and possibly induce genes absent

in previous generations, but beneficial to next ones. When this new generation

is created it is being evaluated, its fitness is being measured and reproduction

in being carried away. This cycle is being run usually until either there is no

improvement for certain number of iterations, the certain number of generations

has been reached, or the pre-defined evaluation or fitness value has been reached

[43].

2.5 Selection Methods

Crucial part of EA or Genetic Algorithms (GA) are selection methods. There

are various approaches to the subject [3] with proportional, linear, extinctive,

preservative, elitist, pure, and more, sometimes different names are used. Those

methods can often be used together, one of examples would be combining elitism

with extinctive and linear method. This would make sure to keep the strongest
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Start Initialisation
Objective &

Fitness
Evaluation

Objective
Reached

End

Selection

Reproduction
Yes

No

Figure 2.2: Flowchart illustrating the canonical genetic algorithm.
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Figure 2.3: Flowchart illustrating the selection process inside the canonical
genetic algorithm.

genes, even if they were already used to create offspring. Make sure that weakest

genes don’t get reproduction rights to the next generation. On the other hand,

it would give higher chances to sub-optimal choices, comparing to proportional

selection, if they are not at the bottom of fitness ranking.

Fitness-proportionate Selection with Roulette Wheel is one of the most com-

mon methods [36]. It uses “proportional” methodology with all individuals eval-

uated to have their fitness in numerical matter, then fitness of all individuals is

summed up together, and then roulette wheel gets “spun”. The random number

R is generated between 0 and N, with N being the sum of the fitness of all indi-

viduals of the given generation. Then the algorithm goes from the beginning of

the array of individuals and subtract their fitness from R. When R drops to 0
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or below algorithm selects an individual whose fitness caused this. This method

prioritises giving the highest chances to the most fit individual proportionally to

how fit they are. This method is trained quickly but can often result in getting

stuck in the local maximum. In [14] problems of getting stuck in local optima

are well documented and methods of escape are proposed.

Rank selection is a selection method that falls under “linear” methodology.

In rank selection it is required to evaluate fitness of all participating individuals

and then sort them from the best to the worst. Then steps like roulette wheel can

be taken to select, using number of individuals in a generation N and individual’s

location in generation array after sorting I, N-I (as simple example, can be more

complicated [31]) parameter in roulette wheel instead of individuals’ fitness.

Method itself is a bit slower due to the need of sorting the array itself first, but

also the training is slower than with fitness fitness-proportionate selection as

it gives higher chances for suboptimal individuals to get chosen. On the other

hand, this means that it has lower chances of getting stuck in local optima.

Tournament selection is a method combining fairness of rank selection with

more computation friendly solution. It randomly selects two individuals from

the pool. Then it generates a random number R between 0 and 1. It is then

compared to static parameter P (for example 0.75). If R ¡ P, then the fitter

individual is chosen. Parameter P in this case has 75% chance of picking the

fitter individual and 25% chance to be left with less fit individual. Individuals

then get returned to the selection pool and can be chosen again if randomisation

falls on them [31]. This can be also altered by changing initial random selection

to be rank based, which would reduce chances of unfit individuals chosen, as

both would be initially selected pseudo randomly based on their rank.

Other methods worth mentioning mentioned in [36] are Sigma Scaling, Elitism,

Boltzmann Selection, Steady-State Selection.
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2.6 Summary

As stated in Ch. 1 this thesis is the merging of two technologies. The blockchain

review focuses on consensus algorithms; and how they integrate with blockchain

technologies. A canonical blockchain was developed that will form the basis

of testing of the proposed consensus algorithm, CAGE, discussed in the next

chapter.

The genetic algorithm review is less up-to-date since it is only trying to

interpret the basic selection algorithms used and insert them into the canonical

blockchain developed above. Of course further research into this topic may

reveal better selection algorithms that can be adapted and form the basis of

future work.

The chosen selection algorithm is based on the roulette wheel. Before look-

ing at the reasons behind choosing roulette wheel, there are a few differences

between the objectives of canonical GAs and BTC that influence this decision

and are:

Latency : Nature has time on its side, in fact few people can visualise the

millions of years evolution takes. Unfortunately, both GAs and BCTs

don’t have this luxury. To compete with other CAs it is known that the

selection method chosen will have to work in milliseconds, see [46], rather

than seconds. So, the selection method has to be fast.

Trust : Selecting weak individuals increases the diversity in evolutionary al-

gorithms, sometimes at the expense of optimality. However, BTC there

are only nodes that provide wrong and right answers and no in between.

So, selecting nodes that are untrustworthy are then penalised heavily to

prevent this reoccurring. In GAs there is a constant trade-off between

exploration and exploitation, whereas in BCTs there is no exploitation,
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only exploration.

Offspring : There is no reproduction, mutation and as a result no generation

or offspring necessary in our CA for BCT. The re-evaluation of a new

offspring is not necessary. Once the node has been selected, then its

characteristics can be altered accordingly.

Decentralisation : Diversity is important to both BCTs and GAs but for dif-

ferent reasons. GAs require diversity to help avoid local optima, however,

BCTs want diverse selection of nodes to maintain their decentralisation

characteristics. Essentially, have 20 nodes to choose from and only select-

ing one would essentially make a decentralised system, centralised.

There are a few reasons this was chosen other selection methods, which are

as follows.

Speed : Tournament selection relies on tournament size. To select tournament

size and then select the node takes precious time. Normally, this method

is selected because of its efficiency [42]. However, due to the modifica-

tions on proportionate selection there is less time spent on fitness scaling.

Therefore this method was considered but not included in CAGE.

Fair : A fair system was needed that did not require the rigorous calculation of

the objective and fitness of each node. What was required was a fairness

in selection, that can be altered after selection. Unlike nature, the CA

requires fairness to some extent to allow decentralisation.

Stamina : To prevent the same node from being selected a stamina parameter

was added to each node. Each time the node gets selected this resets

the stamina to its weakest and reduces the likelihood of the node being

selected in the subsequent transactions. This concept is similar to coin

age in Proof-of-Stake [32].
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So, the reasons for selecting roulette wheel are a combination of the differ-

ences between BCTs and GAs and the above. In the next chapter the details of

the modifications to the selection method are explained and the experimental

framework is included.
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Method

3.1 Introduction

Testing will be done scientifically using comparative analysis between CAGE and

POET. CAGE will be developed having genetic algorithm selection methods in

mind. Algorithm will start by checking if there is any new node willing to

enter the network. It will then proceed to add it with base of 10 fitness and

100 stamina. It will then refill stamina to all nodes with stamina below 100

according to pre-set rate of recovery. It will then sum up fitness of all nodes

with stamina of 100. Following this algorithm will randomise an integer between

0 and the sum of fitness levels. After, it will go through the list of nodes,

subtract the node’s fitness from the sum, until it gets equal or lower than 0.

When it does, the node which fitness caused that, will be selected to provide

the block for the chain. This is roulette wheel with fitness selection. There

was consideration to use rank selection to reduce monopoly of the best node,

but rank selection offers lower performance due to constant need to sort miners

by their fitness level, additionally stamina system will make sure that the node
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with the highest fitness can’t be chosen again until it’s stamina regenerates back

up to 100.

POET was chosen in the role of a competitor as an already established and

recognised consensus algorithm with similar priorities; those are speed and low

impact on hardware. Due to limited availability of already established systems

that allow plugging of custom consensus algorithms for benchmarking purposes,

both will be developed in python. Python was chosen due to large supply of

available libraries to support development. Algorithms will be developed in

simplified manner to ensure ability of the system to run tests as smoothly as

possible. This means one central chain rather than a copy of chain for every

node and communication done with central system rather than between all the

nodes.

one central blockchain vs “n” amount of chains

“n” amount of communication channels vs “n*(n-1)” communication chan-

nels

Those simplifications should allow for the blockchain system to be developed

and tested on available setup with various amounts of nodes to test system’s

scalability.

Developed algorithms will be tested for their “max transactions per second”

(MTPS) index and “max blocks per second” by reducing “sleep time between

transaction injection” (STBTI) variable to the point of breaking the program,

which will happen when generated transaction list gets too long to be passed in

a simple message between the server and the node. MTPS will be checked for

different corresponding amounts of nodes available in the network that are able

to add blocks to the blockchain. Data generated with those test runs will also

be used to determine average delay between adding transaction to the list of

eligible transactions and adding block containing that transaction to the chain,
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as well as delay between blocks being added to the chain.

1 chain.append(EmptyStartBlock)

2 FitnessStaminArray = []

3 while (systemIsRunning):

4 if( amountOfNodesInSystem > 0 AND amonutOfAvailableTransactions > 0):

5 #add fitness and stamina to new nodes

6 if( newNodeAvailable):

7 FitenssStaminaArray.append(node: avalableNode , stamina: 100, fitness: 10))

8 # refill stamina + add up fitness for roulette wheel

9 max_fitness = 0

10 for node in FitenssStaminArray:

11 # refill stamina at a set rate up until 100

12 node.stamina == min(

13 node.stamina + (1/ math.sqrt(len(FitnessStaminaArray))),

14 100

15 )

16 # roulette wheel , add fitness to a total sum

17 if(node.stamina == 100):

18 max_fitness += node.fitness

19 # roulette wheel selection based on finess

20 # add (or not) block from the chosen node

21 # add/remove fitness to/from chosen node

22 # empty stamina from chosen node

23
24 # roulette wheel random integer use for slection

25 rouletteRandom = random.randint(0, max_fitness)

26 for node in FitnessStaminaArray:

27 if (node.stamina == 100):

28 #remove from rouletteRandom until 0, to select node

29 rouletteRandom -= node.fitness

30 if (rouletteRandom <= 0):

31 if(previousBlockHash == node.previousHash):

32 chain.append(node.block)

33 removeFromAvailableTransactions(node.block.transaction)

34 node.fitness += (1 + node.block.transactionCount )

35 node.stamina = 0

36 else:

37 #if block has invalid transactions penalise node , allow min fitness point

38 node.fitness = max(1, node.fitness -1)

39 node.stamina = 0

40 else:

41 #if block doesn ’t include previous block’s hash / has wrong one , penalise node

42 node.fitness = max(1, node.fitness -1)

43 node.stamina = 0

Figure 3.1: Coding for CAGE

3.2 CAGE

The algorithm is explained in the code displayed in Fig. 3.1. The selection

method is based on fitness-proportionate selection with roulette wheel [45]. The

fitness of the individual node depends on the calculations returned. If these

calculations are invalid then the node’s fitness is penalised and reduces the

likelihood of being selected. If the calculations are valid, then the block is

appended to the chain, the fitness increased and the stamina reduced. The

stamina regulates the number of times a node can be selected. When a node

is selected and returns a valid answer, the stamina is reduced to zero. The
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stamina helps prevent too-strong selection methods allowing an individual node

to dominate, which would lead to centralise-based system with a single node

being selected more often. To monitor the node selection the results and analysis

not only look at traditional throughput and latency but also node frequency and

distribution.

Figure ?? is oversimplified and demonstrates node selection, node selection

probability and stamina. This then has to be integrated with a blockchain

system responsible for updating in a decentralised manner. The overall view of

how CAGE is integrated within blockchain is illustrated in Fig. 3.2.

Figure 3.2: Schema diagram for software implementation of CAGE
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3.3 Experimental Framework

Experiment will encompass finding MTPS and STBTI for POET and CAGE

over a span of different count of working nodes. Higher MTPS means the algo-

rithm is faster and more easily scalable to the industrial sizes. Proposed counts

are 3, 10 and 20. Higher may be not possible on a PC used for experiments.

Lowering sleep time between injections will increase number of transactions en-

tering the system. Lower injection time will stretch resources available on tested

system, which in turn will prove which algorithm can handle more transactions

per second. Additionally, experiment will also explore measuring average de-

lay between adding transaction to the list of eligible transactions and adding

block containing given transaction to the chain, as well as average delay between

inserting blocks to the chain. Those will be done by registering and compar-

ing timestamps of blocks in chain as well as individual transaction timestamps.

Tests will be repeated multiple times to ensure that data is as reliable as possi-

ble.

Description Value

Transaction Delay 0, 3, 10, 20(ms)
Number of Nodes 3, 10, 20
Consensus Algorithm CAGE, PoET

Table 3.1: Parameters for experiments

3.4 Summary

Firstly, experiment will be highly dependent on how fast CA can determine

which out of nodes should provide the block this round. POET is expected

to perform slightly worse due to inbuilt wait time, which is random but may

still be slightly slower than lightweight CAGE algorithm. Adding more nodes,

although beneficial for the network in the industrial setting, is not expected to
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boost MTPS as this experiment is run in an environment within restrains of

one machine. Adding additional nodes is not increasing processing power of the

system.

Secondly, experiment is expected to show similar delay times in both algo-

rithms. More nodes may slow down the machine causing the delay to increase.

The delay in POET made by sleep timer may cause the average delay between

transaction’s generation and addition to chain to increase.

Finally, although both methods are highly dependent on limited processing

power, the comparative analysis of the two algorithms should still provide valid

feedback on speed and required processing power needed for each algorithm.
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Analysis & Results

4.1 Introduction

Setup for experiments:

� Processor (CPU): AMD Ryzen 7 3700X Eight Core CPU (3.6GHz-4.4GHz/36MB

CACHE/AM4)

� Motherboard: ASUS PRIME B450-PLUS (DDR4, USB 3.1, 6Gb/s)

� Memory: 16GB Corsair VENGEANCE DDR4 3200MHz (2 x 8GB)

� Graphics Card: 8GB NVIDIA GEFORCE RTX 2060 SUPER

� SSD Drive: 512GB PCIe M.2 SSD (2000 MB/R, 1100 MB/W)

� Operating system: Windows 10 Home 64 Bit

Setup proved to be enough to write the code as well as debug it, but it

became apparent that it is not sufficient to emulate the network with hundreds of

participating nodes. Twenty nodes working simultaneously along with the main

system itself proved to be a challenge and would often crash at the beginning
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Parameter Values (proposed) values (actual)

TX Delay 0, 3, 10, 20 (ms) 15(ms)
# Nodes 3, 10, 20 3, 10, 20
Consensus Algorithm CAGE, PoET CAGE, PoET

Table 4.1: Results

or mid-test. After multitude of attempts to get 10-minute readings, it was

decided that even runs that crash will get added to the data, as it was close

to impossible to get the full 10-minute reading. Additionally, an issue came

up, with using Windows as an OS, as sleep timers that proved to be necessary

for creating intervals between adding new transactions to the system became

locked at minimum of 15 milliseconds. It is specific to the setup. It was

thoroughly tested for the best results and average came out to 15.74 ms of

delay, with minimal delay being 14.77 ms. This unfortunately disallowed testing

both systems by lowering the sleep timer on transaction injection, that would

otherwise allow for additional venue of testing.

Moreover, running initial version of CAGE has shown the fault in the algo-

rithm. Fault was introduced in the numerical interpretation of fitness level. In

genetic algorithms, fitness is generated once and then given member of the pop-

ulations is either selected or not for the next cycle. Next population has fitness

calculated anew, which often is represented within specific range. In CAGE,

the initial plan was to use fitness in roulette wheel selection to choose the right

node to add to the blockchain and then reward selected node with bonus fit-

ness if the node gave the block with transactions that were currently in the list

of awaiting transactions. This proved to be perfectly fine with small setup of

32



Chapter 4

three and ten nodes and stamina algorithm that required the node to wait for

its stamina to recover. Stamina algorithm by itself proved to be insufficient to

provide fair distribution of blocks between nodes. Potential fixes were to either

change stamina algorithm to make nodes recover stamina slower, thus giving

chance to more nodes before those with high fitness come back to rotation, or

to change the selection method that is fairer when the difference between fitness

levels gets too big, like rank selection, or finally to tweak roulette wheel selection

to be less impacted by constant increases in fitness. At this point the decision

fell on the last option, as the first option, changes to the stamina system would

only help within test range, and not beyond those twenty potential tests. The

second option of changing selection algorithm would lead to the loss of efficiency,

as roulette wheel is an efficient algorithm with low complexity. The third option

of tweaking the roulette wheel itself seem to be more efficient as it would not

increase code’s complexity and could have benefits that apply even within large

sets of nodes. The decision was to lower the impact of increasing fitness, that

is applying modifier of ceiling(sqrt(fitness)) to fitness. Ceiling is to ensure that

the result is an integer as well as provide benefit for successful submission of

the node a little earlier. Square root (sqrt) of the fitness is to lower the impact

of constant increases of fitness. This provides bigger increments at lower ranges

of fitness, requiring 7 points of fitness.

Example: Starting 10 points and 7 additional to reach 17, ceiling(sqrt(17))

would give 5, that is 25% more chance to be selected than a node that has not

been selected yet with ceiling(sqrt(10))=4. In normal roulette wheel selection

7 points of fitness would increase the chance of being selected by 70%. This

reduction in scaling of the impact that fitness has, while also retaining fitness,

was enough to ensure fairer environment, while retaining the genetic algorithm

principles of selection of the fittest and ensured no raise in algorithm efficiency.
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Figure 4.1: Selected Node distribution for 3 node blockchain system. PoET has
a fair an equal distribution, CAGE less so. x− axis is nodes, 1-3, and y− axis
is frequency in percentage.

Above figures present blocks distribution among nodes for each configura-

tion. In 3-node system, POET gave almost equal results for each node with

minimal advantage for the first node in the network as it allowed the first node

to add block(s) without contestants. CAGE gave the same benefit of being

the first node in the network to node number 1 which in turn allowed it to be

selected more often later due to having higher fitness.

In 10-node configuration POET again provides almost equal distribution of

blocks with a minimal edge to nodes that are introduced to the chain first.

CAGE gives benefit of being first again to the node number 1, which allows it

got gain fitness advantage over most of the nodes, while lucky few were also

selected enough times to increase their fitness and be selected almost equally to

the node number 1.

In 20-node configuration POET started to show differences between the dis-

tribution. This is still the same algorithm, but larger pool of nodes to select

from, so random algorithm may provide results that are not equal or close to

equal. The advantage of being the first node was greatly reduced, but first nodes
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Figure 4.2: Selected Node distribution for 10 node blockchain system. PoET
has a fair an equal distribution, CAGE less so. The difference this time is more
noticeable with nodes 1, 5 & 7 being selected 44% of the time. x−axis is nodes,
1-10, and y − axis is frequency in percentage.
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Figure 4.3: Selected Node distribution for 20 node blockchain system. PoET
has a fair an equal distribution, CAGE less so. Again, the difference is more
noticeable with nodes 9, 13, 14, & 15 having more chance of being selected.
x− axis is nodes, 1-20, and y − axis is frequency in percentage.
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Table 4.2: Results for experiments using CAGE and PoET consensus algorithms
on Canonical Blockchain Systems.

still have a slight edge. CAGE for the first time has shown node number 1 to be

outrun by other nodes. It got enough initial push to be able to get advantage

over the next few nodes, but it was not enough to beat the 1:20 odds of being

selected when more nodes got introduced into the network.

Running experiment five times for each configuration of three, ten and twenty

nodes, and POET and CAGE as consensus algorithm came with following col-

lective results:

Time was measured in milliseconds. 3,000,000 milliseconds were the target

to get through five runs of ten minutes tests for each configuration. Unfortu-

nately, consistent crashes due to the lack of system resources, made it nearly to

impossible to collect the data needed for the 20-nodes configurations.

4.2 Experiment

The result of conducting the experiment shows that CAGE can pass through

more blocks per second, than POET, regardless of the number of nodes partic-

ipating in the blockchain, within the experimental system constraints. Number
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Figure 4.4: Blocks per second plotted against each experiment for 3, 10 & 20
nodes.

of blocks passed per second is vastly higher for CAGE.

Additionally, data gathered suggests that initially, even though POET has

substantially lower number of blocks passed, those blocks are tightly packed

with transactions and is able to even outperform CAGE. After more nodes is

added and systems must pay processing power for the upkeep of those nodes

CAGE comes on top with lower processing requirement per node, by just being

responsible for adding or removing from fitness levels of selected nodes.

Maximal number of transactions per second assuming setup systems limi-

tations is approx. 63 (1000 ms / 15.74 ms per transaction generation). This

means that even 3 node systems lost approx. 35% efficiency for CAGE and

approx. 18% for POET, which drops down to approx. 59% loss for CAGE and

approx. 68% loss for POET in 20 node systems based on the number of nodes

pushed into the system, algorithm efficiency and system limitations.

The experiment shows clearly that delay between blocks is not noticeably in-
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Figure 4.5: Transactions per second plotted against each experiment for 3, 10,
& 20 nodes.

creasing in CAGE when adding more nodes, while adding more nodes to POET

increases the interval between blocks being added to the chain exponentially.

This was the speed limiting factor as adding more transactions per block was a

limiter for the setup system that the framework was tested on.

Final figure provides information of average time needed for a transaction to

get into the chain since a time of its creation. This is highly dependent on the

delay between blocks as higher rate of blocks being included makes sure that

as soon as transaction is proposed into the next available block it gets accepted

to the chain. The longer the delay between blocks, the longer additional time

of delay for the transaction to be accepted into the chain. This suggests high

scalability in production environment with thousands of nodes participating.

4.3 Summary

In summary, experiment shows that to get the best results, the testing system

should be more powerful and run over a net of connected devices, rather than

on one device, either through secure internet framework, or a set of devices con-
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Figure 4.6: Mean delay between blocks (ms) plotted against each experiment
for 3, 10, & 20 nodes.

Figure 4.7: Mean delay between blocks (ms) plotted against each experiment
for 3, 10, & 20 nodes.
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nected through LAN. Which is impossible to do with the available setup for the

experiment. This experiment can provide initial information, but unfortunately

cannot prove scalability and cannot show what would be the limit in real pro-

duction environment. The available system can provide comparative analysis

on small set of data which can lead to informed judgement about scalability.

Comparatively, CAGE can pass more blocks per second, which consequen-

tially leads to system’s ability to sustain more transactions per second. This was

proven with the experiment, but results for transactions per second were close

for both consensus algorithms. Additionally, the experiment proved that CAGE

provides lower delay between introduction of the transaction to the system and

addition of said transaction to the chain, which for an end user may mean the

delay between attempting to pay and the payment completion. In conclusion,

experiment proved CAGE to be a competitive consensus algorithm, worthy of

consideration when developing an environment relying on blockchain.
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Conclusions

5.1 Introduction

Following the research, development, and experiments, all the aims and objec-

tives have been reached. Blockchain technologies and selection algorithms in

GAs have been researched in chapter 2. The merge of two established technolo-

gies has been successful in chapter 3 when presenting the idea of implementation

for CAGE. A new consensus algorithm, along with the testing environment, has

been developed, with its idea being presented in chapter 3 and the progress of

development shown in chapter 4. CAGE was developed using the selection al-

gorithm, the Roulette Wheel, an algorithm in mind, which is generally seen as a

selection method in Genetic Algorithms development. It had to be adjusted to

work with continuously increasing fitness instead of how it usually is, fitness that

is aligned to one population and is evaluated again when the next generation of

the population comes. Cage was tested comparatively against PoET and details

are shown in chapter 4. CAGE proved to be a successfully developed algorithm

able to compete efficiency-wise against PoET, which is known as a lightweight
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and fast consensus algorithm that is used commercially in Hyperledger Saw-

tooth. CAGE proved to be better and has shown to be more promising when

it comes to the scalability of the network. Recommendations on selecting a CA

depending on the blockchain developed are presented in chapters 2, 4 and 5.

5.2 Recommendations

Development of this project did not only lead to the development of a new

consensus algorithm, but also to a realization that when developing a new con-

sensus algorithm or applying custom modifications to an already existing one it

is important to not only look at the efficiency and security but also on fairness

when choosing a node to provide a block for the chain. It is easy to overlook

factors, that in the end could potentially have disastrous repercussions even

with impeccable security. When always selecting the same perfect and mostly

used node consistently, it stops being a blockchain and starts to be just a ledger

for that one node. During the development of this project, it was discovered

that the algorithm in a bigger network was prioritising mainly a few nodes that

got ahead and the effect of them staying ahead in fitness followed a pattern of

a snowball effect. Therefore, after everything was developed and already in a

testing phase, changes to the selection algorithm had to be made. Otherwise,

the system would be too easy to monopolise by a small subset of nodes, which

is not desired even in a permissioned network, where all nodes are trusted by

default.

5.3 Future Work

Although the developed algorithm is successful and efficient for the purpose of

being used in high traffic permissioned networks it does not have the security
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required for permissionless networks. Such lightweight algorithm then would

be put into direct competition against POW and other consensus algorithms

that might not be as fast as CAGE but are resistant to attacks of malicious

nodes. If CAGE was to be used in a permissionless network or in a network

that could be susceptible to external infiltrations, the algorithm that governs

the penalization of nodes providing incorrect blocks should be polished and

balanced properly to discourage and fight off potential threats. Additionally,

another layer of protection may be introduced by moving away from the test

environment that is developed on a centralised system with its design follow-

ing permissioned blockchain networks that have a centralised “system entity”,

rather than on a peer-to-peer network of decentralised nodes, as this could in-

troduce verification of blocks done by other nodes. Therefore, modification of

CAGE to be a consensus algorithm able to perform safely in a permissionless

network is considered a future work to extend on the ongoing project.

Moreover, it would be highly beneficial to test CAGE in a network of nodes

operating on separate machines, which would be a closer representation of how

this algorithm would be used in a production environment. The testing done

in this project was sufficient, as it was done a comparatively by placing both

CAGE and PoET in the same enclosed system to see how they performed in

the same situation, but it would be worth seeing how CAGE would perform

in a larger and decentralised system developed over a large network of nodes

imitating the networks that are used commercially.

Furthermore, as CAGE was compared against PoET, it would be construc-

tive to benchmark it against other algorithms that are used in permissioned

networks. Even though PoET is an efficient CA that is used in commercial

blockchain, as it is completely unique in how it works, it provides low security

with a selection algorithm providing completely random chances of being se-
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lected, it is efficient but not secure and completely unsuitable for permissionless

networks, which of course it was not built for. Comparing CAGE against one

of the voting algorithms would be valuable, as the underlying algorithm of pro-

viding the highest chances of being selected to the node that is the fittest for

it, is resembling the premise of voting algorithms that vote for the fittest node

to provide a block for the chain. Benchmarking CAGE against one of those

algorithms would potentially test those not only for performance, but also for

security when exposed to attack, or the fairness of giving a chance for all nodes

to participate in building the chain and not only the selected subset of nodes in

the system.

5.4 Summary

To conclude the research on CAGE, the newly developed consensus algorithm

proved to be a success, it works, it uses one of the most common selection

algorithms used in Genetic Algorithms, the Roulette Wheel Selection, and the

logic of the algorithm follows the principles of genetic evolution by selection

of the fittest and raising the chances of the fittest nodes to be the ones being

chosen more often. All the aims and objectives have been met. The development

and testing environment proved to be sufficient to engage in a comparative

analysis, it has provided minor setbacks and several crashes of the system, but

the data received was obtained without compromising on lowering the sample

size below the original intentions. Comparatively, the new CA has performed

better than PoET is a developed test environment and based on the trends,

from the data obtained through testing, it has promising scalability for large

high traffic permissioned networks. In the end, research was finished successfully

even through several setbacks and the developed algorithm managed to be a

success.
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Ethical Approval

The project was identified as low risk and did not require any further ethical

approval.
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