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A B S T R A C T 

The acoustic glitches’ signature present in solar-like stars holds invaluable information. Indeed, it is caused by a sharp variation 

in the sound speed, therefore carrying localized information. One such glitch is the helium glitch caused by the hydrogen and 

first and second partial helium ionization region, allowing us to constrain the surface helium abundance. However, the function 

adjusted to the glitch signature depends non-linearly on the acoustic depth at which it occurs, He. Retrieving the faint glitch 

signature and estimating τHe are difficult but crucial tasks to accurately measure the glitch parameters and, ultimately, accurately 

infer the helium abundance. In this paper, we aim at providing a way to estimate τHe using precise seismic indicators, independent 
of stellar modelling. Consequently, we aim at improving the WhoSGlAd ( Who le S pectrum and Gl itches Ad justment) method 

by automatically providing a model-independent measure of the glitch’s parameters. We compute the evolution of T He , a 
dimensionless form of the acoustic depth, along a grid of models and adjust an empirical linear relation between T He and the 
mean large separation and frequency ratio as defined in WhoSGlAd. We further optimize over the value of this estimate to 

ensure the stability and accuracy of the approach. The proposed approach provides an excellent estimate of the acoustic depth 

and allows us to swiftly retrieve the glitch signature of observed spectra. We demonstrate that the we can accurately model the 
helium abundance of four Kepler targets by comparing model (both versions of WhoSGlAd) and literature values. 
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 I N T RO D U C T I O N  

n recent years the detection and precise measurement of stellar 
scillation modes has propelled forward the field of stellar physics. 
ndeed, due to recent space-based surv e ys (such as CoRoT and
epler Baglin et al. 2009 ; Borucki et al. 2010 ) providing data
f unprecedented quality , asteroseismology , the science of relating 
tellar oscillations to their structural origin, thrived. Furthermore, due 
o the excellent precision of the data at hand, it was made possible
o detect extremely faint features and take advantage of these to 
onstrain the stellar structure. Acoustic glitches are such features 
nd present themselves as an oscillating signal in the observed 
requencies (e.g. Houdek & Gough 2007 ). Although it was predicted 
hat such signatures could be detected for solar-like stars other than 
he Sun (Monteiro & Thompson 1998 ), due to lack of precision in
he data, they had only been observed in the solar case (with the first

ention of such signatures as early as almost four decades ago; Hill &
osenwald 1986 ; Vorontsov 1988 ; Gough 1990 ). As these glitches
re caused by sharp variations in the stellar structure, they hold 
aluable and localized information. For example, the glitch caused 
y the second ionization zone of helium carries information about 
he surface helium content. Indeed, Basu et al. ( 2004 ) demonstrated
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 positive correlation between the strength of the helium glitch signal
nd the envelope helium abundance in the solar case. Therefore, it
llows us to lift the de generac y between the stellar mass and helium
bundance of low-mass stars unco v ered by Lebreton & Goupil
 2014 ) that greatly reduces the precision of stellar models. As a
onsequence, many studies interested themselves in such glitches, 
or example Houdayer et al. ( 2021 ) and Houdayer, Reese & Goupil
 2022 ) theoretically related the properties of the ionization region
hydrogen, first and second partial helium) to the glitch’s signature 
n a model-independent fashion. Other approaches (such as Monteiro 
002 ; Basu et al. 2004 ; Mazumdar et al. 2014 ; Verma et al. 2014 ,
017 , 2022 ; Farnir et al. 2019 ) focused on providing means to retrieve
he helium glitch signature and building accurate models reproducing 
his signature. 

With upcoming missions such as PLATO (Rauer et al. 2014 )
triving to accurately characterize low-mass stars, the automated 
nd swift retrie v al of the glitch parameters is an essential milestone.
evertheless, this task is arduous and may require advanced and 

ather slow techniques. The cause is the non-linear nature of the
unction that is adjusted to the observed frequencies (i.e. Houdek &
ough 2007 ; Verma et al. 2014 ). To address these issues and
rovide a robust adjustment of the glitch, in order to accurately
rovide a constraint on the surface helium content, Farnir et al.
 2019 ) provided a linearized approach, which has the advantage 
f being extremely fast (only a fraction of a second per star)
is is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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2 We note that it is possible, from a physical point of view, that the glitch 
functions may contain some information related to the smooth contribution 
and conv ersely, although the y hav e been selected to minimize such effect. 
We merely mean that, by construction, the functions used to represent both 
contributions are mathematically independent of one another. It is clear that 
the oscillation frequencies of a star are not physically independent. Ho we ver, 
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nd provides constraints to the stellar structure which show very
ittle correlation, the WhoSGlAd 1 ( Who le S pectrum and Gl itches
d justment) method. Ho we ver, their technique requires an estimate

or the acoustic depth at which the helium glitch occurs. This leads
o se veral dif ficulties. First, while physically moti v ated by pre vious
tudies, the exact glitch formulation used in Farnir et al. ( 2019 )
and other similar ones) is determined empirically and does not
irectly relate to the properties of the glitch it aims at representing.
econdly, the actual definition of the acoustic depth of the helium
litch is somewhat arbitrary. F or e xample, as illustrated in Verma
t al. ( 2014 ) and Houdayer et al. ( 2021 ), figs 1 and 3, respectively, the
epression in the first adiabatic index � 1 , causing the helium glitch
ignature, is actually the composite effect of the hydrogen ionization
nd helium first and second ionizations. The first adiabatic index is
efined as 

 1 ≡ d ln P 

d ln ρ

∣∣∣∣
S 

, (1) 

ith P the pressure, ρ the density, and S the entropy. Consequently,
he � 1 depression presents a broad feature and defining its exact
osition is somewhat arbitrary, which may impact the retrieved final
litch properties. Both Verma et al. ( 2014 ) and Farnir et al. ( 2019 ) use
he depth of the peak between the first and second helium ionization
ones. Additionally, the WhoSGlAd approach defined in Farnir et al.
 2019 ) relies on stellar models to provide a value for this depth in
rder to preserve the linearity of the method. This hampers the ability
f the method to be automated as preliminary stellar models have to
e built before the helium glitch signature can be adjusted. Another
onsequence is that the adjusted glitch signature becomes somewhat
odel-dependent. This is again something one aims to a v oid as stellar
odels themselves present a large number of uncertainties (e.g.

eference solar mixture, mixing prescription, opacities,...). Following
n from Farnir et al. ( 2019 ), we aim in this paper at studying the
volution of the helium acoustic depth across the seismic HR diagram
defined using WhoSGlAd indicators) and the impact of different
pproaches for its determination on the glitch amplitude and its use
s a seismic indicator. This is moti v ated by the fact that the second
onization of helium is mostly determined by the local temperature
nd density, as one would expect from Saha’s relation (Saha 1920 ).
e then provide a prescription to automatically estimate the helium

litch acoustic depth and assess the impact of this prescription on
he inferred helium abundance, crucial to the accurate determination
f stellar parameters. This new prescription renders Farnir et al.
 2019 )’s WhoSGlAd method completely automatic and makes it a
wift candidate for the surv e y of the glitches of large samples of solar-
ike stars as is expected of the PLATO mission (Rauer et al. 2014 ). 

This paper is organized as follows: In Section 2 , we detail the
oti v ation behind our approach and recall the basic principle behind

he WhoSGlAd method. We pursue with our theoretical results on a
rid of models in Section 3 . We then apply the developed approach
o a set of four observed targets in Section 4 and characterize both its
ccuracy and efficiency . Finally , we conclude our paper in Section 5 .

 MOTIVATION  

.1 WhoSGlAd fitting reminder 

he peculiarity of the WhoSGlAd method lies in the definition of
he fitting function. An orthonormal basis of functions is built o v er
NRAS 521, 4131–4139 (2023) 
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i
t
a
t

he vector space of frequencies. These functions are separated into a
mooth – slowly varying trend as a function of frequency, as per the
symptotic theory (e.g. Tassoul 1980 ) – and a glitch contribution,
hich are independent of one another. Indeed, by construction,

he basis functions used to represent the frequencies are totally
rthonormal to those of the smooth part. 2 This has the advantage
f rendering the indicators defined o v er the glitch contribution
ompletely independent of their smooth counterparts. The general
epresentation of a fitted frequency of radial order n and spherical
egree l is the following: 

n,l, fit = 

∑ 

k 

a k q k ( n ) , (2) 

ith a k the projected reference frequency over the basis function of
ndex k , q k , e v aluated at n . These orthonormal functions are obtained
y applying the Gram–Schmidt algorithm to the polynomials of in-
reasing degrees n k for the smooth part and a parametrized oscillating
omponent for the glitch (see Farnir et al. 2019 , and equation 5 )
he projection is done for each spherical degree according to the
calar product defined in Farnir et al. ( 2019 ). The specificity of this
efinition of the scalar product is that it accounts for the observational
ncertainties on the oscillation frequencies. 
Because of the orthonormalization, the a k coefficients are com-

letely independent of one another and of unit uncertainty. By
onsequence, combining them appropriately allows us to construct
ndicators that are as little correlated as possible. Central to the
resent discussion is the helium glitch amplitude indicator, A He ,
hich has the advantage of being completely independent of the

ndicators defined o v er the smooth part of the oscillation spectrum. In
his paper, we propose a revised definition of the amplitude defined in
arnir et al. ( 2019 ) that scales with the uncertainties on the observed
requencies 

 He = 

A He √ 

N ∑ 

i= 1 
1 /σ 2 

i 

, (3) 

ith A He the helium glitch amplitude as defined in Farnir et al. ( 2019 )
nd σ i the uncertainty on the i-th of the N observed frequencies.
e vertheless, to retrie ve the helium glitch signature, fitting methods
eed to determine the acoustic depth at which the glitch occurs (see
or example Monteiro 2002 ; Basu et al. 2004 ; Houdek & Gough
007 ; Verma et al. 2014 ). It is defined as 

He = 

R ∗∫ 

r He 

d r 

c( r) 
, (4) 

here r is the radius of the considered layer of the star, R ∗ the radius
f the stellar surface, r He the radius of the helium glitch, and c ( r ) the
ocal sound speed. The exact value of r He is somewhat arbitrary as the
epression in � 1 corresponds to the contribution of the hydrogen, first
f their measurements are treated as independent probability variables, 
hen our orthogonalization ensures that the measured seismic indicators 
ssociated with the smooth component are statistically independent from 

hose associated with the glitch(es). 

https://github.com/Yuglut/WhoSGlAd-python
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Figure 1. Evolution during the main sequence of the dimensionless helium 

glitch acoustic depth along a grid of models. The models have an initial 
composition of X 0 = 0.68 and Z 0 = 0.024 and masses ranging from 0.90M �
to 1.18M � (0.02M � step, right to left). The colour gradient represents the 
value of T He . 
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nd second partial helium ionization zones (See for example figs 1 
nd 3 in Verma et al. 2014 ; Houdayer et al. 2021 ). Determining its
alue therefore constitutes an uncertainty of glitch fitting approaches. 
he WhoSGlAd method is no exception as the glitch orthonormal 
asis elements are function of this acoustic depth. For clarity, we 
ecall the basis elements used to describe the helium glitch (before 
rthonormalization) 

 He ,k,j ( ̃  n ) = f j 
(
4 πT He ̃  n 

) ˜ n −k , (5) 

ith k = (4, 5), j = (1, 2), f 1 ( •) = sin ( •), f 2 ( •) = cos ( •),
 

 = n + l/ 2, and 

 He = τHe 	, (6) 

he dimensionless acoustic depth of the helium glitch where 	 

s the large frequency separation as defined in WhoSGlAd. This 
edefinition of the acoustic depth prevents the frequency function to 
e fitted from being implicit in frequency and further reduces non- 
inearities. This T He parameter remains the only non-linear parameter 
resent in the WhoSGlAd formulation. Farnir et al. ( 2019 , 2020 )
esolve this issue by keeping it fixed to a model value obtained
rom a partial modelling. While their method has pro v en efficient
nd accurate for the 16CygA and B system, the need for a T He 

alue, which is model-dependent, prevents their approach from being 
ully automated. This is the issue we aim to address in the present
ublication. 

.2 Some intuition 

he objective of this paper is to relate the dimensionless helium 

litch acoustic depth to observables that are easy to obtain. To do so,
e may build some intuition from Saha’s relation (Saha 1920 ) 

H e ++ n e 

H e + 

= 

g 

h 

3 
( 2 πm e k B T ) 

3 
2 e −

χ
k B T , (7) 

here g is the ratio of the statistical weights between the first
nd second ionization states of helium, h Planck’s constant, k B 
oltzmann’s constant, m e the electron mass, and χ the helium 

econd ionization energy. This equation allows us to compute the 
umber of fully ionized helium atoms He ++ , that of partially ionized
elium atoms He + , and the number of free electrons n e , which
ctually conceals a dependency in density. While we assume here 
hat helium is the only species to be partially ionized – hydrogen 
s fully ionized and metals are not –, equation ( 7 ) shows that
oth the temperature and density at the layer impact the relative 
umber of helium atoms in their first and second states of ion-
zation. Therefore, we expect the acoustic depth of the glitch to 
e mostly determined by the profile in the stellar interior of these
wo quantities. The exact nature of this profile should vary with 
tellar parameters. Therefore, the first natural step of this work is
o study the evolution of the dimensionless acoustic depth of the 
elium glitch (equation 6 ) across the HR diagram, where the ef fecti ve
emperature directly intervenes. Rather than using the classical T eff –
 diagram, we take advantage of the precise seismic data and 
uild a seismic HR diagram as in Christensen-Dalsgaard ( 1988 ) but
sing the 	 0 and ˆ r 02 seismic indicators (as defined in Farnir et al.
019 ). These correspond to the large separation of radial modes and
he average small separation ratio between radial and quadrupolar 

odes. 
 T H E O R E T I C A L  STUDY  O F  T H E  HELIUM  

C OUSTI C  DEPTH  OV ER  A  G R I D  O F  M O D E L S  

N D  LI NEAR  ESTIMATION  

.1 Evolution across the seismic HR diagram 

o moti v ate the use of a linear estimation of T He , we show its
volution on the main sequence along a grid of models with masses
anging from 0.9 M � to 1.18 M �. We selected this range to focus
n models that do not have a conv ectiv e core on the main sequence,
hich could introduce higher order contributions in the acoustic 
epth evolution. (We indeed observed for higher masses that the 
elium acoustic depth varies in a strongly non-linear fashion as a
unction of 	 and ̂  r 02 , as opposed to the lower masses.) All the models
ave been built using the CLES stellar evolution code (Scuflaire et al.
008 ) as described in Farnir et al. ( 2019 ). 
Fig. 1 shows the evolution of the dimensionless acoustic depth, as

 colour gradient, with 	 0 and ˆ r 02 for a composition of X 0 = 0.68
nd Z 0 = 0.024, which is typical of solar-like stars. In this figure,
ach track corresponds to an evolutionary track on the main sequence
starting at the ZAMS on the top right and finishing at the TAMS on
he bottom left) for a given mass, increasing from right to left. We
rst observe that its evolution along the grid seems both monotonic
nd linear, with increasing values from top to bottom. Therefore, we
djust a linear relation in 	 0 and ˆ r 02 of the form 

 He,lin � a	 0 + b ̂ r 02 + c, (8) 

here a , b , and c are the coefficients to be adjusted. 
To validate our adjustment, we now compute the reduced differ- 

nces in dimensionless acoustic depth between the fitted and exact 
with the elected location of the helium glitch) values o v er the same
rid. These are expressed as 

T He = 

T He,model − T He,lin 

T He,model 
, (9) 

ith the ‘model’ and ‘lin’ subscripts representing the model value 
btained by integration (equations 4 and 6 ) and the one obtained
y the adjusted linear relation (equation 8 ), respectively. This is
epresented as a colour gradient in Fig. 2 where the difference is
xpressed in percentage. We observe that the relation fares rather 
ell with a maximum discrepancy of at most 3 per cent (which 

orresponds to an absolute error of T He, model − T He, lin � 0.0025, about 
MNRAS 521, 4131–4139 (2023) 
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M

Figure 2. Evolution during the main sequence of the difference between the 
fitted dimensionless helium glitch acoustic depth along o v er the same grid of 
models as in Fig. 1 . The colour gradient represents the relative difference in 
T He between the model and linearly adjusted values, expressed in per cent. 
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Figure 3. Same as Fig. 2 for an initial composition of X 0 = 0.68 and Z 0 = 

0.012. 

Figure 4. Same as Fig. 2 for an initial composition of X 0 = 0.74 and Z 0 = 

0.012. 

a  

o  

d  

m  

p  

n  

F  

w  

R  

t  

s  

c  

o  

a  

p

4
W
T

I  

a  

t  

t  

l  

B  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/521/3/4131/7079140 by U
niversity of W

arw
ick (inactive) user on 26 July 2023
 tenth of the ∼0.02 span of the grid). For the sake of comparison,
arnir et al. ( 2019 ) had stated that, in 16CygA’s case, a change in

he dimensionless acoustic depth of 10 per cent had no significant
mpact on the measured glitch amplitude, meaning that the inferred
elium abundance would remain untouched. This ho we ver has to be
egarded with caution as it corresponds only to a specific star and the
hysical conditions can substantially vary from star to star. We also
ote in Fig. 2 that the difference does not vary monotonically along
he grid, showing an hourglass shape with a zero crossing close to
ts centre and maximum differences at the zero-age main sequence
nd terminal-age main sequence. This is probably a calibration
ffect and suggests that a higher order relation could impro v e the
greement. Ho we ver, gi ven the already satisfactory agreement, more
uch complex relations are unnecessary. Furthermore, we will later
ouch upon means to further impro v e our results (see Section 4 ). 

.2 Impact of the composition 

s one would expect, the stellar composition may vary between
tars and we expect that it will impact the measured glitch acoustic
epth. To test this hypothesis, we compute the relative difference
n acoustic depth (equation 9 ) o v er grids of models with different
hemical compositions. We consider here the composition pairs ( X 0 ,
 0 ) = (0.68, 0.012), (0.74, 0.012), and (0.74, 0.024) which should
isplay large enough variations to observe an impact on the estimated
elium glitch acoustic depth (e.g. typical ranges of values such as
he one considered by Nsamba et al. 2021 , fig. 4 , encompass the one
onsidered here). We illustrate these results in Figs 3 to 5 where we
se the values of the coefficients fitted to our reference case ( X 0 =
.68 and Z 0 = 0.024, Figs 1 and 2 ). 
We observe that the differences are greater than for our reference

ase reaching down to −15 per cent in the worst case ( X 0 = 0.68,
 0 = 0.012). It is therefore necessary to further assess the impact
f the stellar composition on the estimated acoustic depth. To do
o, we adjust equation ( 8 ) for each of these grids. The adjusted
arameters for all the considered compositions are summarized in
able 1 , where the reference case is displayed in boldface for clarity.
e note in this table that the fitted coefficients may dramatically

hange, in some cases almost tripling in v alue. Ho we ver, considering
alues typical of the middle of our grid, this change in fitted
oefficients with composition only leads to an approximate difference
f ∼ 0 . 3 per cent in T He with respect to our reference case. We
NRAS 521, 4131–4139 (2023) 
lso add that in the worst case ( X 0 = 0.68, Z 0 = 0.012, Fig. 3 ),
nly the models with a mass greater than 1.12 M � present relative
ifferences as high as ∼ 15 per cent . These actually correspond to
odels that preserve a convective core from their pre-main-sequence

hase, while stellar models of lower mass do not. This introduces
on-linearities which may explain the large differences we observe in
ig. 3 . Indeed, the large discrepancies only appear for these masses,
hile the other tracks are confined in a smaller range around zero.
emoving tracks with a conv ectiv e core from Fig. 3 indeed reduces

he discrepancies as displayed in Fig. 6 , where the differences now
pan the −4 per cent to 6 per cent range. Consequently, all the values
omputed for models without conv ectiv e cores are within 10 per cent
f the actual value. This demonstrates that, on the main sequence
nd for models without a conv ectiv e core, the linear estimate should
rovide results of reasonable quality. 

 P E R F O R M A N C E  O F  DI FFERENT  ESTIMATES  

I TH  OBSERV ED  TA R G E T S  A N D  I M PAC T  O N  

H E  I NFERRED  H E L I U M  A BU N DA N C E  

n the present section, we compare the results of three different
pproaches to estimate the helium glitch acoustic depth and assess
heir ability to reliably estimate the helium glitch amplitude, to in
urn model the helium abundance. These three approaches are the
inear formulation in 	 and ˆ r 02 (equation 8 ), an optimized value via
rent’s optimization algorithm (minimizing the differences between

art/stad788_f2.eps
art/stad788_f3.eps
art/stad788_f4.eps
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Figure 5. Same as Fig. 2 for an initial composition of X 0 = 0.74 and Z 0 = 

0.024. 

Table 1. Fitted coefficients for equation ( 8 ) at different com- 
positions. The reference case is shown in boldface. Note, for 
some compositions (e.g. 0.74, 0.024), our criterion to stop the 
evolutionary tracks (10 Gyr) lead to an early termination that may 
slightly bias the values. 

X Z a ( Ms ) b c 

0.68 0.012 1.6 E − 04 −4.3 E − 01 8.4 E − 02 
0.68 0.024 8.6E − 05 − 2.8E − 01 8.1E − 02 
0.74 0.012 1.0 E − 04 −3.1 E − 01 8.4 E − 02 
0.74 0.024 6.2 E − 05 −2.3 E − 01 8.3 E − 02 

Figure 6. Same as Fig. 3 with a reduced mass range ( M ∈ [0.90M �, 
1.12M �]) to include only models without a conv ectiv e core on the main 
sequence. 
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Figure 7. Evolution of the agreement between fitted and observed frequen- 
cies of 16CygB, expressed as a χ2 value, as a function of the helium glitch 
acoustic depth, expressed as the relative difference with respect to the linear 
estimate (in per cent). The χ2 minimum, obtained via Brent’s minimization 
procedure, is represented by the red vertical line. We also show the linear 
estimate as a vertical dashed line and the value obtained with the ‘old’ 
approach as a dotted one (due to its proximity with the continuous one, 
it is barely visible). 

Figure 8. Same as Fig. 7 in KIC8394589’s case. 
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eference and fitted frequencies) and the value obtained by partial 
odelling of the target and computation of the integrated form, 

quation ( 4 ) (as formerly used with WhoSGlAd) – dubbed ‘old’
n this paper. To do so, we consider four Kepler targets: 16CygA,
6CygB, KIC8006161, and KIC8394589. These are all solar-like 
tars that are within the Kepler Le gac y sample (Lund et al. 2017 )
hich constitute the most precise seismic data to this day. Except for
6CygA and B for which we use the revised frequencies of Davies
t al. ( 2015 ), we use the frequencies stated in Lund et al. ( 2017 ). From
hese frequencies, we ignore the ones with uncertainties greater than 
 μHz as they are the most uncertain and may destabilize the search
or models representative of WhoSGlAd indicators. 
.1 Accuracy of the linear estimate 

efore assessing whether the linear estimate of the helium acoustic 
epth allows us to retrieve an accurate helium abundance, we assess
he accuracy of its value. To do so, we plot the evolution of the

2 function – e v aluating the agreement between observed and fitted 
requencies – with the value of the dimensionless acoustic depth. 
his function is defined as 

2 = 

N ∑ 

i= 1 

(
νi, obs − νi, fit 

)2 

σ 2 
i 

, (10) 

here ν i is the i-th of the N frequencies, the ‘obs’ and ‘fit’
ubscript corresponding to observed and WhoSGlAd fitted values, 
espectively, and σ i the uncertainty of the i-th frequency. We show the
wo characteristic cases of 16CygB and KIC8394589 in Figs 7 and
 , which constitute two extremes (the plots for the two remaining
tars are given in Appendix A ). In both figures, the horizontal
xis corresponds to the value of the dimensionless acoustic depth, 
ither as a relative difference from the linear estimate expressed 
s a percentage at the bottom, or as the exact value shown at the
op. Because the bottom axis corresponds to a relati ve dif ference
ith respect to the linear estimate derived in this paper, a zero
MNRAS 521, 4131–4139 (2023) 
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M

Figure 9. Evolution of the helium glitch amplitude of 16CygB with the 
variation of the helium glitch acoustic depth with respect to the linear 
estimate (equation 8 ). This variation is expressed as a relative difference 
in per cent. The χ2 minimum, obtained via Brent’s minimization procedure, 
is represented by the red vertical line. We also show the linear estimate as 
a vertical dashed line and the value obtained with the ‘old’ approach as a 
dotted one (due to its proximity with the continuous one, it is barely visible). 
The blue horizontal line corresponds to a 1 σ variation in amplitude from the 
optimal value. 
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Figure 10. Same as Fig. 9 in KIC8394589’s case with the exception that the 
blue horizontal line corresponding to a 1 σ change in the optimized helium 

glitch amplitude is not visible as it sits outside of the range of acoustic depth 
values considered. 

Table 2. Comparison between different estimates of the dimensionless 
acoustic depth. ‘model’ values correspond to the ones obtained through 
the older approach via a stellar model, ‘fit’ values are the results of 
using the linearly adjusted relation (equation 8 ), and ‘optimal’ values 
are obtained after the Brent optimization step, corresponding to the χ2 

minimum. 

Id model T He fit T He optimal T He 

16CygA 0.0756 0.0702 0.0839 
16CygB 0.0751 0.0717 0.0753 
KIC8394589 0.0699 0.0661 0.0888 
KIC8006161 0.0731 0.0708 0.0657 
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alue corresponds to this estimate, shown as the red dashed line for
larity. In both figures, we consider values in the range [0.5 T He, lin ,
.5 T He, lin ], with the linear estimate denoted as T He, lin . 
Focusing first on Fig. 7 , we observe that the χ2 is well behaved and

resents a clear minimum. In addition, we note that this minimum is
pproximately 5 per cent from the linear estimate. This means that
he linear estimate provides a good guess of the optimal value. Fig.
 depicts a slightly more complicated picture for two reasons. First,
he χ2 landscape produces a less clear minimum, due to a flat region
t the bottom of the χ2 depression. Second, we observe now that this
inimum lies at almost 1.4 times the linearly computed value. This

ould have a significant impact on the inferred helium abundance.
his will be assessed in Section 4.3 . 
Leaning on these considerations, we impro v e the robustness

f our approach by optimizing o v er the dimensionless acoustic
epth value. That is, we aim at improving the agreement between
he WhoSGlAd adjusted frequencies and the reference ones and
herefore at decreasing the χ2 value by iterating o v er the T He 

arameter. As we expect the χ2 landscape to locally resemble a
arabola close to its minimum, as shown in Figs 7 and 8 , we use
rent’s minimization algorithm to optimize o v er T He , taking as a

tarting point the linear estimate developed in this paper. Due to
he swiftness of the method, this can be done within a fraction of
 second. To illustrate the results of the minimization, we show
he optimized values as a red vertical line in Figs 7 and 8 . This is
lso a clear illustration that Brent’s method reached the expected
inimum. 

.2 Impact of the helium acoustic depth on the measured glitch 

mplitude 

ne of the most crucial end products of helium glitch fitting is
he ability to precisely constrain the helium abundance of solar-
ike stars. As we have provided several estimates for T He , which
ay in turn impact the helium glitch amplitude and, therefore the

nferred helium abundance, it becomes necessary to compare these
pproaches and assess their accuracy when modelling the helium
bundance. We first assess the impact of the estimated value of
NRAS 521, 4131–4139 (2023) 
 He on the measured glitch amplitude, A He . Using the same set
f benchmark stars as previously, we compute the evolution of the
elium glitch amplitude o v er the same range of acoustic depth values
s in Figs 7 and 8 . The results are presented in Figs 9 and 10
additional plots are presented in Appendix A ). In these figures,
he value corresponding to the optimum of χ2 – as retrieved with
rent’s optimization procedure – is shown by the continuous red
ertical line. The meaning of the axes and vertical lines are the
ame as in Figs 7 and 8 , with the dotted line corresponding to the
old’ approach and the dashed line to the linear estimate presented
n this paper. Individual estimates of the helium glitch acoustic
epth are provided in Table 2 . Additionally, for better visualization
urposes, we show a departure of one σ ( A He ) with respect to the
ptimized value as the horizontal blue line. Observing these figures,
t is striking that all the T He estimates provide a measurement of
he glitch amplitude within 1 σ of the optimized value, which we
ould consider to be the better one. Only a large change in T He 

ould lead to a significant change in A He . Consequently, these
esults demonstrate the relative insensitivity of our approach to the
xact value of this somewhat arbitrary parameter – we recall that
ts exact definition is mostly a matter of convention as the feature
rom which the helium glitch originates is rather broad. From these
onsiderations, we expect that a simple approach is best for the
wiftness and automation of WhoSGlAd as it should not significantly
mpact the inferred helium abundance. Therefore, we recommend
o use the value obtained by Brent’s optimization scheme as it is
asy to implement, fast in e x ecution, robust, and relativ ely model-
ndependent. 
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Figure 11. Difference between the two inferred values for the initial helium 

abundance for the four stars considered in this paper. These two values use 
either the model value of T He or the Brent optimized one. 
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Table 3. Comparison of initial helium abundances retrieved with the present 
approach with literature values in Verma et al. ( 2019 ) and Nsamba et al. 
( 2021 ). F or consistenc y, we consider only the values retrieved with the 
MESA evolution code (Paxton et al. 2011 ) in Verma et al. ( 2019 )’s case and 
only results from Grid A of Nsamba et al. ( 2021 ). 

Star This work Verma et al. ( 2019 ) Nsamba et al. ( 2021 ) 

16CygA 0.292 ± 0.015 0.289 ± 0.013 0.258 ± 0.014 
16CygB 0.296 ± 0.007 0.285 ± 0.018 0.271 ± 0.013 
KIC8006161 0.282 ± 0.043 0.259 ± 0.033 0.265 ± 0.025 
KIC8394589 0.276 ± 0.026 0.311 ± 0.023 0.263 ± 0.025 
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.3 Impact on the inferred helium abundance 

n order to assess the impact of using the optimized value for T He 

n the inferred helium abundance, we build two stellar models for
ach of the four targets. The procedure is similar to that presented in
arnir et al. ( 2020 ). Considering the same set of reference physical

ngredients as their reference models, we use a Levenberg–Marquardt 
inimization algorithm to find a CLES model that best matches 

he four observed seismic indicators: 	 , ˆ r 01 , ˆ r 02 , and A He . The
ree parameters of the procedure are the stellar age (t), mass (M),
nitial hydrogen abundance ( X 0 ), and initial metals ratio (( Z / X ) 0 ).

e consider that a model properly fits the observed data when the
heoretical seismic indicators are within 1 σ of their observed value. 
n other words, a model is considered acceptable when χ2 < = 1,
ith 

2 = 

L ∑ 

i= 1 

(
θi, obs − θi, th 

)2 

σ 2 
i 

, (11) 

here θ i is the i-th of the L constraints, the ‘obs’ and ‘th’ subscript
orresponding to observed and theoretical v alues, respecti vely, and 
i the uncertainties associated with the indicator. 
The only difference between the two models lies in the determi- 

ation of the helium glitch amplitude. For one set of models, dubbed
old’, T He is obtained following Farnir et al. ( 2020 )’s approach. That
s, we first build a model that adjusts 	 , ˆ r 01 , and ˆ r 02 and compute
he integral form in equation ( 4 ) to provide an estimate of T He . The
mplitude of the helium glitch signature can then be measured and 
sed as a constraint to produce the final model, yielding the helium
bundance estimate. The moti v ation behind this approach was that 
hese three indicators are completely independent of the helium glitch 
ontribution expressed in the WhoSGlAd basis and should allow us 
o constrain the most part of the stellar structure. The second estimate, 
ubbed ‘new’, uses the optimized – via Brent’s optimization scheme 
T He to retrieve A He without needing a partial modelling of the 

tar. The provided value is therefore completely model-independent. 
hen, a model representative of the four indicators is built to estimate

he helium abundance of the target. 
The results are shown in Fig. 11 where we compute the difference

n helium abundances between the ‘old’ and ‘new’ approaches for 
ach of the four stars. We observe that the differences in values
btained with the two approaches never exceed 0.002 dex. For 
omparison, typical uncertainties found in the literature are in the 
ange σ ( Y 0 ) ∈ [0.01, 0.05] (Farnir et al. 2020 ; Nsamba et al. 2021 ;
erma et al. 2022 , for example, either using more sophisticated 
odelling approaches or accounting for the impact of the elected 
hysical prescription in the stellar models). In our opinion, the 
ncertainties on the initial helium abundance provided by our local 
odel search algorithm are not realistic as they are the product

f the inverse Hessian matrix, computed through finite differences. 
herefore, these are prone to imprecisions in the deri v ati ves com-
utation and we do not display them. To robustly estimate these
ncertainties, more sophisticated modelling approaches (such as 
CMC simulations) would be necessary. We also insist on the fact

hat the uncertainties on the individual seismic indicators used are 
he result of the propagation of the frequency uncertainties. In all
he cases, we observe that the helium abundance estimate has barely
hanged in comparison to the ‘old’ approach and that the values
emain within typical literature uncertainties of a zero difference 
for the sake of completeness, stellar parameters for the four stars
n the two cases are given in Appendix B , Table B1 ). This is a
irect consequence of the robustness of our approach and its relative
nsensitivity to the acoustic depth parameter, as shown in Section 
.2 . Additionally, we observe that, in some instances, the models
omputed with the older approach are already compatible with the 
ew measure of A He and, as a consequence, the optimal model, and
nferred helium abundance, has not changed. For comparison’s sake, 
e compare the values of the initial helium abundance we infer with

he optimized value of T He to the ones obtained by Verma et al.
 2019 ) and Nsamba et al. ( 2021 ). This is presented in T able 3 . T o
 v oid an artificial spread of the values we considered only the models
omputed with MESA (Paxton et al. 2011 ) in Verma et al. ( 2019 )’s
tudy and only the models computed with grid A from Nsamba et al.
 2021 ). This prevents us from factoring in the impact of different
hysical prescriptions and evolution models within the same studies. 
e observe that, in all cases, our values agree within 1 σ of the ones

etrieved by Verma et al. ( 2019 ). Compared to Nsamba et al. ( 2021 )’s
alues, we find that they agree for KIC8006161 and KIC8394589 that
ave the largest uncertainties in Y 0 and that they barely disagree for
6Cyg A and B. This might be due to the fact that Nsamba et al.
 2021 )’s results are on the low side of Y 0 values and that they do not
ccount for the helium glitch information in their fitting procedure; 
hey rather use the individual frequencies. Overall, this shows the 
alidity of our refined approach. 

 C O N C L U S I O N  

he precise measurement of the helium glitch signature is an essential 
ody of work in order to accurately estimate the helium abundance 
f low-mass stars and lift the de generac y between helium content
nd mass (Lebreton & Goupil 2014 ), hindering our ability to retrieve
recise stellar parameters. None the less, due to its faint nature,
ts detection is a difficult task and numerous approaches have been
roposed (e.g. Mazumdar et al. 2014 ; Verma et al. 2014 ; Farnir et al.
MNRAS 521, 4131–4139 (2023) 
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Figure A1. Evolution of the agreement between fitted and observed fre- 
quencies of 16CygB, expressed as a χ2 value, as a function of the helium 

glitch acoustic depth, expressed as the relative difference with respect to 
the linear estimate (in per cent). The χ2 minimum, obtained via Brent’s 
minimization procedure, is represented by the red vertical line. We also show 

the linear estimate as a vertical dashed line and the value obtained with the 
‘old’ approach as a dotted one. 
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019 ). While the most important piece of information carried by the
litch is its amplitude, as it correlates with the surface helium content
Basu et al. 2004 ; Verma et al. 2014 ; Farnir et al. 2019 ; Houdayer
t al. 2021 ), its acoustic depth remains an important parameter as it is
ecessary to estimate it to then measure the amplitude. Additionally,
his parameter appears non-linearly in the glitch’s expression. In
his paper, we developed an approach to automatically estimate
he helium glitch acoustic depth. With a simple minimization step,
e are able in a fraction of a second to automatically provide
 robust and accurate value for the helium glitch acoustic depth,
nd therefore the helium glitch amplitude. We demonstrated for
olar-like stars that our method is robust with respect to the exact
efinition of the helium glitch acoustic depth. The simple and fast
pproach we propose leads to measurements of the helium glitch
mplitude that are consistent with the older approach implemented
ith WhoSGlAd (Farnir et al. 2019 ). Using four Kepler LEGACY

argets, we further demonstrated that the helium abundance inferred
sing the revised glitch amplitude is consistent with both the older
pproach and the values presented in independent studies (Verma
t al. 2019 ; Nsamba et al. 2021 ). As the precise retrie v al of the
elium glitch signature is crucial to the accurate measurement of the
elium abundance of low-mass stars, the proposed method pro v es
o be an excellent candidate as it allows us to fully automate the

hoSGlAd method by alleviating the need for a partial modelling
f the considered target. Due to WhoSGlAd’s precision and speed
f e x ecution, the model-independent glitch signature adjustment is
utomatically carried out in less than a second. Furthermore, as
e demonstrated, the model-independent approach proposed here

s compatible with other studies, offering many advantages. This
pens the possibility to robustly analyse very large samples of
ata as can be expected from future missions such as PLATO. An
mplementation of the acoustic depth estimation presented in this
aper within WhoSGlAd will be made available on WhoSGlAd’s
itHub page ( https:// github.com/Yuglut/ WhoSGlAd-python ) by the

ime of publication. 
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Figure A2. Same as Fig. A1 in KIC8006161’s case. 

Figure A3. Evolution of the helium glitch amplitude of 16CygA with the 
variation of the helium glitch acoustic depth with respect to the linear 
estimate (equation 8 ). This variation is expressed as a relative difference 
in per cent. The χ2 minimum, obtained via Brent’s minimization procedure, 
is represented by the red vertical line. We also show the linear estimate as a 
vertical dashed line and the value obtained with the ‘old’ approach as a dotted 
one. The blue horizontal line corresponds to a 1 σ variation in amplitude from 

the optimal value. 

Figure A4. Same as Fig. A3 in KIC8006161’s case. 
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PPENDI X  B:  MODELLED  STELLAR  

A R A M E T E R S  

n this section, we give the stellar parameters computed for the four
tars considered in this paper, using either the ‘old’ approach or
he one developed in this paper. We insist on the fact that the quoted
ncertainties are the result of the Hessian matrix inversion (during the
evenberg–Marquardt procedure) and is highly prone to imprecision 

n the deri v ati ves. Therefore, these only serve to give an order of
agnitude to the confidence interval. 

Table B1. Comparison of the optimized parameters using either the ‘old’ 
or the revised method for the four stars considered in this paper. 

Old New 

M (M �) 1.057 ± 0.025 1.056 ± 0.023 
t (Gyr) 6.80 ± 0.18 6.78 ± 0.12 

16Cyg A X 0 0.684 ± 0.015 0.687 ± 0.008 
( Z / X ) 0 0.035 ± 0.001 0.034 ± 0.002 

Y 0 0.292 ± 0.015 0.290 ± 0.009 

M (M �) 1.011 ± 0.008 1.014 ± 0.007 
t (Gyr) 6.96 ± 0.08 6.96 ± 0.09 

16Cyg B X 0 0.679 ± 0.007 0.678 ± 0.006 
( Z / X ) 0 0.037 ± 0.002 0.038 ± 0.002 

Y 0 0.296 ± 0.007 0.296 ± 0.006 

M (M �) 0.979 ± 0.118 0.979 ± 0.118 
t (Gyr) 5.50 ± 0.56 5.50 ± 0.56 

KIC8006161 X 0 0.685 ± 0.031 0.683 ± 0.031 
( Z / X ) 0 0.050 ± 0.040 0.050 ± 0.039 

Y 0 0.282 ± 0.043 0.282 ± 0.043 

M (M �) 1.085 ± 0.024 1.085 ± 0.024 
t (Gyr) 3.53 ± 0.14 3.53 ± 0.14 

KIC8394589 X 0 0.711 ± 0.025 0.711 ± 0.025 
( Z / X ) 0 0.018 ± 0.006 0.018 ± 0.006 

Y 0 0.276 ± 0.026 0.276 ± 0.026 
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