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ABSTRACT
The objective of High-Recall Information Retrieval (HRIR) is to
retrieve as many relevant documents as possible for a given search
topic. One approach to HRIR is Technology-Assisted Review (TAR),
which uses information retrieval and machine learning techniques
to aid the review of large document collections. TAR systems are
commonly used in legal eDiscovery and systematic literature re-
views. Successful TAR systems are able to find the majority of rele-
vant documents using the least number of assessments. Commonly
used retrospective evaluation assumes that the system achieves a
specific, fixed recall level first, and then measures the precision or
work saved (e.g., precision at r% recall). This approach can cause
problems related to understanding the behaviour of evaluation mea-
sures in a fixed recall setting. It is also problematic when estimating
time and money savings during technology-assisted reviews.

This paper presents a new visual analytics tool to explore the
dynamics of evaluation measures depending on recall level. We
implemented 18 evaluation measures based on the confusion matrix
terms, both from general IR tasks and specific to TAR. The tool
allows for a comparison of the behaviour of these measures in
a fixed recall evaluation setting. It can also simulate savings in
time and money and a count of manual vs automatic assessments
for different datasets depending on the model quality. The tool is
open-source, and the demo is available under the following URL:
https://vombat.streamlit.app.

CCS CONCEPTS
• Information systems → Evaluation of retrieval results; Re-
trieval effectiveness; • Human-centered computing → Visual
analytics.
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1 INTRODUCTION
High-recall search tasks orHigh-Recall Information Retrieval (HRIR)
are terms describing the objective of locating all or nearly all rel-
evant documents in a collection. One common approach to carry
out high-recall search tasks is Technology-Assisted Review (TAR),
which leverages information retrieval (IR) and machine learning
(ML) techniques to improve the efficiency, accuracy, and consis-
tency of reviewing large volumes of documents. TAR systems aim
to support human reviewers by automating repetitive tasks and
highlighting the most relevant documents for review, thus helping
organisations save time and resources.

Citation screening for systematic literature reviews is one of the
most popular TAR tasks [14, 19]. In this task, researchers screen a
large number of publications initially identified through a literature
search to determine those relevant to the review. When conducted
manually, this process is time-consuming and labour-intensive, and
involves making thousands of eligibility decisions. Other exam-
ples of high-recall search tasks are legal electronic discovery [24],
construction of evaluation collections [16], and responses to the
freedom of information laws requests [17].

Workshops such as LegalAIIA [4] and ALTARS [8] have pop-
ularised HRIR applications among the research community. The
TREC Legal [1, 6, 18, 20], TREC Total Recall [10], and the CLEF
eHealth Technology-Assisted Review Tasks [11, 12] have provided
researchers with access to datasets and standardised evaluation
methods.

One of the most critical aspects of HRIR systems is recall, which
measures the proportion of relevant documents that are retrieved
by the system. Yet, evaluating TAR systems can be challenging due
to the interplay between the precision and recall of the models.
One of the key goals of TAR systems is to detect as many rele-
vant documents (True Positives, 𝑇𝑃s) as possible while excluding
as many irrelevant documents (True Negatives, 𝑇𝑁 s) as possible.
By reducing the number of TNs, TAR systems can save time and
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resources for human reviewers. However, caution must be exer-
cised in implementing TAR systems as poor performance could
result in legal sanctions, personal liability, and economic costs, as
demonstrated in legal discovery scenarios [9].

Several evaluation measures have been proposed to measure
the effectiveness of TAR systems [21]. One popular approach is to
evaluate the system’s precision at a fixed recall level (Precision at
r% recall, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑟%), representing the percentage of relevant
retrieved documents [13, 15]. Another approach is to evaluate the
work saved compared to the random ordering of the documents,
using Work Saved over Sampling at r% recall evaluation measure
(𝑊𝑆𝑆@𝑟%) [3]. Evaluating TAR systems at a fixed recall level helps
to determine the trade-off between precision and recall. It is par-
ticularly useful when we assume a minimum acceptable level of
recall for the TAR system. Recall versus effort plots using the knee
method [5] have been used as a more generalised extension, plotting
the scores over the full range of values of recall.

The dynamics between the values of true negatives and recall can
be difficult to comprehend when using measures such as𝑊𝑆𝑆@𝑟%
or 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑟%. These measures do not provide a clear under-
standing of the number of true negatives found by the model and
the time saved as a result. Additionally, it can be challenging to
translate a particular score of these measures into real time and
money benefits. The complexity of these measures can pose a chal-
lenge for practitioners in effectively utilising TAR systems and
accurately evaluating their performance.

As the number of potential applications of TAR grows, so will
the need for better evaluation techniques. To this end, this paper
introduces VoMBaT, a new Visual Analytics tool for analysing evalu-
ation measure scores in the high-recall setting. Our visual analytics
tool for high-recall search task evaluation addresses the current
limitations in understanding the behaviour of evaluation measures,
especially at different recall levels, by bridging the gap between
technical experts and non-experts in the field of HRIR and TAR.
Our tool allows researchers and practitioners to understand the
behaviour of evaluation measures better, simulate savings in time
and money, and compare manual versus automatic assessments
for different datasets. By making this tool open-source and freely
available, we hope to improve the effectiveness of HRIR and TAR
systems, and facilitate the use of visualisation as a means of com-
municating complex technical information to a broader audience.
The toolbox we developed offers an interface to compare different
evaluation measures, providing insights into their impact. The tool
does not compare scores from actual runs but instead takes only
two dataset parameters: dataset size and a percentage of relevant
documents in the dataset, making it domain agnostic and applicable
for many TAR applications.

The target users for the tool are researchers, practitioners and
other stakeholders involved in high-recall search tasks who want to
understand the evaluationmeasures better. These users may include
data scientists, machine learning engineers, legal professionals, and
academic researchers. Additionally, the tool can be used to help
users in their decision-making process about the quality of TAR
models and to evaluate the potential savings in time and resources
in a variety of settings.

We pre-implemented 18 evaluation measures based on confusion
matrix terms, including general evaluation measures like 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛,

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝐹–𝑠𝑐𝑜𝑟𝑒 , and 𝑇𝑁𝑅. Additionally, the widespread evalua-
tion measures in TAR systems, Work Saved over Sampling (𝑊𝑆𝑆),
and Depth for Recall (𝐷𝐹𝑅) have also been implemented. Further-
more, we introduce a variation of the True Negative Rate, rectified
True Negative Rate (𝑟𝑒𝑇𝑁𝑅@𝑟%), which penalises models that per-
form worse than a random ordering of the documents.

Before demonstrating the tool, we briefly describe Technology-
Assisted Reviews.

2 BACKGROUND
All TAR automation models can be coarsely categorised into either
classification or ranking approaches [19]. An effective TAR algo-
rithm aims to maximise the number of relevant documents found
and save the reviewers’ time by removing irrelevant documents.

When TAR is treated as a classification task, measures based on
the confusion matrix and the notion of Precision and Recall are
commonly used [19, 21]. Aside from Precision and Recall, measures
include variations of the harmonised mean between the two, i.e.,
F𝛽–score, Yield, Burden [23], Utility𝛽 [22], sensitivity-maximising
thresholds [7], and AUC [2]. Another measure, Work Saved over
Sampling (𝑊𝑆𝑆), measures the amount of work saved when using
machine learning models to screen irrelevant publications [3]. The
True Negative Rate (𝑇𝑁𝑅) was proposed as an alternative as it ad-
dresses some of the limitations of𝑊𝑆𝑆 regarding averaging scores
from multiple datasets [15].

When treating the TAR as a ranking task (e.g., for the sub-task
of screening prioritisation or stopping prediction), then rank-based
measures and measures at a fixed cut-off are commonly used, e.g.,
𝑛𝐷𝐶𝐺@𝑛, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑛, 𝑅𝑒𝑐𝑎𝑙𝑙@𝑛, R-Precision [10], and last rele-
vant found. However, retrospectively evaluating models at different
levels of recall might better suit the TAR task, because it takes into
account the number of relevant documents found and the trade-off
between reviewing more documents and potentially finding more
relevant ones, versus stopping the review and potentially missing
some relevant documents.

Consider an example scenario in which a review contains a
collection of 𝑁 = 2, 000 documents. Of these, 200 are relevant
to the study and should be included in the final review (we call
them includes, I), while the remaining 1, 800 are irrelevant and
should be excluded (we call them excludes, E). In manual screening,
annotators must review all 2, 000 documents to identify only the
200 relevant ones. Defining a recall level for the assessment of
TAR systems assumes that the number of true positive and false
negative documents remains constant. For instance, a recall of
95% would be achieved when the model accurately identifies 190
relevant documents (𝑇𝑃 ) and misclassifies the remaining 10, i.e.,
these are false negatives (𝐹𝑁 ).

The domain and characteristics of the review influence the choice
of recall level. Past studies on the automation of citation screening in
medicine typically used 95% recall as the threshold to preserve a sat-
isfactory quality of the systematic literature review in medicine [3].
In other technology-assisted review systems, recall levels might
be lower, for instance, in e-discovery, a commonly used recall is
80% [25]. Sometimes the choice of recall is influenced by the time
or money limitations of the task—that is why understanding how
specific evaluation measures behave depending not only on the
dataset but also on the recall level is crucial.
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Figure 1: A screenshot of a web page for comparing evaluation measures at a fixed recall level. Navigation to other web pages
and dataset parameters selection are on the left, while recall level and evaluation measure selection are on the top.

3 DEMO
Our toolbox is made using Python 3.10, Plotly and Streamlit and
is available as an open-source package1. The interface consists of
five subpages described in detail in this section. We first define the
implemented evaluation measures.

3.1 Implemented Evaluation Measures
We implemented twelve evaluation measures based on the con-
fusion matrix terms: 𝑃𝑟𝑒𝑐𝑖𝑜𝑛, 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝐹1 −
𝑠𝑐𝑜𝑟𝑒 , 𝐹3 − 𝑠𝑐𝑜𝑟𝑒 , 𝐹0.5 − 𝑠𝑐𝑜𝑟𝑒 , 𝑇𝑁𝑅, 𝑀𝐶𝐶 (Matthews correlation
coefficient), 𝐹𝐷𝑅 (False discovery rate), 𝑁𝑃𝑉 (Negative predictive
value), 𝐹𝑂𝑅 (False omission rate), and 𝐷𝑂𝑅 (Diagnostic odds ra-
tio). Most of these measures have been previously applied to the
evaluation of TAR models.

Furthermore, we implemented two measures specific to the eval-
uation of TAR systems, which can also be calculated for a fixed
recall level: Work Saved over Sampling (𝑊𝑆𝑆) and Depth for Recall
(𝐷𝐹𝑅):

𝑊𝑆𝑆@𝑟% =
𝑇𝑁 + 𝐹𝑁

𝑁
− (1 − 𝑟 ) (1)

𝐷𝐹𝑅@𝑟% =
𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑒 · 𝑟
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

(2)

The problem with evaluating models at a specific recall value is
that most measures will not be bounded between [0, 1], and their
minimum and maximum values will depend on the class imbalance.
Hence, we also implemented a normalised version of 𝐹𝑏𝑒𝑡𝑎@𝑟%
and 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑟%:
1https://github.com/WojciechKusa/VoMBaT

𝑛𝐹𝑏𝑒𝑡𝑎@𝑟% =
(𝑟 + 𝛽2) ·𝑇 ·𝑇𝑁

𝐹 · (𝑟 ·𝑇 + 𝛽2 ·𝑇 + 𝐹𝑃)
(3)

𝑛𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑟% =
𝑇𝑃 ·𝑇𝑁

E · (𝑇𝑃 + 𝐹𝑃) (4)

Additionally, we introduce a new measure for analysis: rectified
True Negative Rate (𝑟𝑒𝑇𝑁𝑅) and its min-max normalised version
(𝑛𝑟𝑒𝑇𝑁𝑅):

𝑟𝑒𝑇𝑁𝑅@𝑟% =

{
𝑇𝑁𝑅@𝑟%, if 𝐹𝑃@𝑟%

E < 𝑟%
𝑇𝑁@𝑟%

E , otherwise
(5)

𝑛𝑟𝑒𝑇𝑁𝑅@𝑟% =
𝑟𝑒𝑇𝑁𝑅 −min(𝑟𝑒𝑇𝑁𝑅)

max(𝑟𝑒𝑇𝑁𝑅) −min(𝑟𝑒𝑇𝑁𝑅) (6)

𝑟𝑒𝑇𝑁𝑅 penalise models which perform worse than a random or-
dering of the documents, i.e., when, for a given 𝑟% of recall, the
true negative rate is lower than (1 − 𝑟 ), 𝑟𝑒𝑇𝑁𝑅 score is equal to
the (1 − 𝑟 ). This threshold is equal to a simple random sampling,
as savings of (1 − 𝑟 )% are achieved when on average, 𝑟% of the
dataset is randomly sampled. An intuition for this measure is that
all models performing worse than random sorting are equally bad,
and, especially when averaging scores, they should not influence
the actual work saved.

3.2 Interface
The user interface consists of five web pages, accessible through a
sidebar on the left-hand side of the screen ( 1 on Figure 1). A set of
predefined datasets’ parameters (the total number of documents 𝑁
and a percentage of relevant documents I) was prepared for each
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of these pages 2 . Users can also define custom dataset size and
a percentage of relevant documents 3 . There are two types of
predefined datasets:

• Three synthetic examples of dataset parameters showing
extreme options for the distribution of relevant documents
(I) in the dataset: balanced, heavily unbalanced towards
positive class (example of a very good search query), and
heavily unbalanced towards negative class (very typical in
systematic reviews).

• Fifteen datasets which use the 𝑁 and I values from system-
atic reviews in the field of medicine introduced by Cohen
et al. [3].

3.2.1 Evaluation for a fixed recall level. This web page presents
a comparison of evaluation measures for a fixed level of recall
( 4 on Figure 1). Users need to select a level of recall to compare the
measures first. The level of recall is the percentage of relevant docu-
ments that are retrieved. For example, if one selects 10%, it assumes
that the model retrieved 10% of relevant documents correctly. The
rest of the documents are assumed to be classified as non-relevant.

3.2.2 Evaluation for all recall levels. This web page presents 3D
plots of possible evaluation measure scores for all recall and TN
levels. First, up to four measures from the set of predefined ones
can be selected. Each measure is plotted in a separate interactive
3D plot, and the x-axis and y-axis represent the number of TNs and
the estimated recall level, respectively. The score of the selected
measure is presented on the z-axis.

3.2.3 Savings estimation. This web page presents the simulation
of time and money savings that can be achieved depending on
the value of evaluation measures. Users can use this simulation
to determine the minimum threshold for the evaluation measures
that can be accepted in order to reduce the manual screening time
and the cost of the evaluation. Users can adjust factors such as the
average time per document, the number of manual assessments per
document, and the cost of annotators. During the manual document
review, each document is assessed by annotators, and in the extreme
case of systematic reviews, by at least two people. Savings can be
achieved when the model’s automatic assessments are accurate
enough to replace manual checks for certain documents, effectively
eliminating True Negatives. The more TNs the model can remove,
the greater the potential for cost and time savings.

3.2.4 Manual vs automatic assessments comparison. This web page
assumes that the number of relevant and irrelevant documents to
be reviewed manually or automatically is fixed once the desired
recall level is established. The relevant documents included in the
automatic assessment are equal to the true positives. In contrast,
the remaining relevant documents that need to be reviewed manu-
ally are the false negatives. The number of irrelevant documents
that will be reviewed automatically or manually depends on the
model’s TNR score. The higher the TNR score, the more irrelevant
documents will be automatically excluded, representing the true
negatives. The remaining irrelevant documents will need to be
reviewed manually, which are the false positives (𝐹𝑃 ). This page
provides a visual representation of the expected number of docu-
ments that will be reviewed automatically or manually based on a

specified recall level. The values are presented as stacked bar plots
for eleven different TNR scores.

3.2.5 Custom measures. Finally, we allow users to write and test
custom evaluation measures using confusion matrix terms as build-
ing blocks. The written equation is converted using reverse polish
notation to support basic mathematical operations. The user has
the option to select two variables (by default, it is recall and TN, as
it is on other pages) which will be plotted for comparison with the
evaluation measure. The interface is presented similarly to the one
described in Section 3.2.2.

3.3 Analysis
Based on the analysis of the plots, it is apparent that there are two
main types of evaluation measures relevant to this task. Measures
such as𝑊𝑆𝑆 , 𝐷𝐹𝑅, and 𝑇𝑁𝑅 are linearly correlated with the num-
ber of 𝑇𝑁 and 𝐹𝑃 predicted by the algorithm. On the other hand,
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (and analogically, F𝛽–score) have different, non-linear
characteristics. For datasets that consist of a significant number of
non-relevant documents, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 values only start to increase as
the number of 𝑇𝑁 increases (due to the constant value of 𝑇𝑃 and
the (E −𝑇𝑁 ) term in the denominator).

This leads us to conclude that 𝑇𝑁𝑅–style measures would be
more directly transferable to cost savings. However, measures fo-
cusing on 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 can be more useful when evaluating models for
a fully automated final stage of the screening process, for instance
during full-text screening in systematic reviews. In this case every
document successfully screened by the TAR system is of high im-
portance. This is because, in practice, filtering the last few percent
of documents can bring the most significant gains to users, as the
remaining, not relevant documents can be easily screened using
other techniques. This behaviour can be observed from the analysis
of web pages described in Sections 3.2.3 and 3.2.4, where the 𝑇𝑁𝑅

score grows linearly with decreasing time and cost of conducting
the review2.

4 SUMMARY AND FUTUREWORK
This paper introduces an interface to analyse and understand be-
haviours of evaluation measures used in a high-recall setting. We
implemented a dashboard with 18 evaluation measures, focusing
on the ones used in technology-assisted review tasks. The interface
enables a comparison of how these measures behave depending on
specific values of recall and true negatives. Furthermore, for𝑇𝑁𝑅, it
also provides the estimate of saving when using automatic models
and a count of documents that need to be screened automatically
versus manually. Our tool helps to increase the understanding of
evaluation measures used in high-recall search tasks and especially
TAR systems. In the future, we will focus on incorporating active
learning measures and comparing scores from actual runs.
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