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A B S T R A C T

The determination of maintenance strategies is subject to complexity and uncertainty arising from variable
offshore wind farm states and inaccuracies in model parameters. The most common method in the existing
studies is to adopt an open-loop approach to optimize a maintenance strategy. However, this approach
lacks the ability to capture periodic operational state of the wind farm and the awareness of eliminating
uncertainty. Consequently, the determined strategy is inadequate to instruct maintenance activities, inducing
excessive revenue losses. In this paper, a closed-loop maintenance strategy optimization method is proposed
for decision-makers to identify a more profitable manner of wind farm maintenance management. The
life-cycle maintenance optimization problem is decomposed into a sequence of sub-optimization problems
covering multiple time periods by using a rolling-horizon approach. Each sub-optimization problem is
intentionally designed based on the monitored state of the wind farm and the available reliability, availability,
and maintainability (RAM) database. Meanwhile, the decision maker consciously mitigates the parameter
uncertainty in the maintenance model gradually by updating the current database. Compared to conventional
strategies covering the entire lifetime of wind farms, the proposed maintenance strategy is periodically adjusted
to provide a series of sub-strategies. The proposed approach was applied in a simulation experiment, a
generic small-scale offshore wind farm, to assess its performance. Computational results show that adapting
maintenance strategies based on the current state of the wind farm can reduce revenue losses in comparison
to conventional open-loop strategies. In addition, the benefits of updating the RAM database in decreasing
revenue losses is revealed.
1. Introduction

Due to the past negative impact on environment, humans are in
a time of environmental crisis, including air pollution, global warm-
ing, ocean acidification, etc. The COP26, the United Nations Climate
Change conference in 2021, emphasized the urgency of curbing green-
house gases through enhancing climate action in order to effectively
address the climate crisis. The development of renewable energy can
massively cut carbon emissions and help to mitigate climate change.

As one of the most significant renewable technologies, wind energy
is experiencing a rapid growth all over the world [1]. Compared to
onshore, the offshore wind energy sector has the advantages of higher
wind speed, more wind consistency, less visual impact [2]. In Europe,
the Netherlands is one of the leading countries in new installation of
offshore wind energy. The Dutch Government has raised the offshore
wind energy target to about 21 GW around 2030 [3]. By then, offshore
wind energy is expected to supply 16% of the Netherlands’ energy
needs and 75% of current electricity requirements.
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The water depth of the majority of existing offshore wind farms is no
more than 10 m and the location is no greater than 10 km away from
shore [4]. However, the future trend is that the farm site is moving
towards greater distances and deeper water depth [5], which brings
huge challenges to operation and maintenance (O&M) activities [6,7].
The maintenance cost is estimated to account for about 30% of the total
life cycle cost of an offshore wind farm [8–10]. In order to increase
the cost-effectiveness of the offshore wind sector, it is necessary to
competently manage maintenance activities to reduce costs.

The maintenance management for the offshore wind energy sector
is generally categorized into three echelons, depending on the length
of the planning horizon: namely strategic level, tactical level, and
operational level [11]. As a type of strategic decision instructing O&M
activities for offshore wind farms over the long lifespan, the determi-
nation of the optimal maintenance strategy is a complex optimization
problem. The variation in decision variables, such as maintenance
thresholds, represents difference in maintenance criterion, bringing
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Nomenclature and acronyms definition

O & M Operation and Maintenance
RAM Reliability, Availability and Maintainability
RUL Remaining Useful Life
SCADA Supervisory Control and Data Acquisition
CMS Condition Monitoring System
HLV Heavy Lift Vessel
FSV Field Support Vessel
CTV Crew Transfer Vessel
𝐾 Set of offshore wind turbines
𝐼 Set of components
𝑆 Length of wind farm lifetime
𝑈 Set of time period
𝛥𝑠 Length of time periods for wind farm state
(∙) (𝑢) Parameter at period 𝑢
̇(∙) Parameter in the maintenance model
(∙)𝑖𝑘 Parameter of component 𝑖 at turbine 𝑘
(∙)f , (∙)p, (∙)a , (∙)i Parameter of failure replacement, preven-

tive replacement, major repair, basic repair
(∙)𝑖𝑘𝑚 Parameter of component 𝑖 at turbine 𝑘

under maintenance level 𝑚
𝑹 State of wind farm system
𝝃 Start state of wind farm system
𝝎 End state of wind farm system
𝜿 Interior state of wind farm system
𝒘, �̄� Cumulative time matrix in start state and

end state
𝒇 , �̄� Current age matrix in start state and end

state
𝒗, �̄� Real lifetime matrix in start state and end

state
�̂�, ̄̂𝒗 Predicted lifetime matrix in start state and

end state
𝒆, �̄� Failure state matrix in start state and end

state
𝒈, �̄� Failure moment matrix in start state and

end state
1𝑶, 2𝑶, 3𝑶 Binary variable matrix for degradation

failure, incident failure, ageing stage
𝜽 Maintenance quality matrix
𝒒 Occurrence moment matrix for impact
𝒃 Influence matrix for impact
𝜎, 𝜀 Weibull parameters for component lifetime

in the wind farm system
𝜆 Intensity function of environmental impact
𝑃C, 𝑃 I, 𝑃M Probability of critical, influential, minor

impact
𝑏 Abrupt increase of degradation due to

environmental impact
𝜃 Maintenance quality
�̂� Health state indicator
𝜓max Decision variable 1: Maximum maintenance

threshold
𝜓min Decision variable 2: Minimum maintenance

threshold
𝜗 Decision variable 3: Number threshold of

aged component
𝑑 Binary variable determining whether a

maintenance cycle is trigged
2

𝜓 Life percentage
�̄� Average prediction error
𝐸, 𝜇, 𝛿 Prediction error, and the corresponding

mean and standard deviation
𝜇PE, 𝛿SD, 𝜒PE, 𝜒SD Basic error and positive coefficients in

modelling prediction error
𝛼, 𝛽, 𝜇𝜃 , 𝜎𝜃 Shape parameters, expected value, variance

of maintenance quality
𝑀o Mobilization cost in the maintenance cycle

performed
𝑇𝑘, 𝐹 T

𝑘 End time of maintenance and failure mo-
ment of wind turbine 𝑘

𝐿 Price of the generated electricity per turbine
per day

𝑅 Spare part costs of maintenance
𝑥 Binary variables determining whether the

maintenance action is performed
𝑄J, 𝑄S, and 𝑄C Daily cost of HLV, FSV, and CTV
𝑁 Repair time
𝑟p Daily personnel cost
ℎ Number of required technicians for mainte-

nance
𝜂c, 𝜇c, 𝛿c Coefficient estimating major repair cost,

and the corresponding mean and standard
deviation

𝜂t , 𝜇t , 𝛿t Coefficient estimating major repair time,
and the corresponding mean and standard
deviation

𝛥𝑇 Time interval for decision making
𝜚 Number of covered wind farm state in a

decision-making step
𝐴r Annual revenue loss in the wind farm

system
𝓁 Revenue loss in the wind farm system
𝑃𝑧 Sub-optimization problem at

decision-making step 𝑧
𝑇𝑧 Future horizon at decision-making step 𝑧
𝑐 (𝑧) Maintenance strategy at step 𝑧
𝒄 A series of maintenance strategy during

lifetime
1𝑿 Original component lifetime database
2𝑿 Original RUL prediction performance

database
3𝑿 Original maintenance implementation

database
1𝑿𝑧,𝐷1 , 1�̂�𝑧,𝐷1 New component lifetime data sample and

updated database at step 𝑧
2𝑿𝑧,𝐷1 , 2�̂�𝑧,𝐷1 New RUL prediction performance data sam-

ple and updated database at step
3𝑿𝑧,𝐷1 , 3�̂�𝑧,𝐷1 New maintenance implementation data

sample and updated database at step 𝑧
𝜽𝐷1 , 𝜽𝐷2 , 𝜽𝐷3 Probability distribution parameters 𝐷1, 𝐷2,

𝐷3 in maximum likelihood estimation
𝑥𝜆(𝜛), 𝑦𝜆(𝜛) Position and velocity of 𝜆th particle in 𝜛th

iteration
𝛽o1 , 𝛽

o
2 , 𝜂

o Acceleration coefficients and constriction
coefficient in PSO

about different maintenance frequencies as well as ranges of compo-
nents/turbines qualified for different types of maintenance actions.
Accordingly, the estimated maintenance costs, production losses, and
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Table 1
Comparative analysis of the reviewed maintenance strategy studies for the wind energy sector.

[13] [14] [16] [17] [18] [19] [20] [21] [15] [22] [23] [24] [25] [26] This paper

Maintenance
strategy

Corrective × × × × × × × × × × × ✓ ✓ × ×
Opportunistic × ✓ ✓ ✓ ✓ × × ✓ × × ✓ × × ✓ ✓

Condition-based/predictive ✓ ✓ × × × ✓ × × ✓ ✓ ✓ × × × ✓

Group × × × × × × ✓ × ✓ ✓ × × × × ×

Decision-making
approach

Open-loop ✓ ✓ ✓ ✓ ✓ ✓ × × × × ✓ × × × ×
Reactive × × × × × × ✓ ✓ ✓ ✓ × × × × ×
Closed-loop × × × × × × × × × × × × × × ✓

State-based
dynamic adjustment

Component-level × × × × × × ✓ ✓ ✓ × × × × × ×
Turbine-level × × × × × × × × × ✓ × × × × ×
Farm-level × × × × × × × × × × × × × × ✓

Impact of parameter
uncertainty

Quantification × × × × × × × × × × ✓ ✓ ✓ ✓ ✓

Mitigation × × × × × × × × × × × × × × ✓
availability, these performance indicators representing decision-maker’s
objectives and preferences, also vary under various combinations of
decision variables. Finally, the optimal maintenance strategies are
determined to satisfy a single objective or balance multiple possibly
conflicting objectives.

A sound maintenance strategy can ensure the reliable operation
of offshore wind turbines and enhance economic competitiveness of
offshore wind energy. Corrective maintenance and time-based main-
tenance are widely applied in real wind farms [12]. In recent years,
some novel strategies have been proposed and developed, such as
condition-based maintenance [13], predictive maintenance [14], group
maintenance [15] and opportunistic maintenance [16]. Table 1 shows
the similarities and differences among some state-of-the-art studies on
maintenance strategies for wind energy. The comparison is based on
the following four aspects: adopted maintenance strategies, decision-
making approaches, state-based dynamic adjustments, and research on
the impact of model parameter uncertainty.

When determining solutions to optimization problems, a distinction
can be made to distinguish between open-loop, reactive and closed-
loop approaches [27,28]. An open-loop approach is to find the optimal
maintenance strategy at the beginning of operation and to implement
it over the entire lifetime. This open-loop approach is the most widely
used in the past studies, such as [17–19]. Compared to the open-loop
strategy that is applied over the entire optimization horizon blindly,
a reactive strategy is determined step by step, with the capacity of
making decisions based on the present state. A dynamic adjustment
in the strategy is made on the basis of the current state, and it is
implemented until the next step in which a new strategy is determined
again. This method has been used in the past research [15,20–22].
However, these studies only focus on component-level and turbine-
level states. The adjustment of maintenance strategies is based on the
states of individual components or turbines within the wind farm,
leading to the lack of a comprehensive consideration of the overall wind
farm-level state in the formulation of maintenance strategies.

[29] pointed out that designing maintenance strategies covering
the long lifespan involves a high degree of uncertainty. The strategic
maintenance plan largely relies on accuracy and completeness of the
available database, but vendor guidelines may not be fully compatible
because of lack of knowledge of the actual use and maintenance of
the wind turbine [30]. Additionally, maintenance records and historic
failure data are usually not complete and accurate enough [31]. The
uncertainty in model parameters may lead to a maintenance strategy
that is incompetent for target wind farms. Up to now, the limited num-
ber of papers paying attention to strategic wind energy maintenance
considering uncertainties still adopt a passive manner [23–26]. The
passive manner means the influential uncertainties are identified and
their influence on maintenance performance or decisions is quantified.
However, no solution is proposed to gradually mitigate the negative in-
fluence of uncertainty. In comparison, a proactive manner is to consider
the feasibility of gradually mitigating or eliminating uncertainty.

In addition to open-loop and reactive approaches, a closed-loop
approach refers to a process from information and feedback collec-
tion, to decision-making, action taking, and back again to informa-
tion. This approach has been commonly used in other areas, such as
3

vessel control [32,33], energy management [34], and transportation
planning [35], but has never been proposed for use in wind energy
maintenance. In the context of determining maintenance strategies
for offshore wind farms, the closed-loop approach is able to respond
to the feedback information originated from the offshore wind farm
when compared to open-loop and reactive approaches. This feedback
information can be new Reliability, Availability and Maintainability
(RAM) data that is gradually generated during the long-term O&M of
wind farms. Moreover, in order to address the limitations of the current
reactive approach, the development of the closed-loop approach should
incorporate the wind farm state for adjusting the strategy.

The research gaps can be concluded according to the literature
review. First, when determining a wind energy maintenance strategy,
decision-makers are confronted by uncertainties in model parameters,
caused by inaccurate and insufficient data. Most of the existing models
still assume that input parameters are accurately known ahead of
time. The limited number of studies paying attention to uncertainty
have rarely attempted to consciously mitigate its negative influence.
Second, the operational state of the offshore wind farm is constantly
changing over time. This dynamic change brings about a challenge in
maintenance optimization. Models proposed so far commonly employ
an open-loop approach ignoring the varying wind farm state, and the
papers using a reactive strategy never pay attention to the entire wind
farm state and reveal the economic benefit of capturing its changes.

Considering the above research gaps, the objective of this paper is
to propose a closed-loop approach for offshore wind farm maintenance
strategy optimization with the capacity to mitigate the uncertainty in
the model parameters and capture the operational state of the wind
farm. With the awareness of the model uncertainty, the decision-maker
is able to intentionally adjust the maintenance strategy once more
reliable data is collected during wind farm operation. Additionally, the
adjustment is made considering the dynamic state of the offshore wind
farm, leading to a more targeted maintenance strategy. To the best
of the authors’ knowledge, there is no paper before that proposes this
closed-loop maintenance strategy that captures the overall wind farm
state and mitigates model parameter uncertainty. This forms the main
contribution of this research.

In this paper, first of all, the concept of the closed-loop decision-
making is proposed to connect the decision-maker’s virtual mainte-
nance model and the target offshore wind farm in reality. Then, a
mathematical model is developed to use a series of matrices to rep-
resent the discrete wind farm states under a predictive opportunistic
maintenance strategy. Moreover, the information about the compo-
nent condition received by the decision-maker and the maintenance
actions performed are modelled, and the potential uncertainties in-
volved are identified. Then, the maintenance model on which the
decision-maker relies is formalized. This model serves as a tool to
predict the maintenance performance, namely revenue losses, when
a specific maintenance strategy is conducted. Compared to the real
wind farm, the prediction produced by this maintenance model is
inaccurate as there is a discrepancy between the model parameters
derived from the database and the actual parameters. The inaccurate
parameters in the maintenance model are gradually updated by uti-
lizing the maximum likelihood estimation method to analyze the data
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accumulated with the operation of the offshore wind farm. After that,
the maintenance optimization problem is modelled repeatedly. The
entire maintenance optimization problem covering the overall lifetime
is decomposed into a finite sequence of sub-optimization problems
covering multiple time periods. Finally, the maintenance strategy is
adjusted periodically to form a series of maintenance strategies on the
basis of the current monitored wind farm state while making use of the
updated parameters.

The remainder of this paper is organized as follows. In Section 2,
the proposed method is presented and the individual models within
it are introduced. In Section 3, a generic offshore wind farm is used
as a representative case study. A comparative study of five strategies
is performed to highlight the performance of the proposed method.
Moreover, practical implications of this study are discussed to pro-
vide insights for real-world applications and future research. Finally,
conclusions are provided in Section 4.

2. Methodology

In this section, he closed-loop maintenance strategy covering the
wind farm service life is formally introduced in detail, as illustrated
in Fig. 1. The decision-maker formulating the maintenance strategy is
the wind farm owner and operators. As a crucial strategic decision
in the maintenance management, the maintenance strategy consists
of several thresholds. These thresholds act like maintenance criteria,
which determine the triggering of maintenance cycles and the main-
tenance actions required for components in different health states
in maintenance cycles. Before the operation of the wind farm, the
decision-maker employs a maintenance model and an optimization
model to determine the optimal maintenance strategy in view of the
preferred objective. The resource for values of input model parameters
can be from vendor guidelines, maintenance records, historic failure
data, or even expert survey. Although uncertainty and inadequacy in
the data is a serious problem for decision makers, the development
of the current maintenance strategy still has to rely on these available
data.

The sensors installed on the operating wind turbines record the
various kinds of signals including vibration, temperature, and acoustic
emission, depending on the type of the component that is monitored.
Then the signals are transferred to a remote monitoring and control
center where the experts perform fault prognosis for wind turbine
remaining useful life (RUL) estimation. The health state of components
is assessed according to the estimated RUL, and the decision-maker
decides on whether to initiate a cycle of maintenance or not according
to the current maintenance strategy. In the maintenance cycle, the
spare parts, maintenance vessels, and technicians are organized to
perform maintenance.

With the accumulation of failure data and maintenance records
over the lifespan, new data can be delivered to the decision-maker’s
databases. The previous uncertain input parameters of the maintenance
model are updated using the new data. The decision-maker periodically
adjusts the pre-determined maintenance strategy, and then the new
strategy is delivered to guide the maintenance in the following periods.
The entire process introduced above is regarded as the framework of
closed-loop maintenance strategy optimization.

2.1. Dynamic offshore wind farm states

In this section, a mathematical model is developed to represent the
dynamic states of the offshore wind farm system. The model is extended
based on the previous study [23]. It is supposed that there is an offshore
wind farm consisting of 𝐾 turbines of the same type. Each turbine is
simplified as a series system consisting of 𝐼 components.

The maintenance strategy is a type of long-term plan covering the
whole lifespan. The length of the offshore wind farm lifetime is repre-
sented by 𝑆. From the moment a wind turbine begins to operate and
4

produce power, the components gradually degrade until degradation
failure. In order to maintain a turbine in a good state, maintenance
actions are carried out to recover or restore the component state. In
other words, the state of a farm at different time points over the lifespan
is varying due to constant degradation and occasional failures and
repairs. A discrete manner is used to represent this process, where the
information of the wind farm state is updated every time period of 𝛥𝑠.
The number of the discrete time periods, represented by 𝑈 , is obtained
by 𝑈 = 𝑆∕𝛥𝑠

For the time period 𝑢, where 𝑢 ∈ {1,… , 𝑈}, the wind farm state 𝑹(𝑢)
has a set of variables representing the start state 𝝃(𝑢), the end state 𝝎(𝑢),
nd the interior state 𝜿(𝑢), as:

(𝑢) =
[

𝝃(𝑢) 𝜿(𝑢) 𝝎(𝑢)
]

. (1)

he interior state is neither start state nor end state, but performs as a
ransition. The start state 𝝃(𝑢) and the end state 𝝎(𝑢) connect the current
ime period and the previous or subsequent time period as:

(𝑢 + 1) = 𝝎(𝑢). (2)

he state 𝑹(𝑢) incorporates the effects of the failures and repairs that
he wind farm system experiences during the period 𝑢. It is necessary to
odel this process in order to demonstrate how the system state trans-
orms successively with the time going. The state 𝝃(𝑢) is represented by:

(𝑢) =
[

𝒘(𝑢) 𝒇 (𝑢) 𝒗(𝑢) �̂�(𝑢) 𝒆(𝑢) 𝒈(𝑢)
]

, (3)

here 𝒘(𝑢) =
[

𝑤𝑖𝑘(𝑢)
]

𝐼×𝐾 contains the variables representing the
umulative time of component 𝑖 at turbine 𝑘 at the beginning of period
; 𝒇 (𝑢) =

[

𝑓𝑖𝑘(𝑢)
]

𝐼×𝐾 represents the current age of components; 𝒗(𝑢) =
𝑣𝑖𝑘(𝑢)

]

𝐼×𝐾 represents the real lifetime of components; �̂�(𝑢) =
[

�̂�𝑖𝑘(𝑢)
]

𝐼×𝐾
epresents the predicted lifetime of components; 𝒆(𝑢) =

[

𝑒𝑖𝑘(𝑢)
]

𝐼×𝐾 are
he binary variables implying whether the component is in a failure
tate; 𝒈(𝑢) =

[

𝑔𝑖𝑘(𝑢)
]

𝐼×𝐾 represents the failure moment of the turbine
omponent if it is in the failure state.
The end state at period 𝑢 is given by:

(𝑢) =
[

�̄�(𝑢) �̄� (𝑢) �̄�(𝑢) ̄̂𝒗(𝑢) �̄�(𝑢) �̄�(𝑢)
]

, (4)

here �̄�(𝑢), �̄� (𝑢), �̄�(𝑢), ̄̂𝒗(𝑢), �̄�(𝑢), and �̄�(𝑢) contain the corresponding
ariables at the end of period.
The updating of variables between the start state and the end state

elies on the interior state 𝜿(𝑢), represented by:

(𝑢) =
[ 1𝑶(𝑢) 2𝑶(𝑢) 3𝑶(𝑢) 𝜽(𝑢) 𝒒(𝑢) 𝒃(𝑢)

]

, (5)

here 1𝑶(𝑢) =
[1𝑂𝑖𝑘(𝑢)

]

𝐼×𝐾contains the binary variables meaning
hether a repair action is needed for the degradation failure of compo-
ent 𝑖 at turbine 𝑘; 2𝑶(𝑢) =

[2𝑂𝑖𝑘(𝑢)
]

𝐼×𝐾 contains the binary variables
eaning whether a repair action is needed for the incident failure of
omponent 𝑖 at turbine 𝑘; 3𝑶(𝑢) =

[3𝑂𝑖𝑘(𝑢)
]

𝐼×𝐾 contains the binary
ariables meaning whether the component 𝑖 at turbine 𝑘 is at the ageing
tage; 𝜽(𝑢) =

[

𝜃𝑖𝑘𝑚(𝑢)
]

𝐼×𝐾 contains the variables representing the quality
f potential maintenance actions performed on the component 𝑖 at
urbine 𝑘; 𝒒(𝑢) =

[

𝑞𝑖𝑘(𝑢)
]

𝐼×𝐾 contains the variables representing the
ccurrence time of environmental impact on the component 𝑖 at turbine
; 𝒃(𝑢) =

[

𝑏𝑖𝑘(𝑢)
]

𝐼×𝐾 contains the variables representing the influence of
nvironmental impact on the component 𝑖 at turbine 𝑘.
Assuming that the failure time of component 𝑖 located at turbine
follows a two-parameter Weibull distribution with scale parameter
𝑖𝑘 and shape parameter 𝜀𝑖𝑘. The Weibull distribution with these two
arameters is used to model the failure characteristic and degradation
ehaviour of the components in reality. The inverse Weibull model is
sed to produce the actual component lifetime 𝑣𝑖𝑘 [36] as:

𝑖𝑘 = 𝜎𝑖𝑘[− ln (1 − 𝛾)]
1
𝜀𝑖𝑘 , (6)

where 𝛾 is a random value between 0 and 1.
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Considering the offshore wind farm is located in a typical harsh
arine environment, it is assumed that the wind turbine, especially
otor and blade, is subject to a degradation process and environmental
mpact simultaneously. The arrival of environmental impact is assumed
o follow a non-homogeneous Poisson process with the intensity func-
ion 𝜆𝑖𝑘(𝑡). The impact is categorized into critical, influential, and minor
mpact. The critical impact makes the turbine fail immediately. The
nfluential impact causes an abrupt increase 𝑏𝑚 of actual age, where 𝑚
s the degradation stage. The minor impact brings a relatively moderate
nfluence on operation, thus the turbine will recover soon without
ecessary maintenance actions. The probability of three types of impact
s 𝑃C

𝑖𝑘, 𝑃
I
𝑖𝑘, and 𝑃

M
𝑖𝑘 respectively, and the sum is equal to 1.

When the farm begins to operate at the beginning, the cumulative
ime 𝑤𝑖𝑘(𝑢) is equal to 0. All the components in the farm are brand
ew, thus the component ages are set as 𝑓𝑖𝑘(𝑢) = 0. By sampling the
istribution as Eq. (6), the failure age of each component 𝑣a𝑖𝑘(𝑢) can
e obtained. The turbine just begins to operate, so the binary variable
𝑖𝑘(𝑢) is 0, and the value of 𝑔𝑘(𝑢) is null.
With the operation of the turbine, the component state is affected by

nternal degradation, environmental impact, and maintenance actions.
t the beginning of 𝑢 period, the cumulative time is calculated as:

𝑖𝑘(𝑢) = (𝑢 − 1)𝛥𝑠. (7)

he cumulative time of the end of 𝑢 period is calculated as:

̄ 𝑖𝑘(𝑢) = 𝑤𝑖𝑘(𝑢) + 𝛥𝑠 = 𝑢𝛥𝑠. (8)

he component age increases as the wind farm operates. The interior
tate 𝜿(𝑢) is categorized into two types according to the degradation
nd operational states of wind farm system, that is, normal operation
r under maintenance. If the wind farm normally operates without
ny maintenance, the change between 𝝃(𝑢) and 𝝎(𝑢) is resulted from
5

egradation and environmental impact. If the impact is not so severe
o cause abrupt degradation or failure, the age is updated as:

�̄�𝑘(𝑢) = 𝑓𝑖𝑘(𝑢) + 𝛥𝑠. (9)

If the environmental impact causes an abrupt degradation 𝑏𝑖𝑘(𝑢),
hen

�̄�𝑘(𝑢) = �̄�𝑖𝑘(𝑢) − 𝑞𝑖𝑘(𝑢) + 𝑏𝑖𝑘(𝑢)
[

𝑓𝑖𝑘(𝑢) +
(

𝑞𝑖𝑘(𝑢) −𝑤𝑖𝑘(𝑢)
)]

. (10)

he value of 𝑏𝑖𝑘(𝑢) is set as an enormous positive number if the impact
s critical, and the age 𝑓𝑖𝑘(𝑢) increases to be much higher than its real
ifetime. If a maintenance cycle occurs during this period, the current
ge of the component subject to maintenance actions will change.
uppose that the quality of the 𝑚th level maintenance action is 𝜃𝑖𝑘𝑚(𝑢),
he influence of maintenance actions is modelled using a Kijima type II
odel as in [37]:

�̄�𝑘(𝑢) = 𝑓𝑖𝑘(𝑢)𝜃𝑖𝑘𝑚(𝑢) + �̄�𝑖𝑘(𝑢) −𝑤𝑖𝑘(𝑢). (11)

he lifetime �̄�𝑖𝑘(𝑢) remains the same as 𝑣𝑖𝑘(𝑢) if the component is not
eplaced by a new one, otherwise a new lifetime is generated following
q. (6). During the period 𝑢, a condition monitoring technology is
sed to record sensor data, and the RUL of critical components is
redicted based on collected data. The value of �̂�𝑖𝑘(𝑢) is close to the
eal lifetime but not equal, because of unavoidable prediction error. The
redicted lifetime �̂�𝑖𝑘(𝑢) is estimated based on the real lifetime 𝑣𝑖𝑘(𝑢),
ith the generated error introduced in Section 2.2. It is worth stating
hat the actual life of a component is unknown in practice, and only
he predicted lifetime is the information that can be known and used
s basis for maintenance decisions.
Variable 𝑒𝑖𝑘(𝑢) is binary, determined by the magnitude of the values

f 𝑓𝑖𝑘(𝑢) and �̄�𝑖𝑘(𝑢), as:

̄𝑖𝑘(𝑢) =

{

0, 𝑓𝑖𝑘(𝑢) < �̄�𝑖𝑘(𝑢)
̄ (12)
1, 𝑓𝑖𝑘(𝑢) ≥ �̄�𝑖𝑘(𝑢).
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When 𝑒𝑖𝑘(𝑢) equals 1, the value of �̄�𝑖𝑘(𝑢) is obtained according to the
ause of the failure. The moment of the failure caused by critical impact
s equal to the occurrence time of the impact (�̄�𝑖𝑘(𝑢) = 𝑞𝑖𝑘(𝑢)). If the
ailure is caused by degradation, then

�̄�𝑖𝑘(𝑢) = �̄�𝑖𝑘(𝑢) − 𝑓𝑖𝑘(𝑢) + �̄�𝑖𝑘(𝑢). (13)

fter defining how the start state and the end state are inter-connected,
he next part of this section is to introduce the interior state. As stated
bove, the update between 𝝃(𝑢) and 𝝎(𝑢) is decided by the performed
maintenance actions and the environmental impacts during the period,
which is represented by 𝜿(𝑢).

A predictive opportunistic maintenance strategy with three decision
variables (𝜓max, 𝜓min, 𝜗) is applied to the wind farm system. The
component that has failed is determined to be completely replaced. For
the running components, their health state is determined by a indicator
𝜓𝑖𝑘(𝑢) that is calculated by:

�̂�𝑖𝑘(𝑢) =
𝑓𝑖𝑘(𝑢)
�̂�𝑖𝑘(𝑢)

. (14)

By comparing the health indicator with the decision variable 𝜓max and
min, the component is judged to be in a different state. In the case
here 𝜓𝑖𝑘(𝑢) is higher than 𝜓max, the component is close to failure,
equiring a preventive replacement. If the indicator 𝜓𝑖𝑘(𝑢) is lower than
min, the component is regarded to be in good condition and requires
asic maintenance. The components between 𝜓max and 𝜓min require a
major repair. These components are categorized into (𝑀 − 2) levels
as [38]:

�̂�𝑖𝑘(𝑢)
[

𝜓max −
𝜓max − 𝜓min
𝑀 − 2

(𝑚 − 1)
]

≤ 𝑓 a
𝑖𝑘(𝑢) < �̂�𝑖𝑘(𝑢)

[

𝜓max −
𝜓max − 𝜓min
𝑀 − 2

(𝑚 − 2)
]

, (15)

here 𝑚 = 2, 3,… ,𝑀 − 1.
In order to count the number of aged and failed components in the

ind farm, 1𝑶(𝑢), 2𝑶(𝑢), 3𝑶(𝑢) are used in the model. A binary variable
(𝑢) in Eq. (16) is used to decide whether a maintenance cycle should
e initiated. In the case that a critical incident arises, or a degrada-
ion failure occurs, or a sufficient number of components are aged,
maintenance cycle is determined to be triggered, and the available
aintenance resources are organized to support the implementation of
he determined maintenance strategy (see Fig. 1).

(𝑢) =

⎧

⎪

⎨

⎪

⎩

1 if
∑𝐼
𝑖=1

∑𝐾
𝑘=1

1𝑂𝑖𝑘(𝑢) ≥ 1 or
∑𝐼
𝑖=1

∑𝐾
𝑘=1

2𝑂𝑖𝑘(𝑢) ≥ 1 or ∑𝐼
𝑖=1

∑𝐾
𝑘=1

3𝑂𝑖𝑘(𝑢) ≥ 𝐾𝐼𝜗

0 otherwise.

(16)

.2. Condition monitoring and remaining useful life prediction

The applied predictive opportunistic maintenance strategy greatly
epends on the RUL prediction of components. The purpose of this
ection is modelling the performance of the RUL prediction technique
nd explaining its function as a decision-making basis. More details on
ow to analyze the real-time signals and develop prognostic approaches
o predict the wind turbine RUL can be found in [39].
Data from Supervisory Control and Data Acquisition (SCADA) and

ondition monitoring systems (CMS) are the most common data as
nput to the RUL method. The types of the data are various (vi-
ration, acoustic emission, strain, torque, temperature, lubrication oil
arameter, etc.), as concluded in [40]. After measuring these signals,
he subsequent RUL methods are generally categorized into physical
odels, artificial neural networks, knowledge-based models, and life
xpectancy models [41]. The RUL of the target component is then
redicted to foresee when a failure will occur.
It is assumed that a reliable RUL prediction technology is used

uring O&M. The prediction performance is evaluated by the average
rediction error, which is defined as [42]:

̄ = 1 ∑ ∑ ∑

|

|

𝜓𝑖𝑘(𝑢) − �̂�𝑖𝑘(𝑢)||, (17)
6

𝑈𝐼𝐾 𝑢∈𝑈 𝑖∈𝐼 𝑘∈𝐾
l

where 𝜓𝑖𝑘(𝑢) = 𝑓𝑖𝑘(𝑢)∕𝑣𝑖𝑘(𝑢) represents the component life percentage
and �̂�𝑖𝑘(𝑢) is the predicted value in Eq. (14).

As revealed in [43], the prediction error usually decreases as a
component degrades. In this study, the error between 𝜓𝑖𝑘(𝑢) and �̂�𝑖𝑘(𝑢)
is assumed to follow a Normal distribution as:

𝐸𝑖𝑘(𝑢) = |

|

𝜓𝑖𝑘(𝑢) − �̂�𝑖𝑘(𝑢)|| ∼ 𝑁(𝜇𝑖𝑘(𝑢), 𝛿𝑖𝑘(𝑢)2). (18)

Here, the expected value 𝜇𝑖𝑘(𝑢) and standard deviation 𝛿𝑖𝑘(𝑢) both tend
to decline with the decrease of RUL. It is supposed that 𝜇𝑖𝑘(𝑢) = 𝜇PE +
𝜒PE(1 − 𝜓𝑖𝑘(𝑢)) and 𝛿𝑖𝑘(𝑢) = 𝛿SD + 𝜒SD(1 − 𝜓𝑖𝑘(𝑢)). The parameters 𝜇PE
and 𝛿SD are the basic error which always exists. The positive parameters
𝜒PE and 𝜒SD represents the rising tendency of error with the increase of
RUL. Therefore, by using Eqs. (14) and (18), the RUL prediction results
of the offshore wind farm at the point 𝑢 is generated, representing the
performance of the applied RUL technology.

2.3. Consequences of maintenance implementation

The above sections describe the process from the operation of
offshore wind farm to the wind turbine RUL prediction. After receiving
the estimation of potential failure time of all critical components in the
farm, the maintenance implementer compares these health condition
with the currently executed maintenance strategy to decide whether to
initiate a maintenance cycle as Eq. (16). In this study, the consequences
of the maintenance cycles include two aspects, i.e., the improvement in
wind farm health condition, and the loss of the revenue consisting of
maintenance related costs and production losses.

In terms of improving the wind farm condition, the influence of
maintenance actions on a wind farm is recovery or restoration of
component state. According to the component state, different degrees
of maintenance actions is performed. A replacement indicates the com-
ponent has been changed to a complete new one. The component age
is restored to 0, thus the maintenance quality 𝜃𝑖𝑘𝑚(𝑢) is equal to 0.
On the contrary, a basic repair maintains the operation of component
without any influence on component health, so the maintenance quality
𝜃𝑖𝑘𝑚(𝑢) = 1. The quality of intermediate maintenance action, namely
major repair, is assumed to be a stochastic value between 0 and 1,
as it is unstable under the influence of practical factors including
technician’s expertise, operating environment, investment budget. A
Beta distribution is used to model the maintenance quality, as:

𝑓 (𝜃𝑖𝑘𝑚(𝑢)) =
𝛤 (𝛼𝑚 + 𝛽𝑚)
𝛤 (𝛼𝑚)𝛤 (𝛽𝑚)

𝜃𝑖𝑘𝑚(𝑢)𝛼𝑚−1(1 − 𝜃𝑖𝑘𝑚(𝑢))𝛽𝑚−1, (19)

where 𝛼𝑚 and 𝛽𝑚 are two positive shape parameters. The expected value
f maintenance quality 𝜇𝜃𝑖𝑘𝑚(𝑢) and the variance 𝜎𝜃𝑖𝑘𝑚(𝑢) are:

𝜇𝜃𝑖𝑘𝑚(𝑢) =
1

1 + 𝛽𝑚
𝛼𝑚

, (20)

𝜃𝑖𝑘𝑚(𝑢) =

[

𝛼𝑚𝛽𝑚
(𝛼𝑚 + 𝛽𝑚)

2(1 + 𝛼𝑚 + 𝛽𝑚)

]
1
2

. (21)

he maintenance quality represents the level of repair service im-
lemented by the maintenance service provider. The analysis of the
aintenance historic database containing the maintenance records will
rovide a basis to estimate the component health recovery and the
tability of repair quality.
Another important indicator the decision-maker is concerned about

s the revenue loss. As shown in Fig. 1, maintenance vessels, techni-
ians, and spare parts are mobilized and organized in the maintenance
ycle. These maintenance related costs account for a large portion of
he revenue losses. Meanwhile, the downtime of wind turbines dur-
ng failure states and maintenance implementation induces production

osses.
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Fig. 2. Schematic representation of the shrinking planning horizon over the wind farm lifetime.
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The total revenue losses during period 𝑢, represented by 𝓁(𝑢), com-
osed of spare part cost, vessel cost, technician cost, and cost of
roduction loss, are defined as

𝓁(𝑢) = 𝑑(𝑢)
{

𝑀o(𝑢) +
∑

𝑘∈𝐾

{

(

𝑇𝑘(𝑢) − 𝐹 T
𝑘 (𝑢)

)

𝐿

+
∑

𝑖∈𝐼

{

[

𝑅f
𝑖𝑘 +𝑁

f
𝑖𝑘

(

𝑄J + ℎf 𝑟p + 𝐿
)

𝑥f𝑖𝑘(𝑢)+
[

𝑅p
𝑖𝑘 +𝑁

p
𝑖𝑘

(

𝑄J + ℎp𝑟p + 𝐿
)]

𝑥p𝑖𝑘(𝑢) +
[

𝑅i
𝑖𝑘 +𝑁

i
𝑖𝑘

(

𝑄C + ℎi𝑟p + 𝐿
)]

𝑥i𝑖𝑘(𝑢)+
∑𝑀−1
𝑚=2 𝑥

a
𝑖𝑘𝑚(𝑢)

[

𝑅a
𝑖𝑘(𝑢) +𝑁

a
𝑖𝑘𝑚(𝑢)

(

𝑄S + ℎa𝑟p + 𝐿
)]

}}}

,

(22)

here𝑀o(𝑢) represents the mobilization cost in the maintenance cycle
erformed at period 𝑢; 𝑇𝑘(𝑢) is the end time of maintenance on turbine
; 𝐹 T

𝑘 (𝑢) is the failure moment of wind turbine 𝑘; 𝐿 is the price of
he generated electricity per turbine per day; 𝑅f

𝑖𝑘, 𝑅
p
𝑖𝑘, 𝑅

a
𝑖𝑘𝑚(𝑢), and

i
𝑖𝑘 is the cost of failure replacement, preventive replacement, 𝑚th
ajor repair, and basic maintenance of component 𝑖 at turbine 𝑘;
f
𝑖𝑘(𝑢), 𝑥

p
𝑖𝑘(𝑢), 𝑥

a
𝑖𝑘𝑚(𝑢), 𝑥

i
𝑖𝑘(𝑢) are binary variables determining whether

he corresponding maintenance action is performed; 𝑄J, 𝑄S, and 𝑄C

is the daily cost of heavy lift vessel (HLV), field support vessel (FSV),
and crew transfer vessel (CTV) respectively; 𝑁 f

𝑖𝑘, 𝑁
p
𝑖𝑘, 𝑁

a
𝑖𝑘𝑚(𝑢), and 𝑁

i
𝑖𝑘

is repair time of failure replacement, preventive replacement, major
repair and basic maintenance; 𝑟p is daily personnel cost; ℎf , ℎp, ℎa and
ℎi is the number of required technicians.

The cost and time consumed for major repair usually increases
when the maintenance quality is better. The relationship between
maintenance quality, cost, and time is given by [44]:

𝑅a
𝑖𝑘𝑚(𝑢) = 𝑅p

𝑖𝑘(1 − 𝜃𝑖𝑘𝑚(𝑢))
𝜂c(𝑢), (23)

𝑁a
𝑖𝑘𝑚(𝑢) = 𝑁p

𝑖𝑘(1 − 𝜃𝑖𝑘𝑚(𝑢))
𝜂t (𝑢), (24)

where 𝜂c(𝑢) and 𝜂t (𝑢) are the coefficients determining the relationship
between maintenance quality and corresponding repair cost and time.

The coefficients 𝜂c(𝑢) and 𝜂t (𝑢) influence the amount of cost and
time for implementing major repair, which are assumed to be random
values following a Normal distribution, thus the coefficient 𝜂c(𝑢) is
represented as 𝜂c(𝑢) ∼ 𝑁(𝜇c, 𝛿2c ) and the coefficient 𝜂t (𝑢) is represented
as 𝜂(𝑢) ∼ 𝑁(𝜇t , 𝛿2t ).

2.4. Decision-maker’s virtual maintenance model

The state transition of the actual offshore wind farm and the execu-
tion of the maintenance cycles are modelled in Section 2.1- Section 2.3,
7

which can be considered as the real O&M situation of the wind farm a
under a specific maintenance strategy. The strategy is a kind of control
action that is decided on by the decision-maker. In order to design
a sound maintenance strategy, the decision-maker relies on a virtual
maintenance model to simulate the O&M in the real offshore wind farm
and predict the expected annual revenue losses �̇�r under the specific
aintenance strategy.
Running such a maintenance model requires input parameters which

re derived from the database available to the decision-maker. In
he decision-maker’s maintenance model, the wind farm states are
epresented as:

̇ (𝑢) =
[

�̇�(𝑢) �̇�(𝑢) �̇�(𝑢)
]

. (25)

he state �̇�(𝑢) is different from 𝑹(𝑢) due to the uncertainty in the
arameters. These uncertainties induce an incorrect estimation of the
ystem state. In this paper, the uncertain parameters include component
ifetime parameters, RUL prediction error parameters, and mainte-
ance consequence parameters. In the maintenance model, the com-
onent lifetime is also modelled following a two-parameter Weibull
istribution as:

�̇�𝑘 = ̇𝜎𝑖𝑘[− ln (1 − 𝛾)]
1
̇𝜀𝑖𝑘 , (26)

where the shape and scale parameters ̇𝜎𝑖𝑘 and ̇𝜀𝑖𝑘 are unequal to the
arameters in Eq. (6), which represent the actual component failure
nformation is still not fully recognizable by the decision-maker.
The decision-maker has realized the possible error between the

redicted and real component age when developing the maintenance
odel. The prediction error modelling is based on the past performance
f the adopted RUL prediction technology. However, once the RUL
echnique is applied in practice, it is very likely that the real prediction
ccuracy is far from the expected result given the negative influences
rom the actual operating environment. In this situation, the prediction
rror in the maintenance model is modelled as:

̇ 𝑖𝑘(𝑢) ∼ 𝑁(�̇�𝑖𝑘(𝑢), �̇�𝑖𝑘(𝑢)2). (27)

he modelling of the maintenance consequences represents the decision
maker’s estimation of maintenance effect, cost, and time, that result
rom the execution of the maintenance action. This estimation is de-
endent on the historic maintenance database. As discussed before,
he historic database may be inaccurate and incomplete to derive the
xplicit estimation. Therefore, the coefficients input to the maintenance
odel is 𝜂c(𝑢) ∼ 𝑁(�̇�c, �̇�2c ) and �̇�t (𝑢) ∼ 𝑁(�̇�t , �̇�2t ). The maintenance
uality is �̇�𝑖𝑘𝑚(𝑢) with the parameters �̇�𝑚 and �̇�𝑚. The expected value
nd the variance is �̇� and �̇� , respectively.
𝜃𝑖𝑘𝑚(𝑢) 𝜃𝑖𝑘𝑚(𝑢)
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2.5. Rolling horizon and information updating

As introduced in Section 1, the existing wind energy maintenance
models mostly adopt a kind of open-loop method for decision-making.
For a large time horizon, such a fixed strategy is likely to be inap-
propriate due to the ignorance of periodic properties and accumulated
data. As a decomposition based approach, the rolling horizon method
is used to exploit the temporal structure and decompose the entire
optimization problem into multiple optimization problems.

The decision-maker is assumed to employ a time interval 𝛥𝑇 for
decision making, where 𝛥𝑇 = 𝜚𝛥𝑠. On the basis of the maintenance
model proposed in Section 2.4, the decision-maker here uses a so-called
shrinking-horizon approach [45] and decomposes the optimization
problem into finite sub-problems {𝑃1,… , 𝑃𝑍}, as illustrated in Fig. 2.
Each optimization problem belongs to a step of decision-making 𝑧,
where 𝑧 ∈ {1,… , 𝑍}, and is only dependent on the maintenance
strategy and the present monitoring state of the wind farm. The main-
tenance strategy is designed for future 𝑇𝑧 steps at 𝑧th decision-making
step.

At the step 𝑧, the maintenance strategy that controls the mainte-
nance management is implemented, and the process starts over when
the step is at (𝑧 + 1). The strategy 𝑐 (𝑧) is represented as:

𝑐 (𝑧) =
[

𝜓max(𝑧), 𝜓min(𝑧), 𝜗(𝑧)
]

. (28)

A series of consequent strategies 𝒄 = col(𝑐(1),… , 𝑐(𝑧),… , 𝑐(𝑍)) consti-
tute the overall maintenance strategy during the wind farm lifetime,
controlling maintenance timing and actions. A strategy consisting of
two phases is used as an example, as shown in Fig. 3. Compared to
Fig. 3(a), the maintenance thresholds are separated into two phases
in Fig. 3(b), where the thresholds keep the same in period 1 and
change in period 2. The moments of maintenance cycle 3 and 4, as
well as the determined maintenance actions on component 1 and 2,
are consequently different from Fig. 3(a).

The problem 𝑃𝑧 defined to start at step 𝑧 and cover the future
horizon from 𝑧 to (𝑧 + 𝑇𝑧), can be formulated as Eq. (29) to find the
optimal solution 𝑐(𝑧). In Eq. (29), the optimization objective, the annual
revenue loss in the horizon, is calculated by dividing the sum of losses
over by the horizon length. The final result, that is also the performance
of the developed maintenance strategy, is the annual revenue losses 𝐴r
in reality when the maintenance strategy 𝒄 = col(𝑐(1),… , 𝑐(𝑧),… , 𝑐(𝑍))
s implemented.

in
𝑐(𝑧)

∑𝑢=(𝑧−1+𝑇𝑧)𝜚
𝑢=(𝑧−1)𝜚 �̇�(𝑢, 𝑐(𝑧), 𝑅(𝑧𝜚))

𝑆𝜚𝑇𝑧
𝑈

. (29)

The different optimization processes between open-loop and
reactive/closed-loop strategy are illustrated in Fig. 4. In the open-loop
maintenance strategy, the maintenance strategy is determined based
on the optimization results and is applied to a number of stochastic
scenarios generated by using Monte Carlo methods. The expected
performance of the maintenance strategy, i.e., annual revenue losses,
is estimated by averaging the performance of each scenario. In the
reactive or closed-loop maintenance strategy, the wind farm is divided
into a series of phases in each scenario. The end of the previous
phase is the beginning of the next phase. A specific sub-strategy is
formulated based on the optimization results for each phase. The
overall performance is also estimated by averaging the performance
of each scenario.

The input parameters for the optimization problem are estimated
using the existing wind farm failure and maintenance databases. The
decision-making is inevitably influenced by the lack of data, especially
in the early operational phase of the wind farm. The design of the
maintenance strategy is based on limited useful information, including
the life test data from the original equipment manufacturer (OEM)
and subjective judgement of maintenance experts. In addition to the
incompleteness of data, as [11] pointed out, much of the available field
8

data may be inaccurate, undetailed, or redundant, leading to a negative
effect on the estimation of maintenance model parameters.

The amount of wind turbine failure and maintenance data gradu-
ally increases as the offshore wind farm operates. Although the raw
data gathered from the wind farm is not always ready and useful,
it is assumed that it has been well-prepared to identify the relations
among the data variables. At the beginning of operation, the original
database the decision-maker has known is 𝑿 = [1𝑿, 2𝑿, 3𝑿]. The
sub-dataset 1𝑿 = {1𝑥1, 1𝑥2,… , 1𝑥𝜖1},

2𝑿 = {2𝑥1, 2𝑥2,… , 2𝑥𝜖2},
3𝑿 =

{3𝑥1, 3𝑥2,… , 3𝑥𝜖3} contains component lifetime data, RUL prediction
performance data, and maintenance implementation data respectively.

The initial lifetime parameters input into the maintenance model
are derived from the database 1𝑿. The new lifetime sample con-
sists of 𝑛1 observations before decision-making step 𝑧 is 1𝑿𝑧,𝐷1 =
{1𝑥𝑧,𝐷1

1 , 1𝑥𝑧,𝐷1
2 ,… , 1𝑥𝑧,𝐷1

𝑛1 }. Hence the updated database is:

1�̂�𝑧,𝐷1 = {1𝑿, 1𝑿𝑧,𝐷1} = {1𝑥1,… , 1𝑥𝜖1 ,
1𝑥𝑧,𝐷1

1 ,… , 1𝑥𝑧,𝐷1
𝑛1 }

=
{

1�̂�𝑧,𝐷1
1 ,1�̂�𝑧,𝐷1

2 ,… ,1�̂�𝑧,𝐷1
𝜖1+𝑛1

}

. (30)

The probability distribution 𝐷1 is associated with a vector 𝜽𝐷1 =
[

𝜃𝐷1
1 , 𝜃𝐷1

2

]

of parameters. The probability that the sample can be ob-
served is:

𝑃 (1�̂�𝑧,𝐷1 ;𝜽𝐷1 ) = 𝑓𝐷1
(1�̂�𝑧,𝐷1

1 ,1�̂�𝑧,𝐷1
2 ,… ,1�̂�𝑧,𝐷1

𝜖1+𝑛1
|

|

|

𝜃𝐷1
1 , 𝜃𝐷1

2 ). (31)

The maximum likelihood estimation is used to update the parameters
used in the maintenance model. The likelihood function is obtained as:

𝐿(1�̂�𝑧,𝐷1 ;𝜽𝐷1 ) =
𝜖1+𝑛1
∏

𝜏=1
𝑓𝐷1

(1�̂�𝑧,𝐷1
𝜏 ;𝜽𝐷1 ). (32)

The maximum likelihood estimation aims to find the values of the
model parameters which can maximize the likelihood function, namely:

�̂� = argmax𝐿(1�̂�𝑧,𝐷1 ;𝜽𝐷1 ). (33)

The lifetime of components is modelled as a Weibull distribution with
shape parameter �̇� and scale parameter �̇�. The probability density
function is:

𝑓 (1�̂�𝑧,𝐷1
𝜏 ) = �̇�

�̇�

(

1�̂�𝑧,𝐷1
𝜏
𝜎

)𝜀−1

𝑒
−

(

1 �̂�
𝑧,𝐷1
𝜏
𝜎

)𝜀

. (34)

Then, the likelihood function of the sample is:

𝐿(1�̂�𝑧,𝐷1 ;𝜽𝐷1 ) =
𝜖1+𝑛1
∏

𝜏=1

𝜀
�̇�

(

1�̂�𝑧,𝐷1
𝜏
𝜎

)�̇�−1

𝑒
−

(

1 �̂�
𝑧,𝐷1
𝜏
�̇�

)�̇�

. (35)

It is usually more convenience to use the natural logarithm of the
likelihood function [46], which is called the log-likelihood:

ln(𝐿(1�̂�𝑧,𝐷1 ; �̇�, �̇�)) = (𝜖1 + 𝑛1) ln(�̇�) − (𝜖1 + 𝑛1)�̇� ln(�̇�)

+ (�̇� − 1)
𝜖1+𝑛1
∑

𝜏=1
ln(𝑥𝑧𝜏 ) −

𝜖1+𝑛1
∑

𝜏=1
(
1�̂�𝑧,𝐷1
𝜏
�̇�

)
�̇�

. (36)

he score equations are:

𝜕 ln𝐿
𝜕�̇�

= −
(𝜖1 + 𝑛1)�̇�

𝜎
+ �̇�
�̇��̇�+1

𝜖1+𝑛1
∑

𝜏=1
(1�̂�𝑧,𝐷1

𝜏 )
�̇�
= 0, (37)

𝜕 ln𝐿
𝜕�̇�

= −
𝜖1 + 𝑛1
�̇�

− (𝜖1 + 𝑛1) ln �̇� +
𝜖1+𝑛1
∑

𝜏=1
ln(1�̂�𝑧,𝐷1

𝜏 )

+ ln �̇�
�̇��̇�

𝜖1+𝑛1
∑

𝜏=1
(1�̂�𝑧,𝐷1

𝜏 )
�̇�
− 1
�̇��̇�

𝜖1+𝑛1
∑

𝜏=1
(1�̂�𝑧,𝐷1

𝜏 )
�̇�
ln(1�̂�𝑧,𝐷1

𝜏 ) = 0. (38)

Thereby, the parameters of lifetime of components are estimated at
step 𝑧 through calculating Eqs. (37) and (38). In the similar way, the
updated databases for RUL prediction performance and maintenance
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Fig. 3. Influence of fixed and adjustable maintenance thresholds on maintenance actions.
mplementation are:

�̂�𝑧,𝐷2 = {2𝑿, 2𝑿𝑧,𝐷2} =
{

2�̂�𝑧,𝐷2
1 ,2�̂�𝑧,𝐷2

2 ,… ,2�̂�𝑧,𝐷1
𝜖2+𝑛2

}

, (39)

�̂�𝑧,𝐷3 = {3𝑿, 3𝑿𝑧,𝐷3} =
{

1�̂�𝑧,𝐷3
1 ,1�̂�𝑧,𝐷3

2 ,… ,1�̂�𝑧,𝐷3
𝜖3+𝑛3

}

. (40)

he parameters in the Normal distribution of the prediction error or
epair cost/time coefficient are updated as:

(2�̂�𝑧,𝐷2 ;𝜽𝐷2 ) =

(

1
√

2𝜋�̇�

)𝜖2+𝑛2

exp
⎛

⎜

⎜

⎝

−
𝜖2+𝑛2
∑

𝜏=1

(2�̂�𝑧,𝐷2
𝜏 − �̇�)

2

2�̇�2

⎞

⎟

⎟

⎠

, (41)

𝜕 ln𝐿
𝜕�̇�

= 1
�̇�2

𝜖2+𝑛2
∑

𝜏=1

(

2�̂�𝑧,𝐷2
𝜏 − �̇�

)

= 0, (42)

𝜕 ln𝐿 = −
𝜖2 + 𝑛2

2
+
𝜖2 + 𝑛2

4

𝜖2+𝑛2
∑

(

2�̂�𝑧,𝐷2
𝜏 − �̇�

)2
= 0. (43)
9

𝜕�̇� 2�̇� 2�̇� 𝜏=1
The parameters modelling the maintenance quality, which follows a
Beta distribution, is estimated as:

𝐿(3�̂�𝑧,𝐷3 ;𝜽𝐷3 ) =
(

𝛤 (�̇� + �̇�)
𝛤 (�̇�)𝛤 (�̇�)

)𝜖3+𝑛3 𝜖3+𝑛3
∏

𝜏=1

3�̂�𝑧,𝐷3
𝜏

�̇�−1
𝜖3+𝑛3
∏

𝜏=1
(1 − 3�̂�𝑧,𝐷3

𝜏 )
�̇�−1

,

(44)

𝜕 ln𝐿
𝜕�̇�

=
(𝜖3 + 𝑛3)𝛤 ′(�̇� + �̇�)

𝛤 (�̇� + �̇�)
−

(𝜖3 + 𝑛3)𝛤 ′(�̇�)
𝛤 (�̇�)

+
𝜖3+𝑛3
∑

𝜏=1
ln(3�̂�𝑧,𝐷3

𝜏 ) = 0, (45)

𝜕 ln𝐿
𝜕�̇�

=
(𝜖3 + 𝑛3)𝛤 ′(�̇� + �̇�)

𝛤 (�̇� + �̇�)
−
(𝜖3 + 𝑛3)𝛤 ′(�̇�)

𝛤 (�̇�)
+
𝜖3+𝑛3
∑

𝜏=1
ln(1 − 3�̂�𝑧,𝐷3

𝜏 ) = 0. (46)

2.6. Optimization method

The maintenance optimization problem here is complicated, involv-
ing nonlinearities, combinatorial relationships, and uncertainties, and it
is more efficient and feasible to use a heuristic algorithm to solve it. The
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Fig. 4. An illustration of different optimization processes in open-loop and reactive/closed-loop maintenance strategies.
ptimization method used to find the optimal solution is the Particle
warm Optimization (PSO) algorithm with constriction coefficient. PSO
lgorithm was first proposed in [47], with the advantages including
imple concept, easy implementation, robustness to control parameters,
nd computational efficiency [48]. The PSO algorithm has been widely
sed in solving maintenance optimization problems [49,50]. The algo-
ithm was originally inspired by the regularity of flocking activity of
irds, which led to a simplified model using swarm intelligence. After
hat, new elements are introduced to improve its performance, such as
onstriction coefficient [51]. Compared to the original PSO algorithm,
he particle converges over time due to a constriction coefficient. The
mplitude of a particle’s oscillation decreases as it concentrates on the
ocal and neighbourhood previous optimal points. The convergence of
he algorithm can be insured by using the constriction factor.
10
PSO has two primary operators: velocity update and position up-
date. At the beginning, initial random positions and velocities are
possessed to all the particles in the space. During each generation, every
particle moves towards its previous best position and the best position
found so far by the whole swarm. In iteration 𝜛, the position of 𝜆th
particle is changed as:

𝑥𝜆(𝜛) = 𝑥𝜆(𝜛 − 1) + 𝑦𝜆(𝜛), (47)

while the velocity of 𝜆th particle is updated as:

𝑦𝜆(𝜛) = 𝜂o
[

𝑦𝜆(𝜛 − 1) + 𝛽o1𝜐
o
1

(

𝑥IB𝜆 − 𝑥𝜆(𝜛 − 1)
)

+ 𝛽o2𝜐
o
2

(

𝑥GB𝜆 − 𝑥𝜆(𝜛 − 1)
)]

,

(48)
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Table 2
Failure and maintenance parameters for critical components.

Component Distribution parameters Maintenance cost (ke)
Scale (days) Shape Failure

replacement
Preventive
replacement

Basic repair

rotor and blade 3000 3 185 60 4
bearing 3750 2 45 15 1
gearbox 2400 3 230 75 5
generator 3300 2 60 20 1.5
pitch 1858 3 14 5 0.5
Table 3
Parameters for three types of maintenance vessels.

Vessel Mobiliza-
tion
cost (ke)

Daily
cost (ke)

Technician
number

Daily
technician
cost (ke)

HLV 57 50 8
0.6FSV – 18 4

CTV – 8 2
𝜂o = 2
|

|

|

|

2 − (𝛽o1 + 𝛽o2 ) −
√

(𝛽o1 + 𝛽o2 )
2 − 4(𝛽o1 + 𝛽o2 )

|

|

|

|

, (49)

where 𝛽o1 and 𝛽o2 are two acceleration coefficients, 𝜂o is constriction
oefficient, 𝜐o1 and 𝜐o2 are two positive random numbers uniformly
ampled from [0,1], 𝑥GB𝜆 is the neighbourhood best state found so far,
nd 𝑥IB𝜆 is the individual best state found so far.
The velocity and position of each particle is updated in iterations

here the position of each particle is evaluated by the Eqs. (47) and
48). This process repeats until the maximum iteration number to
apture the optimum solution. It is clarified that improving the perfor-
ance of the selected algorithm by varying configuration parameters
s also interesting but out of the scope of the study.

. Results and discussion

In this section, the proposed methods are applied to a generic
ffshore wind farm with a designed 20-year lifetime, located at the
orth Sea, the Northwest of the Netherlands. The farm consists of a
roup of five 3-MW wind turbines individually containing five critical
omponents. The technical parameters of each turbine are: (1) 3-blade
otor configuration, diameter 90 m; (2) hub height 80 m; (3) cut in
peed 3 m/s, cut-out speed 25 m/s, rated speed 12 m/s.
Failure and maintenance parameters are derived from the past

eports and papers [38,52–54], as listed in Tables 2 and 3. The unit
rice of power generation is 0.128 ke/MWh [55]. The daily wind
peed data for this location from 1979 to 2012 is available in Royal
etherlands Meteorological Institute (KNMI) [56]. The mobilization
ime is 21 days, and the repair time of failure replacement, preventive
eplacement, and basic repair is respectively 70 h, 50 h, and 6 h [53],
nd working shift is 12 h. The accuracy of the RUL technique is about
7.2% under the error parameter 𝜇PE and 𝛿SD are both 0.01, and the
alue of 𝜒PE and 𝜒SD are 0.02. The variance of maintenance quality is
.01. The value of 𝜇c and 𝜇t is 2, and 𝛿c and 𝛿t is 0.5.

.1. Computational results and comparative performance

A comparative study is performed to compare the performance
f five strategies in which assumptions and conditions are different.
he computation is implemented in Matlab®, using one node with 48
11
cores, 2x Intel XEON E5-6248R 24C 3.0 GHz, and 192 GB memory
at DelftBlue (TU Delft supercomputer) [57]. The parameter setting of
the PSO optimization method is: (1) maximum number of iterations is
40, the swarm size is 30; (2) acceleration coefficients 𝛽o1 and 𝛽o2 are
2.05, constriction coefficient 𝜂o is 0.73. The computation time for the
strategies using an open-loop approach is about 0.2 h. The time for each
other strategy is about 150 h, much higher than open-loop approach.
The reason is that the optimization is performed once in the open-loop
approach while the optimization is performed much more times in the
other strategies.

Below is a list of the five different maintenance strategies:

• O-K strategy: An open-loop maintenance strategy disregarding
wind farm states and uncertainty
This strategy demonstrates an ideal situation where the model
parameters are accurately known by the decision-maker, which is
an assumption commonly used in the existing maintenance mod-
els. Once the maintenance strategy is optimized at the beginning
phase, it will be implemented over the entire lifetime.

• O-U strategy: An open-loop maintenance strategy considering
uncertainty and disregarding wind farm states
A common situation in actual O&M is that the decision maker’s
information is deviated from the actual information. The inaccu-
rate parameters input into the model are: RUL accuracy is about
93.1%, under the value of 𝜒PE and 𝜒SD is 0.01; the variance
of maintenance quality is 0.001; the value of 𝛿c and 𝛿t is 0.3.
The determined strategy is also employed over the entire lifetime
without any adjustment.

• R-K strategy: A reactive maintenance strategy considering wind
farm states and disregarding uncertainty
A strategy similar to O-K strategy, supposes the model parameters
are known. The difference is that the decision-maker periodi-
cally updates the maintenance strategy. The number of decision-
making step is set as 𝑍 = 4. In other words, the maintenance
strategy is adjusted every five years according to the current
monitoring state of the wind farm. The prediction horizon for
decision-making steps gradually shrinks from 20 years to five
years.

• R-U strategy: A reactive maintenance strategy considering wind
farm states and uncertainty
Instead of the open-loop optimization method, the maintenance

strategy is also re-designed every five years. The decision-maker
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Fig. 5. Annual revenue losses versus different combinations of decision variables in O-K strategy.
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ignores the potential parameter uncertainties, only considering
the monitoring state of the wind farm and using the initial but
inaccurate parameters to optimize the maintenance strategy.

• C-U-A strategy: A closed-loop maintenance strategy considering
wind farm states and uncertainty-aware decision-making
The decision-maker has been aware of the model parameter un-
certainty and consciously change the strategy based on an up-
dated database containing historic O&M data and new cumulative
data. Until a sufficient amount of new data is collected, the
decision-maker cannot update the decisions as there is no basis to
support the update. The volume of data in the database expands
at a rate of 5% per year, and the strategy is updated every five
years in line with the expanded database.

The expected annual revenue losses in O-K strategy, as a function of
the maintenance thresholds and the number threshold of aged compo-
nents, are given in Fig. 5. The surface has convexity, indicating there
exists an optimal solution. By using the optimization model to solve the
optimization problem, the optimal combination of the decision vari-
ables is given by (0.451, 0.962, 4%). In O-K strategy, the parameters
in the model are accurate, thus the model output is the corresponding
optimal result 806.4 ke/year.

Fig. 6 shows the estimated annual revenue losses in O-U strategy. In
comparison with Fig. 5, the expectation of the revenue losses is lower
due to the inaccuracy of the model parameters. The optimal solution
(0.409, 0.925, 4%) corresponds to the minimum annual revenue losses
in the maintenance model. The actual performance of the solution is
estimated by inputting the solution into the wind farm system with
accurate parameters, given by 826.4 ke/year.

The revenue losses of R-K, R-U, and C-U-A strategies and a compar-
ison of five strategies are shown in Fig. 7. The annual revenue losses in
the strategies under unknown parameters are greater than the strategies
where the parameters are known accurately. This can be understood
that the inaccurate parameters induce negative influence on decision-
making, leading to a non-optimal solution and corresponding worse
performance. The benefits of reactive approach are mainly reflected
in two aspects. Firstly, the revenue loss decrease by 1.0% and 1.6%,
regardless of whether the parameters are known or not, and the perfor-
mance is better under unknown parameters. Moreover, compared with
the open-loop method, the negative impact of parameter uncertainty on
revenue losses is smaller, approximately 3.2% which is less than 3.7%.
12

t

R-K, R-U, and C-U-A strategies represent the best, the worst, and the
intermediate consequences if the maintenance strategy is periodically
adjusted. When decision-makers are aware of the potential uncertainty
in the model parameters, they will attempt to remove this uncertainty
in pursuit of the optimal consequence, which is represented by R-K
strategy. As shown in Fig. 7, a reduction around 1.8% has been realized
owning to the new collected data. A further reduction about 1.2% is
hopefully be achieved if more data are available to realize the ideal
case. As discussed before, O-U strategy is the situation the decision
maker is most likely to face in reality. In comparison to it, the C-U-A
strategy proposed in this study achieves a 3.4% reduction.

The O-K and O-U strategies assume that the model parameters are
known to the decision-maker, which is an ideal situation cannot be
realized up to now. However, this is the decision-making environment
pursued, where the prior knowledge is sufficient to support the esti-
mation of the parameters. On the contrary, the other strategies where
the original model parameters differ from the practical information
are more real O&M situations. Until more new data is added to the
database, it is difficult to make a judgement on how to adjust the
strategy. Once the enough amount of reliable data is accumulated, the
new decisions based on the updated parameters are able to achieve a
further cost reduction.

The O-K and O-U strategies adopt an open loop where the optimiza-
tion model is run once, so that only one optimal solution is obtained.
In R-K, R-U, and C-U-A strategies, the number of decision-making
step is set as four, indicating the global maintenance strategy consists
of four sub-strategies in one simulation. Hence a total of 4 × 400
optimizations are performed in each strategy, as the number of Monte
Carlo simulation is 400.

Fig. 8 illustrates the variety of the maintenance thresholds in C-
-A strategy. The number of the optimal combination of decision
ariables derived is 1600, belonging to four different phases, and the
uration of each phase is five years. In Fig. 8(a), the thresholds mostly
oncentrate in the range 0.38 to 0.48. The reason for the various
hresholds at first phase is that the PSO is a heuristic algorithm, so
he near-optimal solutions with close performance are obtained. Then
he range of fluctuation increases over time in the following phases.
n phase 4, the minimum thresholds even fluctuate from about 0.28
o 0.65. In addition, in the region composed of light blue dots at
ifferent phases, the shade of blue represents the concentration of the

hresholds. The graph shows that the thresholds become more diverse



Renewable and Sustainable Energy Reviews 184 (2023) 113535M. Li et al.

a
m

m
m
b
t
w

Fig. 6. Annual revenue losses versus different combinations of decision variables in the maintenance model in O-U strategy.
Fig. 7. Comparison of annual revenue losses of five strategies.
s the operational time increase, because the state of the wind farm is
ore various, and the thresholds are determined according to the state.
Fig. 8(b) reveals a similar trend: the maximum thresholds become
ore fluctuating. Compared to the minimum thresholds, the range of
aximum thresholds is smaller, around 0.92–0.98 in phase 4. That can
e explained by the different feature of these two thresholds. Minimum
hreshold 𝜓min is more relevant to the determination of major repairs,
hile maximum threshold 𝜓max controls the component replacement.

For different wind farm states, it is more cost-effective to adjust the
scope of application of the major repair rather than extending the
scope of replacement. It should be explained here that the value of the
third decision variable 𝜗 is always equal to 4%, because the case is a
small-scale offshore wind farm and the change of 𝜗 is not influential.

The comparison of annual revenue losses over the lifespan and dif-
ferent phases is shown in Table 4. The utilization of reactive approach
13
is able to reduce the cost in O-K strategy and O-U strategy from 806.4
ke/year and 836.4 ke/year to 798.0 ke/year and 823.3 ke/year in R-
K strategy and R-U strategy respectively. If the parameters are updated
in the process, the annual revenue losses further decreases from 823.3
ke/year in R-U strategy to 808.1 ke/year in C-U-A strategy.

Fig. 9 illustrates the annual revenue losses in different phases of the
wind farm. No matter the wind farm is maintained in which strategy,
the highest revenue losses always arise in the phase 2, followed by
phase 3 and phase 4, and the losses are always lowest in the first phase.
The reason for this situation is related to component failure modelling.
In this paper, Weibull distribution is used to randomly generate the
component lifetime, and the failure parameters determine the rough
time to failure. In the early phase of the wind farm, the components
are mostly in a healthy state. The impact of deterioration and failure is
therefore small, and the revenue losses are lowest. In the later phases,
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Fig. 8. Fluctuation of maintenance thresholds in C-U-A strategy.
Table 4
Comparison of different strategies in different phases of the wind farm.

O-K strategy O-U strategy R-K strategy R-U strategy C-U-A strategy

Revenue loss
(ke/year)

Phase 1 723.0 732.4 722.2 733.8 731.2
Phase 2 886.1 914.7 881.4 906.4 900.3
Phase 3 824.1 856.2 815.9 840.4 824.8
Phase 4 792.4 842.1 772.4 812.4 776.1
Lifespan 806.4 836.4 798.0 823.3 808.1
especially the phase 2, the ageing of the wind farm leads to a peak
in maintenance, so the revenue losses are higher. Then after that, the
state of the wind farm improved and therefore the losses in phase 4 are
relatively low.

From the beginning to the end, O-U strategy always lead to the
highest revenue losses, and R-K strategy gives the best performance.
In phase 1, the performance of O-K, R-K is similar, and the results in
O-U, R-U, and C-U-A are close. The slight deviations in the calculation
results are due to the randomness in the simulation. In this phase,
the implemented strategy is determined at the beginning, and the
14
uncertain parameters induce a higher revenue losses. In phase 2, C-U-
A strategy is located in the midstream. With the continuous revision of
the parameters, its performance gradually surpasses R-U strategy and
finally approaches R-K strategy.

3.2. Practical implications of this study

The results are relevant and beneficial for decision-makers and
practitioners in wind energy industry. The maintenance strategy is
recognized as health management criteria providing decision-makers
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Fig. 9. Change of annual revenue losses of five strategies in different phases.

basis to determine when maintenance cycles are triggered and which
component requires what kind of maintenance. It is known that the
availability of RAM data has been the biggest challenge bringing about
obstacles in O&M studies of wind energy. Without accurate and precise
information, maintenance decisions are determined on the basis of
unreliable data, which may lead to sub-optimal or even inappropriate
strategies.

The introduction of advanced condition monitoring and fault pre-
diction technologies has the capability to provide high quality data and
wind farm state to assist the decision-maker to determine maintenance
strategies. This paper shows that a sound maintenance strategy cannot
be determined at one blow. It is beneficial to periodically adjusting
the maintenance strategy according to the monitoring state of the wind
farm and new data. Instead of a static and fixed one, the maintenance
strategy should be more flexible and dynamic. A closed-loop approach
can help the wind farm owners or operators to reduce revenue loss and
gain more profit. The value of information and the significance of a
reliable RAM database is revealed.

The case study is set as a five-turbine wind farm in this research. In
the future, offshore wind farms will be large-scale. The improvement
in small wind farms is relatively insignificant, as the overall state
is not very various and the dependence on parameters is not strong
enough. Considering the offshore wind farm tend to be much bigger in
the future, the potential of the proposed method in terms of reducing
revenue loss is expected to be more significant.

In addition, it can be noticed that the negative influence which non-
optimal solutions bring about is not so notable. It can be attributed
to the benefits of the applied preventive opportunistic maintenance
strategy, where most of the maintenance actions are performed before
the component failure. Variations in thresholds control the range of
maintenance. Higher thresholds lower the number of the components
subject of maintenance, indicating that the corresponding maintenance
costs are lower. However, less maintenance is not beneficial to the wind
farm state, perhaps result in more failure in the future. The results are
the opposite when the thresholds are lower. In other words, changing
thresholds is a double-edged sword. That can explain the revenue losses
are not very sensitive when slightly changing the combinations of
thresholds. In other words, the application of the maintenance strategy
using the failure prognosis of component as the decision basis is robust
and reliable from the perspective of economics.

However, there are still limitations in the current research. More
future work is still necessary in order to improve the proposed method
and gain further insight into its impact. The proposed closed-loop
process brings much higher workload than the open loop as hundreds
15

–

of optimizations have to be performed. Even though this research was
carried out with the help of the supercomputer, the size of the offshore
wind farm in the case study is still relatively small, only five turbines.
One of the significant future trends of offshore wind energy is the
wind farm size will become larger. It would be a feasible direction to
ease the heavy workload in simulation and test the performance on a
large offshore wind farm. In addition, much of the RAM data in wind
farm databases may be incomplete, dubious, and redundant in reality.
For instance, the failure data may be right-censored, interval-censored,
and left-censored. In this paper, the new data used to update model
parameters is assumed to be clean and well-prepared. Efforts should be
made to introduce more data in real cases. Finally, the amount of new
data per year as a percentage of the size of the original database, and
the interval between updates for the maintenance strategy are fixed
in the paper. More research should be done to answer the questions,
such as ‘Is it more cost-effective to update the maintenance strategy
more or less frequent?’ and ‘Is there any better solution to adjust the
maintenance strategy when the amount of the new data is limited?’.

4. Conclusions

The development of new real-time monitoring and fault prediction
for offshore wind turbine systems creates the opportunity to understand
the wind farm state more accurately and to build a more complete
RAM database. The existing maintenance models for wind energy typ-
ically employ an open-loop or reactive approach to determine the
maintenance strategy which assumes the model parameters are known
and ignores the changes in the entire wind farm states, resulting in
irrational and ineffective strategies.

This paper proposes a closed-loop maintenance strategy optimiza-
tion approach to deliver feedback information and connect the offshore
wind farm system, the maintenance model, and the optimization model.
The maintenance optimization problem is decomposed into a finite
sequence of sub-problems which cover multiple time periods. During
this process, the database used to derive the model parameters is
expanded to gradually eliminate uncertainty in model parameters.
The maintenance strategy consisting of a series of sub-strategies is
intentionally designed for the specific wind farm state and the updated
database.

The proposed method is applied to a generic offshore wind farm
located at North Sea to test its performance in terms of revenue losses.
The five strategies in the comparative study have revealed that a
reactive maintenance strategy which captures the changeable wind
farm state is more cost-effective than conventional open-loop mainte-
nance strategies, reducing about 1.6% of revenue loss. A closed-loop
maintenance strategy which further exploits feedback from offshore
wind farm system to mitigate model parameter uncertainty reduces
about 3.4% of revenue loss in comparison to open-loop strategies. The
results also revealed that the range of fluctuations in maintenance
thresholds enlarges over time. It can be explained that the decision-
making horizon is gradually shrinking, meanwhile the subsequent wind
farm state is more various compared to the original state. Moreover,
the revenue loss is various in different phases, from the beginning of
operation until the end-of-life phases, representing the change in wind
farm state under the maintenance strategy.
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