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Abstract 

“Cognitive control” refers to the ability to regulate thoughts and actions in the 

service of goals or plans (Braver, 2012). Coordination between the central and 

peripheral autonomic nervous systems (ANS) maintains arousal and attention levels, 

which are essential for effective cognitive control. Diamond (2013) proposed a 

cognitive control model that builds on three core cognitive functions: cognitive 

flexibility, inhibitory control, and working memory. Abnormality in active inhibitory 

cognitive control is implicated in a broad range of psychiatric and personality 

disorders, including schizophrenia, attention deficit hyperactivity disorder (ADHD), 

impulsivity, and substance abuse, among many others. Transcranial direct current 

stimulation (tDCS) and cognitive training are two neuromodulation techniques which 

have the potential to modulate cortical functions to introduce long-lasting neuronal 

plasticity. The antisaccade task is a visual inhibitory control task frequently used to 

assess cognitive control. It requires the participant to suppress an automatic 

stimulus-driven saccadic eye movement and instead make a goal-driven saccade in 

the opposite direction. 

In this thesis, by conducting two separate studies, we used the antisaccade 

task to examine the effect of tDCS and computerised cognitive training on inducing 

neuroplastic changes for the oculomotor control network (OCN). Chapter 

1¢introduces relevant concepts to the subject of this thesis with a technical account 

of the methods used. The details of the first study are discussed in Chapter 2 - 

Chapter 4, where we used eye-tracking during antisaccade performance with the 

continuous assessment of cortical activity using Magnetoencephalography (MEG). 

Chapter 2 will discuss the short-term neuroplastic changes introduced by the tDCS on 

the functional connectivity within the resting state networks assessed using MEG. We 

found evidence of increased connectivity following the engagement in the 

antisaccade task for both active tDCS and sham conditions, but with different spatial 

patterns. Following tDCS delivered over the frontal cortex, there was increased 

connectivity with the frontal cortex. In contrast, in the sham condition there was 

increased connectivity with the posterior cortex. The effects of tDCS stimulation on 
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the ANS activity during the task performance were further assessed via pupillometry 

as a measure of Locus Coeruleus (LC) activity in Chapter 3. Our results showed that 

faster pupil dilation, reflecting increased arousal and sympathetic activity, was 

associated with faster saccade reaction times. In Chapter 4, we investigated the 

immediate effects of tDCS stimulation on the cerebral cortex during active cognitive 

inhibition followed by a correct saccadic response. The tDCS introduced 

neuromodulatory changes in the putative Alpha and low-Beta band during the 

anticipatory and post-stimulus periods, reflecting enhanced cortical engagement in a 

task-beneficial pattern. 

Chapter 5 reports on the second study in which we used functional magnetic 

resonance imaging (fMRI) to evaluate the neuromodulatory effects of prolonged 

computerised cognitive training games (RECOGNeyes) on the resting state functional 

connectivity of the OCN and pupil dilation. Following gaze-control training, the 

connectivity within the left hemisphere was strengthened, while the intra-right 

hemisphere and the interhemispheric connectivity were diminished. Chapter 6 

provides a summary of the findings and concluding remarks. Our result furthers our 

knowledge of the processes involved in the performance of the antisaccade task, the 

mechanisms of action and the neuroplastic effects of two neuromodulation 

techniques. However, the exact mechanisms underlying these methods' beneficial 

effects demand further exploration. 
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Chapter 1 Introduction  

In this chapter, I will introduce principles of importance to the subject of this 

thesis. It will explore the concepts of neuroplasticity, neuromodulation methods, and 

the relevance of neuromodulation as a therapeutic tool. Then, I will review cognitive 

processing and control, introducing the antisaccade task and the oculomotor control 

network. Next, I’ll describe the methods of measuring neural activity and networks.  

1.1 Neuroplasticity 

The nervous system has an innate ability to cope with the persisting internal 

and/or external stimuli by modulating its synaptic structure, connections and/or 

function (Mateos-Aparicio and Rodríguez-Moreno, 2019, Jackson et al., 2006). A 

healthy balance between the excitatory glutamatergic and the inhibitory GABAergic 

systems regulates this neurodevelopmental process (Sears and Hewett, 2021, Perica 

et al., 2022). These different neuroplastic modulations can either potentiate the 

synaptic efficacy of the circuit or depress it. The resulting modulatory effect could last 

for a short-term (milliseconds to several minutes) or a long-term (hours to days). Each 

modulation type is achieved via a different mechanism and serves a distinct 

physiological purpose (for review, see (Zucker and Regehr, 2002, Malenka and Bear, 

2004, Citri and Malenka, 2008)). 

Despite various forms of neuroplasticity, most converge to alter calcium 

membrane permeability and concentrations at the presynaptic, synaptic, or 

postsynaptic level (Chindemi et al., 2022, Lisman, 1989). The arrival of action 

potential to the presynaptic membrane opens the voltage-gated channels of calcium 

that permit the influx of calcium ions. The presynaptic increase in calcium 

concentration facilitates neurotransmitters’ vesicle release into the synaptic cleft. 

The modulation of presynaptic calcium ions concentrations is circuit dependent and 

is correlated with the level of synaptic enhancement or depression in the short-term 

forms of the neuroplasticity (Zucker and Regehr, 2002). 

Conversely, long-term neuroplasticity is under the glutamatergic system 

regulation via the postsynaptic voltage-dependent N-methyl-D-aspartate receptor 
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(NMDAR) calcium influx (Gasiorowska et al., 2021). The activation of the NMDAR 

requires prior postsynaptic depolarisation by the activated AMPAR (α-amino-3-

hydroxy-5-methyl-4-isoxazole propionic acid receptor) (Citri and Malenka, 2008). This 

neuroplasticity form has gained more interest in the research field than any other 

form of plasticity. It has been associated with hippocampus memory consolidation 

and Hebbian learning theory. Hebbian learning theory proposes that long-term 

potentiation (LTP) or depression (LTD) is enhanced by a correlated activation 

between the presynaptic and postsynaptic neurons (Lynch, 2004, Munakata and 

Pfaffly, 2004). 

1.2 Neuroplasticity and mental health 

Neuroplastic processes are maintained by a continuous interaction between 

epigenetic (nature) and activity-dependant (nurture) factors to produce more 

efficient functional networks by strengthening or eliminating synapses (Friston, 1998, 

Clayton et al., 2020, Markham and Greenough, 2004). Epigenetic factors regulate the 

activation and inhibition of inherited genes responsible for the neurogenesis, 

synaptogenesis and pruning processes from conception through adulthood. On the 

other hand, activity-dependent neuroplasticity results from either spontaneous 

intrinsic activity in a neural network or elicited by an experience with the surrounding 

environment (experience-driven) (Markham and Greenough, 2004).  

Abnormalities in the neuroplastic processes could develop into several mental 

disorders. For example, Feinberg (1982) proposed that an abnormality in the synaptic 

pruning process, which leads to partial dysconnectivity (Friston, 1998, Friston et al., 

2016), is an underlying cause of the symptoms of schizophrenia. The theory received 

support from several lines of evidence, including; A) post-mortem synaptic density 

analysis showing a decreased synaptic density in the temporal and frontal lobes 

(Garey et al., 1998, Berdenis van Berlekom et al., 2020), B) reduced cortical grey 

matter volume and gyrification index in the temporal, frontal regions (Rapoport et 

al., 1999, Rosa et al., 2021), C) reduced synaptic protein (synaptophysin) in the 

hippocampus and frontal regions (Osimo et al., 2019) (for a detailed review see 

(McGlashan and Hoffman, 2000, Howes et al., 2023)).  
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These structural abnormalities are reflected in measures of functional 

connectivity. Li et al. (2019) conducted a meta-analysis comparing the resting state 

functional connectivity of 2,567 healthy control and 2,588 schizophrenia patients 

using an independent component analysis. The authors concluded that schizophrenia 

patients exhibited diffuse hypoconnectivity in several key cortical hubs, including 

temporal and frontal regions (Li et al., 2019). Moreover, the observable functional 

connectivity changes in the DMN are highly correlated with symptom severity (as 

measured by the positive and negative syndrome scale (PANSS)) (Tang et al., 2013), 

which could be used as a treatment response predictor (Mehta et al., 2021). 

Although the samples examined in the work of this thesis are not clinical 

samples, it aims to examine the underpinning mechanisms of neuroplastic changes 

associated with neuromodulation techniques that could be used as treatment 

options for mental disorders.  

1.3 Neuromodulation 

Neuromodulation is becoming an essential tool to appreciate the complexity 

underpinning mental processes, to restore an impaired neuronal function as a 

prosthetic device, and to provide a possible alternative treatment strategy for 

psychiatric illnesses (Lewis et al., 2016, Luan et al., 2014). Neuromodulators are 

innovative techniques that grant scientists in-vivo interaction with the human brain. 

It introduces a reversible modulation to the brain’s structure and function. The term 

neuromodulation encompasses a wide range of interventional methods. Thus, it is 

suitable for this thesis to consider the use (continuous or intermittent) of a 

controllable clinical intervention (non-invasive, invasive, or pharmacological), which 

produces functional changes in a neuronal network (central or peripheral) as a tool 

of neuromodulation (Sakas et al., 2007, DeFelipe and Fariñas, 1992, Holsheimer, 

2003, Nadim and Bucher, 2014, Horn and Fox, 2020). The neuromodulation source 

can be either intrinsic or extrinsic relative to the neural circuit’s level (Katz and Frost, 

1996, Salvador et al., 2021, Nadim and Bucher, 2014). Extrinsic neuromodulators are 

further classified based on the approach used to; a) chemical, b) acoustic, c) electric, 

d) magnetic, e) thermal, or f) optogenetic neuromodulators (for a comprehensive 



 20 

review, see (Luan et al., 2014)). Neuromodulators can potentially introduce long-

term changes to the structure and function of the involved cortical regions (Jackson 

et al., 2006), which, with proper use, would produce beneficial outcomes for mental 

health and interested parties of the general population. 

Among the approved neuromodulation techniques for the treatment of 

mental disorders is deep brain stimulation (DBS). DBS is an invasive neuromodulation 

method which requires the implantation of stimulation electrodes into predefined 

target cortical regions. Then implanted electrodes are connected to an external pulse 

generation device responsible for delivering the stimulation program. It is a current 

treatment option for patients suffering from movement disorders (Schwalb and 

Hamani, 2008, Udupa and Chen, 2015), major depression (Puigdemont et al., 2015), 

and epilepsy (Li and Cook, 2018). However, there is a significant increase in suicidal 

rates associated with the use of DBS and the risks associated with the surgical 

electrode implantation procedure, including infections, electrodes misplacement, 

lead fractures and skin erosion (Appleby et al., 2007, Hamani and Lozano, 2006). 

Recently, electroconvulsive therapy (ECT) was reclassified from a high-risk to 

a moderate-risk treatment device in cases of treatment-resistant depression by the 

Food and Drug Administration (2018). ECT is a non-invasive neuromodulation 

method with proven efficacy in treating mood disorders (Lisanby, 2007) and 

schizophrenia (Tharyan and Adams, 2005). The main factors limiting the use of ECT 

are the moderate risk associated with ECT, the required clinical settings, the stigma 

associated with ECT, and the limited knowledge of the ECT mechanisms of action 

(Espinoza and Kellner, 2022). 

Repetitive transcranial magnetic stimulation (rTMS) is a non-invasive brain 

stimulation tool that induces an electrical current in the brain tissue by applying a 

focal repetitive magnetic (Gaynes et al., 2014). This induced neuronal depolarisation 

depends on different parameters of the applied rTMS, which results in an LTD or LTP 

(Rossi et al., 2009, Rossi et al., 2021). In 2007, The Food and Drug Administration 

approved the application of rTMS over the left dorsolateral prefrontal cortex (DLPFC) 

as a treatment regime for Major Depression Disorder (MDD) and treatment-resistant 
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MDD (Lan et al., 2016, Gaynes et al., 2014). Furthermore, using rTMS effectively 

induces structural cortical change by increasing the grey matter volume of the right 

angular gyrus, left anterior cingulate cortex, left superior temporal gyrus and left 

insula (Lan et al., 2016). Theta burst stimulation (TBS) is a modality of rTMS that 

entails three high-frequency (50 Hz) bursts of pulses repeated in the range of theta 

oscillation (5 Hz) (Ni et al., 2017). TBS has the advantage of achieving the desired 

outcome (LTP or LTD) in a shorter time window and with better accuracy depending 

on the parameter used (intermitted or continuous) (Chung et al., 2015). However, 

the use of TMS requires advanced training, specialised clinical equipment and brain 

imaging for precise stimulation.  

Transcranial direct current stimulation (tDCS) is a non-invasive brain 

stimulation tool which utilises a weak direct current ranging from 1 – 2 mA applied 

via scalp electrodes. The applied current modulates cortical excitability in a polarity-

dependent manner. Anodal stimulation increases cortical excitability, and cathodal 

stimulation hyperpolarises it (Stagg et al., 2009). The cortical oscillations exhibit 

different modulation patterns for the applied current (Antal et al., 2004). A gathering 

of evidence implies the effectiveness of tDCS in modulating the resting state 

functional connectivity (Sehm et al., 2012, Keeser et al., 2011).  

Notturno et al. (2014) compared the effect of three separate anodal tDCS 

stimulation sessions to cathodal stimulation and sham condition over the primary 

motor area. They measured changes in event-related spectral perturbation (ERSP) to 

a finger-tapping task before and after the tDCS session. Their anodal stimulation 

increased the low Alpha and Beta bands event-related desynchronisation compared 

to the sham and cathodal tDCS. Moreover, Stagg et al. (2011) examined the effect of 

timing tDCS before or during the task on motor learning between anodal, cathodal 

and sham conditions. Their results showed a significant modulatory effect of anodal 

tDCS during sequence motor tasks on shortening the time required to learn the task 

compared to cathodal stimulation and sham condition. There was no effect of tDCS 

before task performance on their behavioural results, which indicates that tDCS 

modulates the active cortical components during the stimulation. These modulatory 

effects are mediated via the NMDAR LTP and LTD effects (Nitsche et al., 2003, 
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Liebetanz et al., 2002) and result in the modulation of GABA (γ-Aminobutyric acid) 

and Glutamate neurotransmitters (Stagg et al., 2009). The produced modulation has 

a prolonged aftereffect lasting for a few days and, in some cases, weeks after tDCS 

has ceased, indicating a strengthening of synaptic transmission (for detailed review 

(Stagg and Nitsche, 2011)). However, solid conclusions regarding tDCS efficacy and 

mechanism of action cannot be drawn from the available literature. 

1.4 Measuring neural activity 

There are several methods to measure neural activity. These techniques could 

be invasive implantation of microelectrodes or patch-clamping neurons providing 

high-temporal and spatial resolution of neuronal activity with the cost of direct 

neuronal and cortical damage (Bjornsson et al., 2006, Biran et al., 2005). On the other 

hand, non-invasive techniques do not cause tissue damage and could provide either 

high-temporal or spatial resolution at the expense of the other. In the following 

sections, we will discuss two non-invasive methods used in this thesis to measure 

neural activity.  

1.4.1 Neural oscillations and magnetoencephalography 

The electrical neural activity in the brain produces measurable scalp 

oscillations. The measured electrical signal is produced by the potential electrical 

change of the extracellular environment associated with the synchronous activity of 

hundreds of neurons arranged in a perpendicular array to the cortical surface, 

primarily in cortical layers V and III. Although the cortical pyramidal cells are believed 

to be the primary source of the measured signals, their activity is highly modulated 

by a different subcortical structure, such as the thalamus (Jackson and Bolger, 2014, 

Portillo-Lara et al., 2021, Hallez et al., 2007, Buzsáki et al., 2012). These oscillations 

are categorised into five frequency bands: Delta (1-4), Theta (4-8), Alpha (8-13), Beta 

(14 - 30 Hz), and Gamma (> 30 Hz) (Cole and Voytek, 2017, Marzbani et al., 2016), 

which are measured using electroencephalography (EEG) or 

Magnetoencephalography (MEG). Modern EEG systems employ an array of 
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electrodes placed over the scalp to record the fluctuating voltage differences 

between the volume conducted electrical fields at predefined scalp positions.  

Rather than measuring the scalp’s electrical potential changes, D.S. Cohen 

(1968) successfully measured the subtle magnetic fields surrounding human subjects’ 

heads using a magnetoencephalography (MEG) system with a single superconducting 

quantum interference device (SQUID). With further developments, modern MEG 

systems are now equipped with over 250 SQUIDs submerged in cooling liquid helium 

measuring the subtle magnetic field changes surrounding the scalp. The MEG 

employs the electromagnetic principles explained by Maxwell’s equation and 

Ampère’s law, which states that changes in electrical current generate a circulating 

magnetic field. The induced magnetic fields cross the meninges, skull, and scalp layers 

unaltered. This feature gives MEG the advantage of high spatial resolution down to 

the millimetre scale of the neuronal activity (for details, see section 4.1) (Troebinger 

et al., 2014) (for review, see (Proudfoot et al., 2014, Schwartz et al., 2010, Hämäläinen 

et al., 1993, Gross, 2019)).  

Functional network findings from the BOLD fMRI signal have recently been 

translated to EEG/MEG analysis (Brookes et al., 2011b, De Pasquale et al., 2010). The 

resting state connectivity patterns observed using BOLD are best represented by 

correlation patterns in the Beta band (Brookes et al., 2011a, De Pasquale et al., 2012). 

This transition of functional connectivity analysis to MEG is associated with a 

substantial increase in the possible extractable information. MEG data has greater 

temporal resolution allowing the evaluation of instantaneous connectivity changes 

within the network compared to the fMRI. Moreover, neuronal oscillations grant a 

more comprehensive range of analyses as the measured neurophysiological signal 

encompasses five primary frequency bands. Each frequency independently relates to 

certain physiological functions and has multiple distinct parameters (e.g. amplitude, 

phase, amplitude envelopes) (Başar, 2013). 

The Delta band reflects motivational system involvement (limbic regions) and 

deep sleep status. Theta band prevails in emotion regulation and memory processing 

(Knyazev, 2007). The increase in the Alpha band amplitude is associated with 
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suppressing the visual attention (Foxe et al., 1998) and active inhibition of the 

visuospatial distractors (Kelly et al., 2006). It disengages task-irrelevant cortical 

regions (Jensen and Mazaheri, 2010).  

On the other hand, Beta band activity in the somatosensory area is related to 

the active control and delaying of the movement initiation (Khanna and Carmena, 

2017). It shows decreased amplitude in conditions with active motor movements and 

increased power when movement inhibition or postural maintenance is required 

(Chakarov et al., 2009). Moreover, the Beta band demonstrates increased activity in 

conditions associated with the top-down attentional processing (Kamiński et al., 

2012, Saleh et al., 2010) (for review of Beta band functional roles, see (Engel and 

Fries, 2010)). A communication through coherence (CTC) theory proposes that the 

Alpha and Beta bands mediate the active top-down influence of distant cortical 

communication, which activates remote local cortical circuits (Fries, 2015).  

1.4.2 Functional magnetic resonance imaging and functional networks 

Ogawa et al. (1990) were the first to describe Blood Oxygenation Level-

Dependent (BOLD) MRI changes related to blood flow in the brain. These changes in 

the BOLD signal represent the regional cortical processing capacity (Logothetis et al., 

2001). As the regional neural activity increases, so does its oxygen and glucose 

consumption, which causes an increase in blood flow to the active neural regions. 

This increased blood flow and associated deoxyhemoglobin rise are measured using 

the BOLD signals in fMRI within a 2 seconds time window of the actual neural activity 

(Kim et al., 1997) (for an extensive review, see (Heeger and Ress, 2002, Logothetis, 

2008, Amaro and Barker, 2006)). 

The growing evidence using the fMRI as a measure of neuronal function 

suggested the presence of BOLD activation patterns involving several brain regions 

during cognitive task performance or resting state with many mental disorders. This 

evidence indicates the existence of different functional correlation patterns that 

reflect functional cortical connectivity. Functional connectivity is evaluated using a 

statistical correlation between the neurophysiological time courses of a particular 
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event. These functional correlations either reflect the sequential temporal influence 

of one cortical region activity on another (effective connectivity) or represent the 

presence of temporal coactivation patterns between distinct regions regardless of 

evidence of influence (functional connectivity) (Friston, 1994)  

Biswal et al. (1995) first reported resting-state functional connectivity. They 

reported a resting state’s time-course correlation for the measured BOLD signal in 

the sensorimotor cortex in the left and right hemispheres. The replication of this 

finding increased the confidence in the used fMRI functional connectivity analysis 

methods (Cordes et al., 2000, Xiong et al., 1999). It led to the demonstration that 

resting-state functional connectivity can be observed within networks engaged in 

cognitive processes including the visual, language (Cordes et al., 2000), auditory 

(Hampson et al., 2002), and attention (Fox et al., 2005) processing.  

Based on a comparison of brain activity patterns in the resting state with that 

during various tasks, Raichle et al. (2001) proposed the presence of an organised, 

baseline default mode of brain function that is suspended during specific goal-

directed behaviours. The brain regions involved in a proposed pattern of resting state 

activity included midline frontal and parietal regions and bilateral angular gyrus. 

Subsequently, Greicius et al. (2003) used fMRI to demonstrate functional connectivity 

between these brain regions in the resting state. They proposed the existence of a 

default mode network (DMN) active prominently during rest locked to the posterior 

cingulate cortex (PCC), which was a consistent pattern confirmed across other 

samples (Damoiseaux et al., 2006, De Luca et al., 2006).  

Fox et al. (2005) described a second network with inversed correlation to the 

DMN. It exhibited resting-state functional activity between regions engaged during 

attention-demanding tasks, including the intraparietal sulcus, frontal eye field (FEF), 

dorsal lateral prefrontal cortex (DLPFC), ventral prefrontal cortex and insula. For this 

reason, they called it the task-positive network. Their DMN network was reported to 

involve the medial prefrontal, lateral parietal and posterior cingulate cortex, 

consistent with the defined DMN by Raichle et al. (2001).  
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These findings were extended further by Seeley et al. (2007). They reported a 

significant correlation between anxiety and functional connectivity in a salience 

network of reward, emotion and conflict processing centres. The primary cortical 

regions implicated were the frontal insula and anterior cingulate cortex. Both regions 

have extensive connectivity to the limbic lobe and other subcortical structures. 

Moreover, their report on the executive control system (central executive network 

(CEN) / task-positive) was consistent with Fox et al. (2005) task-positive network, 

including the frontoparietal regions, DLPFC, ventrolateral PFC, intraparietal sulcus 

and superior parietal lobules. Seeley et al. (2007) reported an inverse correlation 

between the functional connectivity in the executive control network and task 

processing time. Interestingly, there was no association overlap between anxiety 

level and executive control network or between task performance and salience 

network connectivity, which confirms the functional dissociation between these 

networks. This evidence and others (Menon, 2011, Hamilton et al., 2013, Hampson 

et al., 2006) suggest that typical human attention, emotion, cognitive and executive 

functions are modulated by the interaction of three major networks out of 17 

detectable functional networks using fMRI (Yeo et al., 2011). These three networks 

are the DMN, CEN and the salience network. 

The DMN is the prevailing network at rest and is related to the self-appraisal 

processes (Raichle et al., 2001, Raichle, 2015). Abnormal DMN connectivity is 

documented in mental disorders with increased internal mentation processes, such 

as major depressive disorder (MDD), Autism, and schizophrenia (Brakowski et al., 

2017, Sheline et al., 2009, Nixon et al., 2014). The CEN is the active network during 

active cognitive processing and goal-directed behaviour (Menon, 2011). Abnormal 

CEN connectivity was reported in autism during resting state and in psychosis during 

active task performance (Sarpal et al., 2022). The salience network activity grants the 

active switching between the network, which depends on the interoceptive 

integration of memories and goals with the external environment conditions. 

Disturbances in the salience network have been associated with anxiety, addiction, 

and schizophrenia (Sridharan et al., 2008, Seeley et al., 2007, Kühn et al., 2012).  
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Table 1.1 The three primary functional resting state networks, their abnormalities, and primary cortical 
nodes. mPFC: medial prefrontal cortex, PCC: posterior cingulate cortex, dACC: dorsal anterior cingulate 
cortex, DLPFC: dorsolateral prefrontal cortex, dmPFC: dorsomedial prefrontal cortex, FEF: frontal eye 
fields, PPC: posterior parietal cortex.

 
Default Mode 
Network 

Salience Network Central Executive Network 

Function 

Self-referential 
processing. 
Mind wandering. 
Emotion regulation 

-Processing of salient 
stimuli. 
-Switching active 
network according to 
functional demand 

Implicated in cognitive 
functioning and including 
attention and working 
memory. 

Abnormality 
MDD, Autism, 
schizophrenia 

Addiction, anxiety, 
schizophrenia 

Psychosis, autism 

Cortical 
Regions 

- mPFC 
- PCC 
- Precuneus 
- Lateral parietal 

cortex 

- dACC 
- Insula 
- Temporal pole 

- DLPFC 
- dmPFC 
- FEF 
- PPC 
- Paracingulate 

Figure 1.1 Triple network model of psychopathology. The three major resting state networks and the 
resulting psychopathological symptoms relating to abnormal connectivity. AI: anterior insula, PI 
posterior insula, ACC: anterior cingulate cortex, PCC: posterior cingulate cortex, vmPFC: ventromedial 
prefrontal cortex, dlPFC: dorsolateral prefrontal cortex, PPC: posterior parietal cortex. Reprinted from 
(Menon, 2011) with permission from Elsevier. 
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1.5 Cognitive processing and attention networks 

Cognitive processing is the ability to perceive, process, store information, and 

execute behaviour (Eysenck and Keane, 2020). These mental processes are 

categorised into two main categories: bottom-up (lower-order) and top-down 

processes (higher-order). The bottom-up processes refer to the reflexive behaviours 

elicited by perceived sensory input that engages the attentional system. A noticeable 

change in the environment first orients the attention system towards its sensory 

modality, which increases the alertness state to identify a stimulus (target) allowing 

faster execution of a reflexive response to that stimulus (Posner, 1980, Petersen and 

Posner, 2012). Each of the orienting, alerting and target detection processes activates 

a subset network of cortical regions that are part of the more extensive functional 

attentional network using different neurotransmitters (Posner and Rothbart, 2007). 

The top-down processes reflect the active-willed controlled execution of behaviour 

to achieve pre-planned goals, which is referred to by many as the cognitive control 

(Miller and Wallis, 2009). The next two sections will introduce the attentional 

networks and the cognitive control process.  

1.5.1 Arousal and attentional networks 

The orientation process begins with an initial phase of a covert attention 

orientation towards the modality and the location of a salient environmental 

stimulus, which is followed by an overt orientation of attention. Both processes 

activate distinct cortical regions using the neurotransmitter acetylcholine (Posner 

and Rothbart, 2007) and exhibit a specific increase in the Gamma and Beta band post-

spatial cue presentation (Fan et al., 2007). The covert orientation attention process 

creates a spatial map to detect relevant stimuli without executing physical 

movements (Corbetta and Shulman, 2002). It is believed to take place in the frontal 

and parietal eye fields (FEF and PEF, respectively) (Fan et al., 2005), which jointly form 

the dorsal attentional network (DAN) (Corbetta and Shulman, 2002). Overt 

orientation (or reorientation) is a goal-dependent motor movement to bring the 

stimuli into the focus of the attention (Rizzolatti et al., 1987). It is associated with 

activity in the temporoparietal junction, supramarginal gyrus, superior temporal 
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gyrus, superior temporal sulcus, anterior cingulate cortex, and the ventral and medial 

frontal cortices. These cortical regions jointly form the ventral attentional network 

(VAN) (Petersen and Posner, 2012, Fan et al., 2005, Corbetta et al., 2008). 

Posner and Petersen (1990) described alerting as “the ability to prepare and 

sustain alertness to process high-priority signals”, referring to a preparatory process 

that follows orienting attention towards sensory input of interest and precedes target 

detection and response execution. The alerting network uses norepinephrine to 

connect between its brain regions that include the locus coeruleus (LC), right frontal 

and parietal cortices (Posner and Rothbart, 2007). Its activation is associated with 

decreased Theta, Alpha and Beta bands power 200-450 post-cue presentation (Fan 

et al., 2007). Norepinephrine (NE) evokes specific excitation or inhibition states in the 

target region via the activation of physiologically and histologically different 

adrenergic neuroreceptors (for detailed review, see (Berridge, 2008, Berridge and 

Waterhouse, 2003)). The sole source of noradrenergic in the cerebral cortex is the LC, 

which has extensive projections to cortical and sub-cortical regions to regulate 

arousal levels.  

Furthermore, the alertness state decreases response time by increasing 

sensitivity to detectable targets, but with the cost of an increased error rate (Posner 

and Petersen, 1990). According to Yerkes-Dodson law, an optimum level of arousal is 

required to achieve peak performance in a relationship illustrated by an inverted U-

curve (Figure 1.2) (Yerkes and Dodson, 1908). A similar relationship is observable 

between the LC-NE activity and cognitive task performance (Aston-Jones and Cohen, 

2005, Howells et al., 2012, Aston-Jones et al., 1999). Low arousal causes drowsiness, 

inattention, and sleepiness, and increased arousal is associated with high 

distractibility, anxiety and acute stress (Berridge, 2008, Sara and Bouret, 2012). This 

indicates that arousal levels induced by LC modulate the alerting network activity to 

effectively deploy attentional resources (Petersen and Posner, 2012, Aston-Jones et 

al., 1999), which we aim to consider in this thesis.  
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The adaptive gain theory postulates that the LC has two modes of activity in 

response to sensory stimuli: tonic and phasic (Aston-Jones and Cohen, 2005). The 

tonic mode is the baseline activity that promotes environment exploration and the 

search for salient stimuli and represents baseline arousal levels. An optimum level of 

tonic mode is a prerequisite for effective transition and activation of the phasic mode 

(Howells et al., 2012). The phasic mode represents bursts of LC activity promoting the 

exploitation of a salient stimulus by a behavioural response. Activation of the phasic 

mode precedes the behavioural response by about 230 ms and adjusts the 

responsivity (gain) of the task-relevant region (Aston-Jones and Cohen, 2005). 

The LC activity is directly regulated by an excitatory and inhibitory control of 

the prefrontal cortex (PFC) (Sara and Herve-Minvielle, 1995, Jodoj et al., 1998). The 

anterior cingulate cortex and the orbitofrontal cortices are implicated in this 

regulation process (Chandler et al., 2014). This top-down frontal control of the LC 

activity ensures the optimum utilisation of task-relevant regions based on the 

balanced decision between the reward and cost (Aston-Jones and Cohen, 2005). This 

Figure 1.2 The relationship between task performance and the LC activity depicts the inverted U-
shape Yerkes-Dodson description of the relationship between arousal and performance. Task 
performance is minimized at low and high arousal levels (low tonic activity). An optimum level of 
arousal is required for the initiation of phasic activity essential for the best performance on a task. 
The arrow indicate imperative stimulus presentation. Reprinted from (Aston-Jones and Cohen, 2005) 
with permission conveyed through Copyright Clearance Center, Inc. 
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cognitive control role is consistent with the functional role of the executive attention 

network described by Petersen and Posner (2012). The executive attention network 

activates the anterior cingulate, ventrolateral/dorsolateral prefrontal cortex, and 

basal ganglia using dopamine as a neurotransmitter (Posner and Rothbart, 2007, 

Petersen and Posner, 2012). This network monitors performance and controls 

switching between tasks (rule selection) (Petersen and Posner, 2012) and its activity 

is associated with changes in the Alpha, Beta and Gamma bands (Fan et al., 2007). 

1.5.2 Cognitive Control 

The scientific community has yet to reach a consensus on the explicit 

definition of executive functions, which are often referred to as cognitive functions, 

and cognitive control. However, most of the research in the field converges towards 

a general understanding that executive functions are mental processes which aim to 

1) direct behaviour, 2) regulate and monitor tasks, and 3) are applicable to the 

behavioural, socioemotional and cognitive domains (Baggetta and Alexander, 2016, 

Miyake and Friedman, 2012). Diamond (2013) has postulated a relatively concise 

theory that builds executive functioning on three major cognitive processes: 1) 

inhibitory control, 2) working memory, and 3) cognitive flexibility. 

Inhibitory cognitive control is the higher-order executive amendment of 

lower-order reflexive or unplanned impulsive behaviour (Aron, 2007). It enables us 

to focus our attention selectively to choose and plan actions wisely (Diamond, 2013). 

Inhibitory control deficit leads to impulsivity, a core feature of multiple mental 

disorders (see section 2.1).  To decide on an appropriate response, one must hold (for 

a short term) and manipulate thoughts (goals and plans), which is the definition of 

working memory, the second core executive function according to Diamond (2013). 

The third core executive function is cognitive flexibility, which describes the ability to 

switch between tasks, change perspective (spatially or interpersonally) or adjust 

planes and priorities (Diamond, 2013). Growing evidence implicates the PFC in all 

three core cognitive control functions. It is essential for the inhibitory control (Miller 

and Cohen, 2001, Hwang et al., 2010), working memory (Eldreth et al., 2006) and 

cognitive flexibility (Rushworth et al., 2002, Sarafyazd and Jazayeri, 2019) 
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1.5.3 Cognitive Training and neurofeedback 

Cognitive training and neurofeedback are non-pharmacological modalities for 

treating ADHD with uncertain effectiveness in improving core symptoms (Caye et al., 

2019, Abikoff, 1991, Arns et al., 2014). However, the evidence supporting its 

effectiveness in improving specific cognitive processes (Wiest et al., 2022) and 

modulating cortical activity is growing (de Oliveira Rosa et al., 2020, Van Doren et al., 

2019), which calls for further exploration and refinement (Kirk et al., 2016, Kirk et al., 

2015).  

Cognitive training is a behavioural intervention of repeated exposure to a 

specific cognitive task (or tasks) intending to produce a task gain transfer to other 

cognitive abilities. The most targeted cognitive processes include attention, 

multitasking, working and episodic memory (for a detailed review, see (von Bastian 

et al., 2022)). Cognitive training is associated with changing the synaptic density 

(McNab et al., 2009), increasing the structural (Takeuchi et al., 2010) and functional 

connectivity (Geraldo et al., 2022, Lampit et al., 2015, van Balkom et al., 2020) in the 

targeted networks. As cognitive training is associated with neuroplastic changes, it is 

reasonable to consider it a non-invasive form of neuromodulation technique.   

Recent systematic reviews of the cognitive training efficacy illustrate a small 

to moderate effect in improving targeted cognitive abilities in people with dementia 

(Bahar‐Fuchs et al., 2019, Hill et al., 2016), Parkinson’s disease (Leung et al., 2015), in 

adolescents and children with ADHD (Veloso et al., 2020, Cortese et al., 2015) and 

autism spectrum disorder (Pasqualotto et al., 2021). However, this evidence must be 

considered with caution as the reviews’ authors converged to highlight several 

limitations in the included studies. These limitations include A) increased risk of bias 

due to lack of blinding, B) small sample size, C) heterogeneity of cognitive training 

paradigms and reported outcome measures, D) limited follow-up evaluation and E) 

limited transfer to general cognitive ability. 

Neurofeedback is a technique that trains participants to control their brain 

neural dynamics. It employs a brain-computer interface that measures the trainees’ 

neural activity and presents performance feedback to them regarding their neural 
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dynamics regulation (Lubianiker et al., 2022). Several training sessions are required 

to observe a beneficial effect, each of which lasts between 15-50 minutes depending 

on the case and the targeted effects (Marzbani et al., 2016). There are three 

commonly used measures for neurofeedback paradigms and investigated in depth, 

which are A) Theta to Beta ratio, B) slow cortical potential, C) sensorimotor rhythms 

(for detailed reviews see (Arns et al., 2014, Enriquez-Geppert et al., 2019, Marzbani 

et al., 2016, Sitaram et al., 2017).  

In a recent systematic review of neurofeedback randomised controlled trials, 

Moreno-García et al. (2022) found a long-term reduction in the symptoms of ADHD 

associated with neurofeedback treatment in “over half” of the included 67 trials. Arns 

et al. (2020) evaluated the evidence of neurofeedback effectiveness and efficacy in 

ADHD. They concluded that neurofeedback is an “efficacious and specific” treatment 

option for ADHD with a medium-large effect size lasting 6-12 months. However, this 

conclusion was based on evaluating two “recent” meta-analyses of randomised 

control studies, and the other identified studies. Their reported selection methods 

emphasised that the review should have been published in the preceding two years 

from their search date. The first included meta-analysis found a medium to a large 

effect size of neurofeedback on improving ADHD symptoms on a 6-12 months follow-

up (Van Doren et al., 2019). Despite being out of their suggested search date range, 

the second review and meta-analysis did not find a significant effect of 

neurofeedback on ameliorating ADHD symptoms (in the short-term) when evaluated 

by a “probably blinded” assessor (Cortese et al., 2016). Furthermore, two more 

recent meta-analyses found that neurofeedback did not show beneficial effects in 

ADHD on executive functions (Louthrenoo et al., 2021) or reported symptoms 

(Rahmani et al., 2022). These discrepancies behind neurofeedback effectiveness 

demand larger randomised control studies and further research to investigate it. 

Combined cognitive and neurofeedback training is a novel technique with 

promising potential. Hosseini et al. (2016) compared the executive function changes 

associated with working memory training in active and sham neurofeedback 

conditions (ten healthy participants in each arm). They found a significant 

performance improvement in the active neurofeedback group compared to the sham 
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condition in working memory and task switching. Moreover, they found a decreased 

right middle and inferior frontal regions activity in the active treatment relative to 

the sham condition, which was correlated with post-training working memory 

accuracy (Hosseini et al., 2016). Furthermore, in a quasi-experimental study, Rezaei 

Sharif et al. (2022) compared the effect of working memory training in 

neurofeedback, cognitive training, combined training and control groups in a 

hundred children with SpLD. Their results showed a significantly superior 

improvement in the combined treatments group compared to other groups and a 

significantly enhanced working memory performance in the cognitive training group 

relative to the neurofeedback one. The combined approach significantly reduced 

ADHD symptoms, as reported by most likely blinded assessors (Johnstone et al., 

2017). In the later chapters of this thesis, we will assess the neuromodulation changes 

associated with a similar approach, which combines cognitive training with visual 

feedback.   

1.6 The anti-saccade task 

The antisaccade task is one method of investigating inhibitory cognitive 

control. Hallett (1978) introduced the antisaccade task while examining the motives 

and mechanisms of saccadic eye movements by separating the goal of the saccade 

from the location of presented stimuli. This disengagement examines the 

participants’ top-down cognitive control abilities of a) inhibiting the physiological 

reflex from foveating towards the stimulus and b) initiating a saccadic eye movement 

in the opposite direction, which employs several cognitive processes, including 

working memory, executive function, and attention control (Munoz and Everling, 

2004, Coe and Munoz, 2017). The task typically begins with a fixation point in the 

centre of a display (fixation point). Then, a peripheral stimulus is presented. The 

participants must foveate towards it for prosaccade trials. In antisaccade trials, they 

must refrain from looking towards the stimulus and gaze in the opposite direction. 

The trial is counted as a directional error if the participants fail to suppress the 

automatic reflex and perform a saccade towards the stimulus.  
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There are two main performance metrics extracted from the antisaccade task; 

a) the percentage of saccade directional errors (SDE) trials to correct saccadic 

response trials provides a measure of performance effectiveness. b) The latency 

between stimulus presentation and motor saccade performance (i.e. saccade 

reaction time (SRT)) is a measure of the processing efficiency (Eysenck et al., 2007). 

Klein and Foerster (2001) illustrated that prefrontal cortex maturation with age 

significantly improves the performance metrics of the antisaccade task in healthy 

subjects. Furthermore, this development of cognitive control is positively correlated 

with the PFC functional and effective connectivity to cortical and subcortical regions 

involved in the oculomotor control (Hwang et al., 2010). Whilst healthy individuals 

exhibit around 20% of antisaccade trials as SDE, several studies have reported that a 

significantly more directional error and longer RT are associated with different 

neurological and psychiatric disorders (Hutton and Ettinger, 2006, Schaeffer et al., 

2013, Evdokimidis et al., 2002, Ainsworth and Garner, 2013).  

Several task paradigms enhance the examination of specific aspects of 

reflexive or top-down behaviour. For example, the peripheral stimulus presentation 

could overlap with the fixation point presentation or follows its disappearance by a 

150-200 ms temporal gap, which shortens the SRT by 20–30 ms. The prosaccade trials 

typically exhibit an SRT within 200-250 ms of stimulus presentation. The antisaccade 

trials show a 100-150 ms longer SRT than the prosaccade trials. This latency reflects 

the cognitive control process and the executive functioning required for the 

antisaccade performance (Ptak and Müri, 2013, Ramat et al., 2006, Saslow, 1967, 

Basanovic et al., 2022). 

However, there are earlier saccadic responses reported for both trial types 

around 100 ms (Paré and Munoz, 1996, Fischer and Weber, 1993). These saccadic 

responses are regarded as express saccades. It is hypothesised to represent an 

optomotor reflex that does not involve the higher cortical regions of the visual 

attention system (Fischer and Weber, 1993). 

  



 36 

1.7 Oculomotor Control Network  

Several cortical and subcortical regions are involved in controlling saccadic 

eye movements. These regions are either involved in the sensory processing of the 

visual signal or the motor planning and execution of the saccadic eye movement. The 

main regions implicated in this system are the primary visual cortex (V1), the 

thalamus, the lateral geniculate nucleus, the superior colliculus (SC), the frontal and 

parietal eye fields (FEF and PEF, respectively), the anterior cingulate cortex (ACC), the 

insular cortex and the DLPFC (Pierrot-Deseilligny et al., 1991a, Pierrot-Deseilligny et 

al., 1991b, Munoz and Everling, 2004). The cortical and subcortical regions implicated 

in the OCN and the performance of the antisaccade task are illustrated in Figure 1.3. 

The cortical OCN regions investigated in this thesis are illustrated in Figure 5.3.  

The flow of the visual signal begins from the retina. Then it travels via the 

retino-geniculo-cortical pathway to the visual cortex or the SC via the retinotectal 

pathway (Munoz and Everling, 2004). The visual cortex sends afferent neurons to the 

PEF. The PEF is involved in the spatial coding of salient stimuli and directly connects 

to the frontal lobe regions (DLPFC, supplementary eye field and FEF) and the superior 

colliculus (SC). When the PEF or its connection with the SC is damaged, all 

contralateral saccades become inaccurate with a decrease in gain (the amplitude of 

saccade ratio to target eccentricity). However, when subjects with damaged PEF-SC 

connection are informed of the stimulus location and the expected saccade direction, 

they regain their performance metrics. This evidence indicates that PEF sends spatial 

information towards the frontal lobes for further processing rather than to the SC 

directly (Gaymard et al., 1998). The SRT for bilateral saccade directions in memory-

guided saccades was significantly affected in patients with a right PEF lesion. 

However, in left PEF, only ipsilateral saccade exhibited prolonged SRT (Pierrot-

Deseilligny et al., 1991a). Bidirectional SDE was higher in patients with right PEF but 

not left PEF damage. This gathering evidence suggests the dominant role of the right 

PEF in the bottom-up processing of prosaccades and the visual-spatial remapping 

(Pisella et al., 2011). The visual-spatial remapping is a process that predicts the 

changes in the visual field depending on a planned saccadic movement and warrants 

further discussion detailed in section 4.1.2 (Wurtz, 2008).  
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The FEF region is close to the precentral and the superior frontal sulcal 

junction. Intracranial stimulation of the FEF elicits a saccadic eye movement 

(Grosbras et al., 2005, Lobel et al., 2001). It is involved in planning and executing 

internally generated saccadic eye movements, which are not triggered by external 

stimuli (Pierrot-Deseilligny et al., 1991a). The PEF and the DLPFC send direct projects 

towards the FEF, which acts as a coordination and execution centre. It receives the 

spatial information from the PEF and the execution commands from the DLPFC and 

projects these signals to the SC for the execution of saccade (Munoz and Everling, 

2004, Gaymard et al., 1999, Rivaud et al., 1994). A human lesion study demonstrated 

the implication of the left FEF in a) guiding contralateral saccade based on the 

retinotopic coordinates. b) disengaging the eye from central fixation during task 

performance, and c) predicting saccadic response (Rivaud et al., 1994). Moreover, 

another lesion study confirmed the crucial role of the FEF in performing memory-

guided saccades and suggests that reflexive saccadic responses do not involve FEF 

recruitment (Gaymard et al., 1999).  

The dorsolateral prefrontal cortex (DLPFC) receives direct input from several sensory 

and motor regions (Miller and Cohen, 2001, Haber et al., 2022). It is implicated in 

cognitive inhibitory control (Hwang et al., 2010, Walker et al., 1998), role-selection 

(Jensen and Bonnefond, 2013) and task preparation (MacDonald et al., 2000). 

Patients with left DLPFC damage exhibit higher rates of SDE in both directions. In 

contrast, right-sided DLPFC injury led to higher SDE only for the contralateral 

saccades. Damage to either DLFC (dorsolateral frontal cortex) increased the SRT for 

both directions (Pierrot-Deseilligny et al., 1991a). Another human lesion study from 

three patients with DLPFC lesions reported a significant bilateral increase in SDE in 

the antisaccade task, variable amplitude errors in memory-guided saccade, and a 

decrease in performance on a predictive saccade task. Their conclusion suggests that 

the DLPFC is involved in reflexive saccade inhibition and short-term spatial memory 

(Pierrot-Deseilligny et al., 2003). These findings implicate the crucial role of the 

DLPFC, with left hemisphere dominance, in a) inhibitory cognitive control and b) 

planning the direction and execution of the saccade in response to external stimuli. 
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Figure 1.3 The cortical and subcortical regions implicated in the performance of the antisaccade task. 
The green lines are connection between the cortical OCN regions. The red lines represent connection 
to the brainstem oculomotor control regions. The dark blue line indicate loops of working memory. The 
light blue line reflects connections of executive cognitive functioning. The visual input signals flow from 
the retina to the occipital primary visual regions, which sends it to the PEF for spatial mapping. The 
PEF sends efferent to the PFC and the FEF for executive planning. The SC receives spatial input from the 
PEF and executive input from the PFC and FEF guiding the saccadic response. The frontal regions 
communicate with the caudate nucleus in the basal ganglia that sends inhibitory projection to the SC 
inhibiting saccadic movements (Munoz and Everling, 2004). 
The illustration is reprinted from (Fielding et al., 2015) and Reproduced with permission from Springer 
Nature. 
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1.8 Thesis scope and rationale 

The work in this thesis investigates the effect of brain stimulation on the 

function of the oculomotor control network. We employed two methods of brain 

stimulation: computer-based cognitive training  and non-invasive transcranial direct 

current stimulation (tDCS). We aim to examine the following hypotheses: 

- A single session of tDCS delivered during the antisaccade task performance will 

lead to plastic changes in the resting-state network connectivity, assessed using 

MEG. The changes in resting state connectivity relate to the modulation patterns 

of brain activity observed during the antisaccade task (Chapter 2).  

- Engagement in the antisaccade task during both active tDCS and sham tDCS will 

be associated with the engagement of the autonomic nervous system reflected 

in pupil dilation (Chapter 3). 

- Concurrent tDCS with the antisaccade task will modulate the OCN neural activity 

during task performance, providing a more precise timing of activity (Chapter 4). 

- Computer-based cognitive training will be associated with changes in resting 

state connectivity, assessed using fMRI, before and after two weeks of training. 

The change in connectivity correlates with the amount of training performed 

(Chapter 5).  

- Changes in arousal, assessed by the rate of pupil dilation during the preparation 

of responses in the antisaccade task, correlate with the functional connectivity 

between the locus coeruleus and nodes of the oculomotor control network 

(Chapter 5).  
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Chapter 2 MEG resting-state networks and neuromodulation 

In this chapter, we will examine the effect of tDCS delivered during the 

performance of the antisaccade task on resting state functional connectivity to test 

the hypothesis that a single session of tDCS will produce plastic changes in 

connectivity that persist at least for a short period after cessation of treatment. 

Considering the potential therapeutic value of tDCS for impulse control disorders, we 

recruited individuals identified on the basis of activities that tend to involve impulsive 

behaviour. 

2.1 Introduction 

A recent meta-analysis explored the potential of transcranial Direct Current 

Stimulation (tDCS) as a treatment for disorders of impulsivity (Teti Mayer et al., 2020). 

The analysis was conducted on randomised control studies examining the effect of 

tDCS application in an adult population (either healthy or diagnosed with a mental 

disorder) on impulsivity-related tasks. Over 80% of the 92 included studies in the 

analysis demonstrated an improvement in the examined impulsivity facet in the 

active tDCS group. However, the heterogeneity of tDCS parameters and the cognitive 

tasks hinder the formulation of a solid conclusion and demand further research to 

explore the different stimulation protocols to use tDCS as a therapeutic tool. 

The use of tDCS during an active sequence-learning task was associated with 

learning speed depending on the stimulation polarity. Anodal stimulation led to 

faster learning, and cathodal stimulation was associated with slower learning (Stagg 

et al., 2011). The effect of anodal tDCS in the facilitation of learning was reported for 

the motor skills (Reis et al., 2009) and working memory (Pupíková et al., 2021, Zaehle 

et al., 2011), among many other cognitive functions (for review, see (Coffman et al., 

2014, Kuo and Nitsche, 2012)). Furthermore, the tDCS has the potential to modulate 

cortical excitability in different frequency oscillations and alter intrinsic functional 

connectivity (FC), including default mode network (DMN) and central executive 

network (CEN) (Nitsche et al., 2008, Filmer et al., 2014, Sehm et al., 2012, Notturno 

et al., 2014, Keeser et al., 2011, Zaehle et al., 2011). It has been proposed to act on 
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the prolonged strengthening of synaptic transmission, which produces an aftereffect 

lasting beyond the cessation of tDCS (for detailed review (Stagg and Nitsche, 2011, 

Reis et al., 2009).  

Impulsivity is an essential feature of multiple psychiatric and personality 

disorders (e.g. substance abuse, gambling, binge eating, antisocial personality, ADHD, 

and conduct disorder), which has been associated with harmful consequences for 

individuals and others (e.g., self-harm, violence). (Hollander and Rosen, 2000, 

Moeller et al., 2001). It describes a failure of inhibitory control processes, resulting in 

unplanned actions with little consideration of the consequences. Impulsivity has two 

fundamental categories. The first is rapid response impulsivity, characterised by an 

inability to resist initiating pre-potent action or stop an ongoing one. The second 

category is delayed-reward impulsivity, where a large, delayed reward is rejected in 

favour of an immediately smaller one (Bari and Robbins, 2013, Swann et al., 2002). 

2.1.1 Magnetoencephalography 

As we aim to evaluate the subtle short-term effects of tDCS application during 

cognitive task performance. Thus, it is most suitable to use MEG to capture the 

minute neurophysiological activity changes, as discussed in section 1.4.1. However, 

although MEG provides an instantaneous measure of cortical activity and inter-

regional brain interactions with high spatial resolution, accurate cortical source 

localisation presents major challenges. There are challenges in estimating expected 

signals at the sensors distributed over the scalp from a hypothetical distribution of 

sources (the forward problem) and in the estimation of sources within the brain that 

might account for the pattern of signals observed in the scalp sensors (the inverse 

problem) (Baillet et al., 2001). The forward problem deals with modelling the 

EEG/MEG signal from the neuronal source to its measurement at the sensor level. 

The solution for the forward problem involves employing; a) a source model for the 

electrical current generated in the synchronising pyramidal cells. This model could be 

either a current dipole or multipole. b) A head model that encompasses the source 

model to resemble human heads' inhomogeneous shape and conductivity. Currently, 

used head models range from simple spherical head models (single or multiple shells) 
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to more complex models such as the boundary element method (BEM) and finite 

element method (FEM), among many others. The BEM and the FEM model employ 

three distinct boundaries extracted from structural MRI or CT images. These 

boundaries delineate the scalp, inner and outer skull boundaries, which are then used 

to calculate the measured signals at the sensor level (for a review, see (Hallez et al., 

2007, Hämäläinen et al., 1993, Baillet et al., 2001)). 

In contrast, the inverse problem identifies the signal’s source from an 

indefinite number of possible solutions, which can be limited using certain 

constraining assumptions. The least-squares source estimation assumes a priori-fixed 

number of sources within the brain. It minimises the least squared error between the 

computed forward model and the recorded data from these sources. Another 

approach to solving the inverse problem is beamforming, which is not limited by a 

prior assumed number of sources.  

Figure 2.1 The forward and inverse problem inherent in processing MEG signal. The forward problem 
is involved in creating a plausible model for measured magnetic signals at the sensors level, which 
requires definition of head shape (or geometry) and position in the scanner. The inverse problem is 
concerned with finding the source and orientation of the measured signal. This figure is reprinted from 
(Gross, 2019) with permission from Elsevier to illustrate the mentioned concepts. It embraces the 
neural mass forward-model (David and Friston, 2003) that is different from the ones we used in the 
analysis and described in the method sections. 
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Beamforming describes a process of spatial data filtering developed for use in 

radars, which utilises a sensor array to strengthen a signal of interest originating from 

a specific location and attenuating signals from other regions (Veen and Buckley, 

1988). The beamformer weighs the contribution of each sensor's signal differently 

before summing the overall array's output for each voxel in the brain. The given 

weights act as adjustable signal apertures, which compute the electrical signal at each 

grid node (voxel, dipole) location that encompasses the brain (or the cortical surface) 

at specific time points. The weights are sensitive estimates based on the 

electromagnetic data covariance and provide high spatial resolution for incoherent 

and weakly coherent sources (Barnes and Hillebrand, 2003). Linear-constraint 

minimum-variance (LCMV) beamforming is one of the widely used computational 

methods to influence the beamformer’s response to detecting signals coming from a 

specific direction with a predefined temporal frequency. LCMV is most useful when 

only the direction of an incoming signal is known (Huang et al., 2004, Van Veen et al., 

1997). 

The richness of MEG data provides an abundance of extractable functional 

parameters that provide a plethora of potential physiological markers. There are 

several methods to measure functional connectivity in MEG/EEG data, which include 

and not limited to amplitude envelope correlation (AEC), spectral coherence, and 

phase estimation. Colclough et al. (2016) examined twelve connectivity metrics to 

conclude that AEC is the most consistent approach for analysing resting-state 

functional connectivity. 

The estimated sources’ time course for a spatial location is highly 

contaminated by the field spread or the linear spatial leakage for the adjacent regions 

(Schoffelen and Gross, 2009). This leakage results from the methods used for solving 

the forward and inverse problems. This spatial leakage between the distinct 

neighbouring regions introduces an artificial functional correlation. However, the 

spatial leakage is an instantaneous artefact with a zero-time lag between the 

different sources. Thus, zero-lag temporal correction provides a possible solution for 

the field spread (Colclough et al., 2015). 
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2.1.2 Alpha and Beta oscillations 

Converging evidence suggests that alpha oscillations play a role in suppressing 

contextual inappropriate brain activity by inhibiting the flow of information to task-

irrelevant regions in a process currently known as gating by inhibition or cortical idling 

(Jensen and Mazaheri, 2010, Haegens et al., 2011, Palva and Palva, 2007). 

Furthermore, converging EEG evidence from visuospatial studies demonstrated 

increased Alpha band power in the parietal and occipital regions contralateral to the 

unattended hemifield relative to the attended one (Worden et al., 2000, Sauseng et 

al., 2005). This lateralisation of Alpha power was correlated with successfully 

inhibiting the visual attention (Händel et al., 2011) and is diminished in children and 

adults with ADHD (Vollebregt et al., 2016, Guo et al., 2019, Deiber et al., 2020), which 

suggests a deficit in Alpha modulation mechanism in ADHD patients (Lenartowicz et 

al., 2018). Moreover, a TMS stimulation in the alpha band range of the parietal and 

occipital regions impaired visual perception of the presented stimuli (Romei et al., 

2010). This indicates an increase in alpha band oscillation is to be expected in cortical 

regions not directly engaged in task performance at hand and act as a mechanism to 

ignore certain stimuli or modality (Foxe and Snyder, 2011).  

On the other hand, beta band oscillation is proposed to have a central role in 

the long-range top-down recruitment (activation) of distant cortical regions (Fries, 

2015, Spitzer and Haegens, 2017, Sherman et al., 2016), the maintenance of the 

cognitive and motor state at rest (Engel and Fries, 2010, Barone and Rossiter, 2021). 

Hwang et al. (2014) suggested that top-down inhibitory control is mediated via cross-

frequency connectivity between Alpha and Beta bands; whereby frontal Beta band 

activity precedes Alpha band surge of activity in the effector cortical regions. Hence, 

we aim to examine the functional connectivity in the Alpha, Beta and cross-frequency 

Alpha-Beta connectivity.  

The functional networks (for details, see sections 1.4.2 and 1.5) exhibit 

distinct neuroplastic changes in relation to cognitive task performance. Using fMRI 

Wang et al. (2012) demonstrated an increase in the DMN functional connectivity with 

the frontal and temporal regions and a decreased connectivity to the occipital lobe 
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during task performance compared to the pre-task resting state. Moreover, they 

reported a decreased connectivity DMN to the middle temporal pole and the superior 

orbitofrontal regions. The observed neuroplastic modulation in the resting state 

networks seems to reflect the effect of task engagement as semantic-matching task 

(Wang et al., 2012) exhibit different neuroplastic changes from a memory encoding 

task (Tambini et al., 2010) or a visual shape-discrimination task (Lewis et al., 2009).  

2.1.3 Aims and questions  

We aim to compare the effect of tDCS as an external non-invasive 

neuromodulation technique to the Sham condition on modulating the impact of the 

inhibitory control task on the resting-state functional connectivity for the Alpha, Beta 

band and cross-frequency connectivity. 

We predict that the functional connectivity measured by the AEC in the post-

task resting state will show a different modulation pattern in the tDCS condition from 

the sham group. These modulation patterns will reflect the short-term plastic 

changes associated with the asymmetric tDCS over the right frontal regions during 

the performance of an antisaccade task. We expect this modulation to be more in the 

Alpha band due to its inhibitory role in the antisaccade task.  

As discussed in section 1.7, diverse brain regions are engaged in the control 

of saccades (see Figure 1.3). Therefore, we will examine functional connectivity 

between all pairs of regions within 78 brain regions spanning the cerebral cortex. To 

quantify the change in connectivity from before to after the treatment, we will 

compute the change in the degree centrality of each of the 78 brain regions, where 

we defined centrality as the mean functional connectivity between a brain region of 

interest and all other brain regions. 
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In this chapter, we seek to answer the following questions: 

- Does active tDCS alter participants' self-reported POMS? 

- Does the performance of the antisaccade task modulate the resting state 

functional connectivity reflecting the inhibitory control mechanisms? 

- Does the active asymmetric tDCS modulate the changes produced by the 

antisaccade task in the resting state functional connectivity?  

2.2 Methods 

The data collected in this study is part of the tDCS and Inhibitory Control 

study, funded by the Medical Research Council (MRC) as a Confidence in Concept 

(CiC) grant via the University of Nottingham. The study was ethically approved by the 

Faculty of Medicine and Health Sciences (FHMS) Research Ethics Committee, 

University of Nottingham, before the commencement. 

2.2.1 Participants and recruitment  

As the aim of the study is to examine rapid response impulsivity, we recruited 

participants for the study by advertising online in the University of Nottingham 

societies and sports clubs associated with a high degree of risk and thrill-seeking 

behaviour (e.g., mountain climbing, wrestling, and mixed martial arts)(Self et al., 

2006). We contacted the societies and clubs via their web pages and Facebook 

groups. In addition, we distributed study posters at the Jubilee and Park University of 

Nottingham campuses.  

We aimed to recruit 60 healthy volunteers from the student and staff 

population of the University of Nottingham. Interested volunteers were provided 

(emailed) with an information package, including the required study details. 

G*Power3 software by Faul et al. (2007) was used to estimate sample size based on 

an independent sample t-test to detect medium size effect (n=60, 30 in each group, 

the effect size of d = 0.65, 80% power, & alpha error probability α = 0.05, one-tailed 

testing). Volunteers who showed interest in participating were phone interviewed 

initially to confirm their eligibility and ability to participate in the study. 
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We used the following inclusion and exclusion criteria to limit the number of 

confounding variables in our results:  

 Inclusion criteria  

Participants were included if they were:  

- Aged 18-40. 

- Able to give consent. 

- Capable of identifying medium-sized shapes and colours (a few centimetres 

in size), which are displayed 80 centimetres away without the need to wear 

correction glasses (participants were asked to wear contact lenses on the day 

of scans if needed).  

o Exclusion criteria  

 Participants were excluded if they had: 

-  A medical history of epilepsy or neurological disorder. 

- A history of significant head injury. 

- A diagnosis of a major mental disorder or currently receiving psychotropic 

medication. 

- Reported current substance misuse  

- Failed to pass MRI safety questionnaire. 

- Participated in other studies in the last three months.  

2.2.2 Study design 

This study was a single-blind, randomised control study. Participants had to 

visit the Sir Peter Mansfield Imaging centre for about four hours. On arrival, a team 

member provided a detailed information package about the study and explained the 

study procedure and protocol. Then, participants had to complete a tDCS and MRI 

safety questionnaires. Once eligibility was confirmed, participants provided their 

written consent and were randomised and matched by age and gender to either active 

tDCS or sham group using a computer randomisation code.  
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Pre-scan questionnaires and training 

Post-randomization, subjects were asked to complete a computer-based self-

report measure. These included measures of schizotypy personality questionnaire 

(SPQ (Raine and Benishay, 1995)), impulsivity (UPPS-P (Lynam et al., 2006)) and 

the profile of mood states (POMS (McNair et al., 1992)). Participants only completed 

the POMS questionnaire a second time after completing the study scans. Following 

the questionnaires, the subjects received a brief anti-saccade task training. The task 

was displayed on a laptop screen, and a keyboard was used to input the participants’ 

responses rather than eye movements. The training continued until the participant 

could score six correct saccades and nine correct anti-saccades trials. 

MEG scan preparation 

The participants were then prepared for the tDCS/MEG session. They were 

provided disposable scrubs and were asked to remove any jewellery, metals, or make-

up. Three electromagnetic head position indicators (HPI) were attached to the subject’s 

nasion, right and left preauricular points as fiducial markers. These coils were marked 

on a 3D head surface model and used throughout the tDCS/MEG session to 

continuously evaluate head movement and position relative to the MEG sensors. The 

3D head model was created using a 3D digitiser (Polhemus Inc.), and to ensure the 

best coordinate measurements, we asked the participant to wear an EEG cap to trace 

and digitise the head surface. We extended the digitisation process to include the 

forehead, eyebrows, and nose to enhance the anatomical co-registration process with 

the structural MRI.  

tDCS preparation and setup 

We applied the 10-20 electrode positioning system to define the location of F4 

(right frontal electrode 4) and Fp1 (left prefrontal) electrodes. We prepared two MRI-

compatible rubber electrodes using Ten20 conductive paste (by WEAVER and 

company) and placed the anode at F4 and the cathode on the position of the Fp1 

electrode. We employed a neuroConn DC stimulator device (Rogue Resolutions Ltd.) 

to deliver 1.25 mA stimulation ramping up/down for 10 seconds. For the active tDCS 

group, the stimulation persisted for the whole duration of the anti-saccade task, 1200 
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seconds. The sham group received 10 seconds of ramping up, 15 seconds of 1.25 mA 

stimulation and 10 seconds of ramping down. 

The participant preparation method was the result of experimenting with 

several combinations of skin preparation, electrode types, and electro-conducting 

options. The following choices produced our best results: A) using cotton pads soaked 

with Micellar cleansing solution to scrub the skin at the electrode placement sites to 

cleanse remaining make-up, dirt, or excessive sebum, providing good cleansing with 

minimal to no skin irritation compared to other methods. B) We used 5*5 cm MRI 

rubber electrodes as they are reusable, provide excellent conductivity and are MRI-

compatible. C) Preparing the electrodes with a thick layer of a conductive paste (≈ 2-

3mm thickness), which permeated hair layers to reach the participant’s scalp. The 

conductive paste preparation solved two issues; first, increasing the electrode stability 

throughout the session, even on scalps with thick hair without adding straps or caps, 

and it granted optimum current delivery by decreasing the impedance level. 

  

Figure 2.2 A prepared subject with fiducial coils and MR-compatible tDCS electrodes. The three fiducial 
coils are continuously energized during the MEG data acquisition to monitor head position relative to 
MEG sensors. The tDCS anode electrode is placed on the F4 and the cathode is placed at the Fp1 
electrode position using the 10/20 electrode positioning system.  
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2.2.3 Imaging data acquisition 

MEG data 

MEG data were collected using 275 CTF Omega MEG system (Canadian Thin 

Films, MISL, Coquitlam, BC, Canada) in a three-layer magnetically shielded room. 

We used a sampling rate of 600 Hz and applied a 150 Hz anti-aliasing filter. The 

prepared participant sat in an upright MEG seat, electromechanically adjusted to 

accommodate the participant's head inside the MEG helmet. To optimise sensor-source 

distance and reduce the signal-to-noise ratio, the participants reported that once they 

felt the MEG helmet touching the top of their heads. Then to provide comfort, 

centralise, and increase head stability, researchers supported the participant's head 

inside the helmet using sponge pads where needed. Once the participant was 

comfortable, team members connected the HPI and tDCS cables and tested and 

explained communication methods to the participants. Then, we positioned the eye-

tracker and the projection display and calibrated the eye-tracker. The team monitored 

the participants' video, and a two-way intercom was used for audio communication. 

We divided the MEG scan into three separate sessions. Eight minutes session 

of resting-state, followed by active/sham tDCS stimulation concurrent with 

participant's performance of the antisaccade task for 20 minutes, and finally another 

eight minutes session of resting-state. During the MEG sessions, the participants were 

instructed to stay as still as possible. For resting state sessions, participants were asked 

to fix their vision at a displayed red cross. 

MRI data 

We used Philips Achieva (TX)-DS MR system (Philips Medical Systems, Best, 

The Netherlands) to acquire structural T1 weighted MRI images for each subject. We 

used MPRAGE sequence protocol (3000ms short interval, TR/TE/FA=2.2 ms/ 4.5 ms/ 

8°, FOV= 256 x 256 mm, 1mm slice thickness, SENSE factor=1). All MRI scans were 

done after the MEG sessions to prevent possible magnetisation effects on the MEG 

data quality.  
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2.2.4 Analysis methods 

2.2.4.1 MEG data pre-processing 

We segmented and filtered datasets using customised algorithms encoded in 

Unix, Bash, and MATLAB scripts. Third-order synthetic gradiometers were employed 

during MEG data acquisition to filter neural magnetic activity from other magnetic 

fields in the scanner environment. The resting-state datasets were segmented into 

245 epochs (2 seconds/epoch). Antisaccade/tDCS datasets were segmented into 

saccade and anti-saccade trials (3 seconds/trial) using the recorded trial event 

markers within each dataset. We removed data segments demonstrating more than 

a 5 mm deviation from the dataset’s mean head motion.  

We used DataEditor software (VSM, MedTech Systems Inc., Coquitlam, BC, 

Canada. Release 5.2.1-Linux-20060623) to inspect and filter the datasets. We applied 

a bandpass filter (high-pass filter =1 Hz, low-pass filter=150 Hz) to filter the data from 

extremely low/high-frequency signals. Then, trained team members visually 

inspected the datasets to remove data segments, which contained visible artefacts 

such as blinks, muscle contractions, squid resets or other features that did not 

resemble typical MEG data signals. 

2.2.4.2 MRI/MEG co-registration  

The 3D digital head model created using the Polhemus 3D digitiser (described 

in section 2.2.3) was aligned with the high-resolution T1-weighted MRI image to 

enable accurate anatomical location of the sources of the MEG signal.  

The series of DICOM files, containing one slice of MRI data per file, was 

restructured to produce a single 3D volume (256x256x256 mm) using MRI Viewer 

software (VSM MedTech systems Inc., Coquitlam, BC, Canada. Release: 5.2.1-Linux-

20060809). The neck and oral cavity were excised from the MRI image, while the head 

shape and facial details from the tip of the nose upwards were retained to produce a 

head-shape model. Using customised MATLAB software, this MRI head shape model 

was co-registered with the Polhemus 3D head model. The accuracy of co-registration 
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was confirmed by visual inspection of the imported locations of the three head 

position indicators on the MRI image. 

2.2.5 Resting State Connectivity data analysis 

The analysis process used is illustrated in Figure 2.3 and detailed as follows.  

A multi-layer network approach described by Brookes et al. (2016) was 

applied to assess functional connectivity within alpha and beta frequency bands and 

between bands connectivity. Given the limited MEG spatial resolution, we excluded 

the subcortical regions and only used the 78 parcellated cortical regions from the 

automated anatomical labelling atlas (AAL) (Tzourio-Mazoyer et al., 2002) (Table 2.5). 

A 4 mm regular voxel grid covering each region was used to derive the centre of mass 

measure for the parcellated region. A band-pass filter (1-150 Hz) was used. Then, an 

LCMV scalar beamformer spatial filter (Robinson, 1999) was used to compute the 

estimated electrophysiological time course activity for each voxel in a time window 

spanning the whole resting-state session to minimise the error of the covariance 

matrix (Brookes et al., 2008). The forward model was based on a multiple local sphere 

head model (Huang et al., 1999) and a dipole approximation (Sarvas, 1987). Tikhonov 

method was used for regularisation with regularisation parameter = 5% of the 

maximum eigenvalue of the unregularised covariance matrix.  

We used a symmetric multivariate leakage correction (Colclough et al., 2015), 

which utilises the zero-time lag correlation exhibited by signal leakage from separate 

regions’ beamformer projected time courses (Brookes et al., 2012, Hipp et al., 2012). 

Linear regression was used to eliminate these zero-time lag linear correlations before 

estimating the connectivity.  

For each cortical AAL region, the time course of the MEG signal across each 

resting state was derived by computing a weighted average of the time course in each 

voxel in the defined region, weighted according to the inverse distance of the voxel 

from the region’s centroid. Band-pass filtering was applied to extract signal time 

course in two frequency bands, alpha (8 Hz – 13 Hz) and beta (13 Hz – 30 Hz), using a 

finite impulse response filter with a least-squares linear-phase design.  
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After leakage correction, we computed Hilbert amplitude envelopes for the 

orthogonalised seed and test region’s time course using the absolute value of the 

Hilbert transformation analytical signal for the predefined 2-second epochs. We then 

computed the amplitude envelope correlations (AEC) using the Pearson correlation 

coefficient between the amplitude envelopes of the seed and test regions within each 

time epoch. We applied this process for each frequency band and cross-frequency 

connectivity within each resting state. Each resting state functional connectivity was 

then derived from the mean correlation coefficients across subjects for each 

Figure 2.3 The illustrated MEG resting-state analysis pipeline from acquisition to statistical analysis. 
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condition. This process produced six functional connectivity adjacency matrices per 

Treatment condition, three matrices for each resting state representing Alpha, Beta, 

and cross-frequency (Alpha to Beta). The adjacency matrices exhibit a diagonal 

symmetry, whereby the correlation between seed and test regions is identical for 

inversed relationships (source regions becoming test regions). Then to contrast the 

change in functional connectivity for the post-task resting state from the pre-task, we 

subtracted the pre-task from the post-task resting states’ correlation coefficients. 

The illustrated matrices (Figure 2.5, Figure 2.6 and Figure 2.7) represent the 78 by 

234 (78 regions x 3 frequency bands) connectivity matrix. It is arranged from left to 

right to represent Alpha, Beta, and Alpha-to-Beta connectivity. The cortical regions 

are arranged according to Table 2.5 from top to bottom and from left to right 

(repeated for each frequency), and due to limited space not all are labelled. 

Then, we computed the average degree centrality for each region (node) by 

computing the mean correlation coefficient for each region per resting state. It 

estimates the node strength and connectivity to the rest of the cortical regions (Zuo 

et al., 2012, Wang et al., 2010), demonstrating task-specific changes relative to the 

resting state (Buckner et al., 2009). This measure was computed for each region by 

averaging the Fisher Z-transformation of the 77 pairwise AECs between that region 

and the other 77 regions for each rest period. A Four-way mixed design ANOVA was 

employed to compare the variation of centrality across time and brain region in the 

two treatment conditions. Centrality was the dependent variable. Time (two-level: 

before and after tDCS/task performance) and AAL region (78-level) were the within-

subject factors, and treatment condition (2 levels, active tDCS and sham) was the 

between-subject factor. Separate ANOVAs were performed for each frequency band 

and the cross-frequencies centrality.  
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2.3 Results 

2.3.1 Sample demographics 

A total of 43 healthy subjects (22 males, 21 females) were initially recruited 

and randomised before the withdrawal of one female participant who could not 

complete the MEG scanning session. This sums to 42 participants included in the 

study who completed the required tasks and scanning sessions. There were no 

significant differences between the active tDCS group and the sham group on age or 

gender. The demographic details are summarised in Table 2.1. 

Table 2.1 tDCS study sample demographic 

 
Overall 
(n=42) 

tDCS 
(n=21) 

Sham 
(n=21) 

p 

Age 21 (3.45) 21.33 (4.08) 20.67 (3.65) 0.874 

Gender 22 M, 20 F 11 M, 10 F 11 M, 10 F 1 

2.3.2 Impulsivity, mood and schizotypy results 

The self-reported measures of impulsivity (UPPS-P), schizotypal personality 

questionnaire (SPQ) and mood (POMS) were examined using independent samples t-

test for between Treatment conditions group differences. There were no significant 

differences between the Treatment groups on any of the examined measures or 

subscales (Table 2.2). However, the descriptive results of the self-reported measure 

indicate that sensation-seeking behaviour is elevated in our sample.  

The POMS was the only measure acquired before and after the completion of 

the data acquisition. We examined the effect of study performance on the POMS 

subscale for each treatment condition. For each POMS subscale, we conducted a 

mixed-design ANOVA with treatment condition as the between-subjects factor and 

the time (two-level; before and after the study) as the within-subject factor. The 

results are summarised in Table 2.3.  



 56 

There was no significant effect of the Treatment condition on any subscales. 

However, across the sample, there was a significant change in esteem, vigour, 

fatigue, tension, and depression after the completion of the study relative to before 

the commencement (Table 2.3). To examine these changes, we conducted a paired 

sample t-test on the whole sample for each subscale. Across the sample, there was a 

significant increase in fatigue and a significant decrease in esteem, vigour, tension, 

and depression (Table 2.3). 

Table 2.2 The psychometric descriptive results for the tDCS study. The p-value indicates the significance 
level on the independent samples t-test for the difference between treatment groups. * a constant of 
100 was added to each subject’s TMD result to eliminate negative results. Greater scores on the UPPS 
and the SPQ are indicative of a greater tendency for impulsivity or the presence of personal schizotypy 
traits 

 
Overall 
Mean (SD) 

tDCS 
Mean (SD) 

Sham 
Mean (SD) 

p 

Impulsivity (UPPS-P) 

Negative urgency 26.12 (6.79) 26.19 (6.87) 26.05 (6.87) .947 

Sensation seeking 35.55 (8.96) 33.48 (9.45) 37.62 (8.15) .136 

Lack of perseverance 20.36 (5.54) 19.95 (5.25) 20.76 (5.92) .642 

Lack of premeditation 21.76 (5.61) 22.62 (5.55) 20.9 (5.67) .328 

Positive urgency 25.4 (8.15) 26.52 (8.82) 24.29 (7.46) .380 

Profile of mood states (POMS) 

Total mood disturbance (TMD) 
T1* 

95.71 (11.71) 96.62 (12.88) 94.81 (10.66) .623 

Total mood disturbance (TMD) 
T2* 

96.98(12.58) 99 (13.86) 94.95 (11.12) .303 

Schizotypal Personality Questionnaire (SPQ) 

Ideas of reference 24.29 (7.58) 24.24 (7.6) 24.33 (7.75) .968 

Excessive social anxiety 15.98 (8.32) 17.62 (8.46) 14.33 (8.04) .204 

Odd beliefs and magical thinking 24.38 (3.91) 23.29 (4.72) 25.48 (2.54) .069 

Unusual perceptual experiences 27.02 (5.25) 27.05 (5.56) 27 (5.05) .977 

Odd eccentric 16.62 (7.62) 17.9 (8.54) 15.33 (6.51) .279 

No close friends 25.05 (6.15) 25.86 (5.71) 24.24 (6.59) .400 

Odd speech 19.31 (8.18) 21.48 (8.52) 17.14 (7.39) .086 

Constricted affect 20.81 (6.93) 21.81 (6.94) 19.81 (6.94) .356 

Suspiciousness 21.62 (6.58) 20.62 (7.14) 22.62 (5.96) .331 
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Table 2.3 Statistical results summary for time effect on POMS for the mixed-design ANOVA (between 
groups difference) and the paired-sample t-tests (whole sample, two-sided p-value) for each POMS 
subscale. The negative mean value indicates a decrease in the subscales’ mean score.

POMS 

Subscale 

Time  Paired t-test 

F(1, 40)   p M t(41) p 

Esteem 11.746 .001 -1.071 3.464 .001 

Vigour 8.423 .006 -1.381 -2.902 .006 

Fatigue 8.572 .006 1.595 2.914 .006 

Confusion .013 .908 -0.048 .117 .907 

Tension 12.381 .001 -1.762 -3.561 .001 

Anger .442 .51 -0.143 -.666 .509 

Depression 4.882 .033 -0.833 -2.224 .032 

2.3.3 MEG data quality 

The application of tDCS is a possible source of noise and artefact generation 

in the MEG system (Marshall et al., 2016). These artefacts might be during the 

delivery of tDCS or affect the MEG sensors’ sensitivity. Hence, we compared the 

number of available trials after head motion correction and the visual inspection for 

artefacts in both treatment conditions for the different scanning sessions.  

Resting-state data quality 

Across all subjects, the total number of trials excluded due to head motion 

correction (HMC) in the first resting state was 0.38% of the collected data (39 epochs, 

22 Sham and 17 tDCS). Then visual inspection for artefacts excluded 8.9% of the head 

motion corrected data (902 epochs, 568 Sham, 373 tDCS). In the second resting state, 

2.5% of collected data was excluded in head motion corrections (252 epochs, 18 

Sham, 234 tDCS), and further 900 epochs (454 Sham, 698 tDCS) were excluded due 

to visually inspected artefacts. After the cleaning process completion, 9349 epochs 

(90.86%) of the first resting state and 9138 epochs (88.8%) of the second resting state 

were available for analysis (Figure 2.4). Despite the higher number of excluded trials 

in the active tDCS condition in the second resting state due to visual artefacts (M= 

211.76, SD = 30.08) compared to the Sham condition (M = 233.38, SD = 16.03), there 

was no significant effect of visually excluded trials, t(30.55) = -1.57, p = .128.  
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Task data 

We excluded three subjects from the tDCS group during task MEG data 

filtering. Two subjects had less than 50% trials available for analysis after correction 

for head motion. The third subject had excessive head motion and multiple artefacts 

on visual inspection, which led to the exclusion of more than 50% of their task data 

after visual inspection. These exclusions caused a significant between-groups effect 

(F(1,37)=4.36, p = 0.044), which was corrected by excluding three matchings (for age 

and gender) subjects from the sham group (F(1,34)=3.4, p = 0.74). 

To examine the effect of tDCS on MEG data, we conducted independent 

samples t-test comparing the numbers of available trials (epochs) remaining after 

head movement correction and visual artefact inspection before, during and after the 

task between the two groups. The tDCS group demonstrated significantly lower 

average trials per subject compared to sham in antisaccade trials (M= -7.33, t(34)=-

2.73, p = 0.01), and between trials rest (M=-18.2, t(34)=-3.51, p = 0.001). There was 

no significant difference between treatment groups in prosaccade trials or resting 

state periods (Table 2.4, Figure 2.4).  

 

 
t df p Mean Difference 

Antisaccade trials -2.734 34 0.01 -7.333 (2.683) 

Prosaccade trials -1.57 34 0.126 -4.111 (2.618) 

Trials rest -3.514 34 0.001 -18.222 (5.185) 

Resting-state 1 1.563 34 0.127 9.278 (5.937) 

Resting-state 2 -1.641 23.636 0.114 -12.222 (7.447) 

Table 2.4 Statistics results summary for the between groups mean difference of the available 
trials post visual inspection of the MEG data. 
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2.3.4 Resting-state functional connectivity changes 

Our method of computing the functional connectivity captures the average 

connectivity fluctuation of the active functional networks during the resting state 

condition. Participants were asked to fixate their vision on a fixation cross displayed 

on the screen during the resting state. The average connectivity fluctuations for Rest1 

and Rest2 are illustrated in, Figure 2.5 for the Sham condition and Figure 2.6 for the 

active tDCS condition. 

Overall, both Treatment conditions showed a more robust Alpha band 

connectivity within both resting states than the Beta band and the cross-frequency 

connectivity. The averaged functional connectivity in Rest1 was prominent in the 

medial frontal (supplementary motor area (SMA), paracentral lobule), lateral parietal 

(superior parietal gyrus), medial parietal (angular gyrus and precuneus), lateral 

occipital (superior, middle, inferior occipital gyri), medial occipital (Calcarine fissure, 

Figure 2.4 Trials available post data filtering of head motion correction (HMC), and visual inspection 
for visible artefacts (% of tatal number of trials). The asterisk (*) represents a significant between group 
difference (p <.05). 
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cuneus), and cingulate regions of the limbic lobe (median and posterior cingulate). 

The temporal lobe had less connectivity fluctuation than other cortical regions during 

Rest1 for both conditions. Both conditions in Rest2 exhibited an increase in functional 

connectivity of the lateral parietal (superior and inferior parietal gyri), lateral 

occipital, lateral temporal, median and posterior cingulate regions. The tDCS group 

showed more connectivity in frontal regions relative to the sham group.  

Subtracting the functional connectivity in Rest1 from Rest2 (Rest3) contrasted 

the task performance effect on modulating the resting state network connectivity in 

both Treatment conditions (Figure 2.7). The change in resting state connectivity 

illustrated an interestingly divergent effect of Treatment conditions. In Rest3, the 

Sham condition functional connectivity increase in the parietal regions to the 

occipital, limbic and temporal regions, predominantly in the right hemisphere. In 

contrast, the active tDCS condition illustrated a dominance of the left hemisphere 

and increased functional connectivity between the frontal, temporal, limbic and 

parietal regions. This finding supports our prediction of different ¢connectivity 

modulation patterns per Treatment condition. 
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Figure 2.5 The functional connectivity matrices for the sham condition illustrating in A) pre-task 
resting state (Rest 1) and in B) post-task resting state (Rest 2).  In both resting state there was greater 
connectivity in the occipital regions reflecting the active engagement of the visual network. In 
addition, there was increased functional connectivity in the orbital and medial frontal, superior 
parietal, angular, precuneus, lateral occipital, median and posterior cingulate regions. In Rest 2 
compared to Rest 1 there was increase connectivity in the temporal and occipital functional 
connectivity. The adjacency matrices are arranged from left to right to represent Alpha, Beta, and 
Alpha-to-Beta connectivity between the 78 cortical regions (arranged according to Table 2.5 from 
top to bottom and from left to right). Due to limited space, not all regions are labelled. 
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Figure 2.6 The functional connectivity matrices for the active tDCS condition illustrating in A) pre-task 
resting state (Rest 1) and in B) post-task resting state (Rest 2). In both resting state there was greater 
connectivity in the occipital regions reflecting the active engagement of the visual network. In 
addition, there was increased functional connectivity in the orbital and medial frontal, superior 
parietal, angular, precuneus, lateral occipital, median and posterior cingulate regions. In Rest 2 
compared to Rest 1 there was increase connectivity in the frontal and parietal regions’ functional 
connectivity. The adjacency matrices are arranged from left to right to represent Alpha, Beta, and 
Alpha-to-Beta connectivity between the 78 cortical regions (arranged according to Table 2.5 from 
top to bottom and from left to right). Due to limited space, not all regions are labelled. 
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Figure 2.7 The change in functional connectivity matrices for both Treatment conditions illustrate a 
contrasting difference between Treatment conditions. While the sham condition exhibited an increased 
change of connectivity in the occipital regions bilaterally, the active tDCS condition illustrated an 
increased change of connectivity in between frontal, temporal and parietal region. 
The adjacency matrices are arranged from left to right to represent Alpha, Beta, and Alpha-to-Beta 
connectivity between the 78 cortical regions (arranged according to Table 2.5 from top to bottom and 
from left to right). Due to limited space, not all regions are labelled. 
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Table 2.5 A list of the 78 AAL regions used in the analysis arranged by lobe and cortical surface. The 
numbering indicates their arrangement in the adjacency matrix.

Lobe Surface Region Left Right 

Frontal lobe 

Orbital 

Gyrus rectus 1 40 

Olfactory cortex 2 41 

Superior frontal gyrus, orbital part 3 42 

Superior frontal gyrus, medial 
orbital 

4 43 

Middle frontal gyrus, orbital part 5 44 

Inferior frontal gyrus, orbital part 6 45 

Lateral 

Superior frontal gyrus, dorsolateral 7 46 

Middle frontal gyrus 8 47 

Inferior frontal gyrus, opercular 
part 

9 48 

Inferior frontal gyrus, triangular 
part 

10 49 

Medial 

Superior frontal gyrus, medial part 11 50 

Supplementary motor area 12 51 

Paracentral lobule 13 52 

Central 

Precentral gyrus 14 53 

Rolandic operculum 15 54 

Postcentral gyrus 16 55 

Parietal lobe 
Lateral 

Superior parietal gyrus 17 56 

Inferior parietal 18 57 

Supramarginal gyrus 19 58 

Angular gyrus 20 59 

Medial Precuneus 21 60 

Occipital 
lobe 

Lateral 

Superior occipital gyrus 22 61 

Middle occipital gyrus 23 62 

Inferior occipital gyrus 24 63 

Medial and inferior 

Calcarine fissure and surrounding 
cortex 

25 64 

Cuneus 26 65 

Lingual gyrus 27 66 

Fusiform gyrus 28 67 

Heschl gyrus 29 68 

Temporal 
lobe 

Lateral 

Superior temporal gyrus 30 69 

Middle temporal gyrus 31 70 

Inferior temporal gyrus 32 71 

Limbic lobe 

Temporal pole 
Superior temporal gyrus 33 72 

Middle temporal gyrus 34 73 

Parahippocampal Parahippocampal gyrus 35 74 

Cingulate 

Anterior cingulate and 
paracingulate gyri 

36 75 

Median cingulate and 
paracingulate gyri 

37 76 

Posterior cingulate gyrus 38 77 

Insula 39 78 
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2.3.5 Regional centrality 

2.3.5.1 Alpha band centrality 

To compare the resting-state centrality in Rest1 and Rest2 for each frequency 

band and the cross-frequency connectivity. We used the computed centrality 

measure as the dependent factor to conduct a four-way mixed design ANOVA with 

Treatment condition as the between-subjects factors and three within-subjects 

factors; Hemisphere (two-level; left, right), Regions(39-level; 39 AAL regions) and 

Time (two-level; Rest1, Rest2).  

Resting-state centrality demonstrated a significant main effect of Time, 

F(1,40)= 62.928, p <.001, in the Alpha band. However, there was a significant effect 

of Time by Hemisphere interaction, F(1,40)= 10.337, p = .003, Time by Regions 

interaction, F(4.4, 174.8) = 20.213, p < .001, and Time by Regions by Hemisphere 

interaction, F (11.1, 445.6) =3.272, p < .001 (Figure 2.8). These findings indicate that 

the pre-task resting-state Alpha-band centrality was significantly modulated after 

engaging in the antisaccade task. This modulation was different for different AAL 

regions bilaterally and in each hemisphere. 

We then investigated the effect of the antisaccade task performance on the 

resting-state regional centrality for each Treatment condition independently. To 

achieve this, we examined the change in Rest2 by subtracting the Rest1 centrality 

measure. This contrast removes the shared baseline centrality and enhances the 

modulation effect of the engagement in the task.  
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Effects of Treatment Condition 

The change of Alpha centrality exhibited a significant effect of Regions by 

Treatment Conditions, F (6.1, 244.4) = 3.461, p = .003. While the Sham condition 

illustrated increased Alpha centrality in the occipital regions, the active tDCS 

condition exhibited increased centrality in the frontal, temporal, parietal and limbic 

lobe regions (Figure 2.9 and Figure 2.12). The active tDCS condition had more 

pronounced modulation relative to the Sham condition in all cortical regions except 

for the bilateral supplementary motor area, supramarginal gyrus, angular gyrus, 

praecuneus, lateral and medial occipital regions and the right median cingulate and 

posterior cingulate regions. This regional distribution exhibiting greater centrality for 

the Sham condition embraces the visual cortex and the posterior DMN regions 

(including the angular gyrus and precuneus). This finding indicates that, in accordance 

with our prediction, the active tDCS condition exhibited an increase in the CEN and 

the salience network compared to the sham condition.  

  

Figure 2.8 Alpha band regional centrality illustrates the significant effect of Time by Regions by 
Hemisphere interaction (p <.001). The centrality in Rest2 for all AAL regions has increased significantly 
from Rest1 averaged across conditions. The 78 AAL regions are arranged from the left hemisphere to 
the right (as labelled in Table 2.5). 
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Figure 2.9 The modulatory effect of Regions by Treatment condition interaction for modulating 
the change in Alpha band centrality. While the Sham condition illustrate increased centrality 
(averaged across Hemispheres) in the occipital and inferior parietal regions, the active tDCS 
condition exhibited increased centrality in the frontal, temporal, superior parietal and limbic 
lobe regions for the active tDCS condition. The 78 AAL regions are arranged from the left 
hemisphere to the right (as labelled in Table 2.5). 
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2.3.5.2 Beta band centrality 

The Beta band resting-state centrality demonstrated a significant main effect 

of Time, F(1,40)= 160.506, p <.001. However, there was a significant effect of Time 

by Hemisphere interaction, F(1,40)= 4.666, p = .037, Time by Regions interaction, 

F(4.1, 163.5) = 18.333, p < .001, and Time by Regions by Hemisphere interaction, F 

(12.1, 482.68) = 1.921, p .03 (Figure 2.10). This finding indicates that the Beta band 

centrality during the resting states changed significantly after engaging in the 

antisaccade task. This change was different for different regions in each hemisphere.  

Despite the illustrated differences in Figure 2.13, the change in the Beta band 

centrality did not show any significant main effect or interactions involving the 

treatment condition.  

 
  

Figure 2.10 Beta band regional centrality illustrate the effect of Time by Regions by Hemisphere 
interaction (p <.05). The centrality in Rest2 for all AAL regions has increased significantly from 
Rest1 averaged across conditions. The 78 AAL regions are arranged from the left hemisphere to 
the right (as labelled in Table 2.5). 

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76

B
et

a 
B

an
d

 R
eg

io
n

al
 C

en
tr

al
it

y

AAL Regions

Rest2 Rest1



 69 

2.3.5.3 Alpha-Beta cross-frequency centrality 

The Alph-Beta cross-frequency resting-state centrality demonstrated a 

significant main effect of Time, F(1,40)= 7.057, p = .011, Time by Regions interaction, 

F(4.1, 284) = 17.498, p < .001, and Time by Regions by Hemisphere interaction, F(12.1, 

527) = 4.628, p < .001 (Figure 2.10). These findings indicate that the Alpha-Beta cross-

frequency regional centrality during the resting states changed significantly after 

engaging in the antisaccade task. This change was different for different regions in 

each hemisphere. In Rest2, there was a decreased connectivity in the left rectus 

gyrus, paracentral lobule, superior parietal gyrus, the right middle and inferior 

temporal, and bilateral olfactory, posterior and median cingulate cortices.  

The Alpha-Beta cross-frequency did not exhibit any significant effect or 

interactions in the change of centrality investigation for the effect of the Treatment 

condition.  

Figure 2.11 The Alpha-Beta cross-frequency regional centrality illustrating the effect of Time by 
Hemisphere by Regions interaction, which show overall increased centrality in Rest2 relative to 
Rest1. The 78 AAL regions are arranged from the left hemisphere to the right (as labelled in Table 
2.5).  
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Figure 2.12 The changes in the Alpha band centrality for A) the Sham condition illustrated an 
increase in the occipital and posterior parietotemporal regions centrality. A regional 
distribution that involves the visual and posterior DMN regions. B) The active tDCS condition 
illustrated a prominent increase of centrality in the frontal, parietal, temporal and anterior 
cingulate regions than the occipital ones with left hemisphere tendency. This regional 
distribution encombasses regions of the CEN and salience network involved in the top-down 
control of behaviour.  

A 

B 
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Figure 2.13 The changes in the Beta band centrality for A) the Sham condition illustrated a 
prevailing right hemisphere increased centrality in the temporal, Parietal and occipitial and left 
central regions. B) The active tDCS condition illustrated greater centrality overall compared to the 
Sham condition with left hemisphere dominance in the frontotemporal regions. The tDCS condition 
exhibited less centrality in the occipital regions relative to the other AAL regions.  

Note the color scale differences for both conditions. 

A 

B 
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2.4 Discussion 

- Does active tDCS alter participants' behavioural measures? 

The baseline behavioural assessment of our sample indicated an elevated 

level of sensation-seeking behaviour, reflected in the UPPS-P scores. However, there 

were no differences between the two groups of treatment conditions in any of the 

psychometric self-reported measures. Regardless of the treatment condition, 

participation in the study increased fatigue levels. It decreased the tension, 

depression, esteem, and vigour levels across the whole sample, which might reflect 

the exhaustion resulting from the prolonged study duration and the postural 

steadiness required from the participants in the MEG scanner and the relief by 

completing the study. 

Does the antisaccade task modulate the resting state functional connectivity? 

Our results illustrated increased functional connectivity for Rest2 relative to 

Rest1 across the sample. The increased connectivity was spread across the cortex for 

the Alpha, Beta, and cross-frequency connectivity. This increase in connectivity was 

prominent in the lateral parietal (superior and inferior parietal gyri), lateral occipital, 

lateral temporal, median and posterior cingulate regions for both treatment 

conditions (Figure 2.5, Figure 2.6). This regional distribution is implicated in the 

visuospatial system (Beckmann et al., 2005) and the DMN (Greicius et al., 2003). The 

resting state condition in our study design involved active oculomotor engagement 

by fixating the vision on a displayed target. This visual fixation could explain the 

engagement of the visuospatial system and the DMN.  

However, Subtracting the baseline (Rest1) from post-task functional 

connectivity removes the effect introduced by this visual processing. It provides a 

contrast to the effect of the antisaccade task performance (with the possible placebo 

effect) on the resting state functional networks. The application of this contrast (in 

the Sham condition) showed an increase in the parietal region's connectivity to the 

occipital, temporal and limbic regions, which was prominent in the right hemisphere 

(Figure 2.7). The right hemisphere is implicated in the posterior attentional network 
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that regulates the baseline attentional intensity (Sturm and Willmes, 2001, Petersen 

and Posner, 2012). Moreover, it is crucial for visual remapping (Pisella et al., 2011). 

In summary, the performance of the antisaccade task in the sham condition 

modulated the resting state functional network by increasing the functional 

connectivity of the occipital and parietal cortices. This modulation indicates a 

strengthening of the bottom-up cognitive processing of orientation (alerting) within 

the posterior attention network (or VAN). 

Does active tDCS modulate the antisaccade task performance effect on the 

resting state functional connectivity? 

In the contrasted Rest3, the active tDCS condition increased connectivity of 

the frontal regions to the parietal, limbic and temporal regions but not the occipital 

ones. This change in connectivity was greater in the left hemisphere. The resulting 

modulation effect is a distinctly contrasted connectivity pattern for the active tDCS 

relative to the Sham condition (Figure 2.7). The left hemisphere is implicated in the 

alerting phase of attention that requires fast decision-making and response initiation. 

This role is evident in patients with left hemisphere lesions, showing slower reaction 

times and greater error rates (Sturm and Willmes, 2001). As part of the DAN, the 

frontal and anterior cingulate regions have a critical role in the regulation of NE 

release from the LC and in performing top-down control over the VAN (Petersen and 

Posner, 2012). Our finding suggests that active tDCS condition increased the 

functional connectivity of these pivotal regions of cognitive and attention control. 

Furthermore, the degree centrality changes supported this finding with a significant 

effect of the treatment condition on modulating the Alpha band nodal centrality 

Figure 2.9.  

  



 74 

In summary, while the Sham condition exhibited greater connectivity within 

the occipital regions, the active tDCS condition showed increased centrality in the 

frontal cortical regions. The modulation of performing the antisaccade task in the 

Sham condition illustrates an increase in regions responsible for bottom-up cognitive 

processing. The active tDCS modulated this effect augmenting the top-down control 

of the visual inhibitory control system. These findings imply the neuromodulatory 

effect of combined inhibitory cognitive task performance with active tDCS and task 

performance with sham stimulation on inducing short-term neuroplastic effects in 

the cortical networks involved.  
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Chapter 3 Pupil dilatation, neuromodulation, and cognitive 

control  

In the previous chapters, we introduced the antisaccade task and the 

modulatory effects of active tDCS. Then, we examined their modulatory effects on 

the resting-state networks following the performance of the antisaccade task with 

and without the active tDCS in a sample with impulsivity traits. In this chapter, we will 

focus on examining the effect of arousal changes during the performance of the 

antisaccade task on altering the pupil dilation (PD) response. We will examine the 

effects of Treatment conditions on this modulation. 

3.1 Introduction 

Pupillometry is the measurement of pupil size changes across time. It was 

established by Hess and Polt (1960), who reported gender differences in PD 

associated with the presentation of interesting visual stimuli (for a detailed review, 

see (Laeng et al., 2012)). Pupil size is under the direct control of the autonomic 

nervous system (ANS). Miosis is the pupil constriction reflex. It is a pupil response to 

increased luminance or focused near vision. It is mediated via acetylcholine, the 

primary parasympathetic neurotransmitter. 

In contrast, pupil dilatation (mydriasis) is the pupil response to far vision and 

dimmed luminance in the environment. It is mediated via norepinephrine (NE), the 

primary sympathetic neurotransmitter. An increase in NE levels results from 

increased arousal levels or stress (Bouffard, 2019, Mathôt, 2018). The increase in NE 

is associated with pupil dilation (Gabay et al., 2011). The PD functional connection 

with the ANS makes PD a reasonably sensitive measure of the sympathetic activity in 

the LC despite the yet-to-be-known structural connectivity (Gilzenrat et al., 2010, 

Joshi et al., 2016). 

The adaptive gain theory incorporates this relationship to detangle the 

interactions between the LC-NE activity, task performance optimisation and arousal 

(for LC-NE and attention details, see section 1.4) (Aston-Jones and Cohen, 2005). The 
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converging evidence reports high sensitivity for PD to reflect arousal levels associated 

with cognitive effort (Koelewijn et al., 2015), high-value memory encoding (Ariel and 

Castel, 2014, Kang et al., 2014), and emotional arousal (Bradley et al., 2008).  

Geva et al. (2013) used the attention network task to examine PD changes 

associated with alertness, orientation, and executive attention to a visual stimulus 

(Petersen and Posner, 2012, Fan et al., 2002). In accordance with the adaptive gain 

theory, Geva et al. (2013) reported a dual-mode PD response in each of the cued-trial 

conditions they examined. The first is an alerting PD response with a peak dilation of 

around 360 ms post-cue presentation that was not recorded in non-cue trials. This 

response represents task engagement and recruitment of ANS resources for covert 

attention. The different task conditions did not modulate the alerting response. The 

second reported PD response had a more significant peak than the alerting response 

and was closely related to the response with around 600 ms post-cue presentation 

latency. It would have been more informative if they had reported a response-locked 

analysis to confirm this result. 

3.1.1 Aims and questions 

We seek to examine the arousal changes related to the performance of the 

antisaccade task as measured by the PD. Based on the findings of Waitt (2022) and 

Geva et al. (2013), we predict dual mode peaks of PD. The first peak will follow the 

cue presentation, and the second response will be more prominent in magnitude and 

precedes the response. We predict pronounced PD changes for antisaccade trials 

reflecting increased cognitive effort than prosaccade trials.  

We aim to examine whether the active tDCS had a modulatory effect on the 

arousal as measured by the PD changes during the performance of antisaccade. We 

seek to answer the following questions. 

- Are there differences between the antisaccade and prosaccade trials in 

measures of PD?  

- Do the treatment conditions modulate the measures of PD differently for 

either trial type?  
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- Is there a difference between target and cue-induced PD changes?  

- Is there a correlation between the induced PD measures and task 

performance?  

 

3.2 Methods 

The analyses reported in this chapter were conducted on the sample reported 

in the previous chapter. 

3.2.1 Participants and study design 

The participant recruitment process is detailed in section 2.2.1. The study 

design is described in section 2.2.2.  

3.2.2  The Anti-saccade task 

Using EyeLink® Experiment Builder (SR Research Ltd.), the research team 

designed the antisaccade task. The task included 12 blocks of pro-saccade and 12 

blocks of antisaccade trials with 15 seconds of rest between blocks. An antisaccade 

block followed each pro-saccade one. The blocks included six trials; three trials of left 

targets were randomly presented with three right ones. The task was back-projected on 

a paper screen placed 1 m away from the upright setting participant’s face.  

Each trial begins by presenting a colour-coded fixation cross indicating the trial 

type (pink for antisaccade and blue for pro-saccade trials). The antisaccade task 

timeline is illustrated in Figure 3.1. After 300ms elapsed, two empty rectangular boxes 

appear on display for 800ms, representing a cue to prepare the participant for the 

upcoming target. The target is presented by a solid red rectangle filling one of the two 

boxes at 1100ms from the start of the trial. The saccadic response was expected from 

the participants within 500ms of the target presentation.  

Participants were instructed to move their eyes only towards (in pro-saccade 

trials) or away from (in antisaccade trials) a presented stimulus in the subject’s 

peripheral visual field to achieve a score. EyeLink® 1000 plus eye-tracker (SR 

Research Ltd., Canada) continuously recorded saccadic eye movements and changes 
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in pupil dilation during the task. The eye-tracker was calibrated for each participant 

before the task commencement and between blocks. 

The following feedback messages were presented 200-700ms after each 

saccade; a) 'Early response' message if subjects attempted a saccade before the target 

presentation. b) Incorrect response will display a cantered '-1' feedback message and 

fill the box where the participant is looking to yellow. c) In case of correct response is 

recorded, the box to which the participant is looking will change colour to green, and 

a '+1' message indicates the achieved score. d) 'Slow response' if the participant 

performed saccade within the 501-990ms time-window post-target presentation. When 

the subject made no saccadic response or the attempt was >1000ms post-stimulus 

presentation, the feedback message 'No response' was presented. 

 The back projection and the continuous presentation of the fixation cross help 

maintain the luminance level throughout the trials and minimise the associated pupil 

light reflex with luminance changes. However, presenting the imperative stimulus and 

the feedback messages would introduce minimal luminance changes. The saccadic 

response is known to produce an artefactual reduction in pupil size in a stationary 

pupillometer device (Hayes and Petrov, 2016). This confound reduction is called pupil 

foreshortening error. It is due to the elliptical appearance of the moving pupil in the 

recording camera. We controlled for the effect of pupil foreshortening error by using 

around a one-meter distance between the eye-tracker and the subject and by limiting 

our pupillometry analysis to the period preceding saccade onset. The last step helps 

control for the effect of feedback message luminance changes but not for the effect of 

imperative stimulus presentation. 
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3.2.3 Pupillometry analysis and task performance 

The EyeLink ® 1000 was used to capture the instantaneous PD changes (1000 

Hz). The EyeLink software recorded several parameters required for the pupillometry 

data analysis. These parameters included a continuous measure of pupil size, a 

detailed trial time course with marked events (trial start, cue, stimulus, response, and 

trial end), and event specifications (stimulus presentation side, trial types, response 

type, and feedback message presented). However, pupillometry data is vulnerable to 

blink and movement artefacts which cause a gap in the PD time course.  

We used a customised MATLAB code based on the data cleaning and analysis 

methods described by Waitt (2022) to pre-process our data. The pre-processing steps 

included correct response trial extraction, exclusion of trials with express saccades 

and then data filtering and interpolation for missing segments, as illustrated in Figure 

3.2. We choose a time window of interest spanning over the first 1600 ms of the 

trial’s timeline to include a baseline, anticipatory and response periods while 

excluding feedback-related changes in PD (see antisaccade task timeline Figure 3.1). 

Figure 3.1 The antisaccade task timeline. The task begins by presenting a colour coded fixation cross 
for 300 ms. Two rectangular boxed are presented on both horizontal sides of the fixation cross for 800 
ms representing the task’s cue. The imperative stimulus is presented 1100 ms from trials’ start and 
displayed up to a saccadic response is recorded. One of five feedback message is presented depending 
on the recorded saccadic response. 
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We identified outliers and blinks as data points that lie off the third standard 

deviation of each trial’s mean on a trial-by-trial basis. Moreover, data were evaluated 

for outliers every 4 ms, defined as data points exceeding a 15-unit deviation from the 

trials’ mean PD. Waitt (2022) used a Piecewise Cubic Hermite Interpolating 

Polynomial (Pchip) to interpolate the missing data segment due to blink and other 

artefacts, which provides a smoother and more accurate reconstruction of the 

missed data (Dan et al., 2020). However, the number of samples interpolated was 

based on a study that used a similar device and sampling rate (Miles et al., 2017), 

which used linear interpolation (66 ms before and 132 ms after the blink) parameters 

justified by their previous work using a different eye-tracking device with a 

significantly lower sampling rate of 60 Hz (Siegle et al., 2008). We modified the 

number of interpolated samples to 33 ms before and 66 ms after the blinks and 

Figure 3.2 The illustrated pupillometry data analysis pipeline 
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outlier segments to preserve most of the actual data. Trials were excluded from the 

analysis if they had more than 30% missing data.  

After interpolating missing data, a fourth-order low-pass Butterworth filter 

with a 4 Hz cut-off frequency was used to remove high-frequency noise and preserve 

the temporal resolution of the data attained to event markers. Then, we normalised 

the pupil dilation data using 100 ms from the pre-cue period as a baseline (25-125 ms 

relative to trial start).  

The analyses covered the period from cue presentation up to 500 ms post 

imperative stimulus presentation, totaling 1400 ms (800 ms cue to target and 500 ms 

post-stimulus). This period included the saccadic response and up to 100 ms post-

saccade. The time course was divided into thirteen-time bins; each bin contained the 

median pupil size, to control for outliers, in a period of 100 ms (averaged across 

subjects). This means the first bin includes the median pupil size from cue 

presentation up to 100 ms afterwards, and the second time bin includes pupil sizes 

from 100-200 etc. This measure provides insight into the pupil dynamic throughout 

the trial's time course, which is considered as a proxy measure for the tonic LC-NE 

activity (Aston-Jones and Cohen, 2005) 

The change in pupil size was computed by subtracting the PD at each time 

point from its counterpart in the previous bin on a trial-by-trial basis to represent the 

PD changes for this time window. We used the PD changes to represent the rapid 

changes in arousal and in the LC-NE activity reflecting its phasic mode.  

𝑃𝐷𝑟𝑎𝑡𝑒 = 𝑃𝐷𝑋 − 𝑃𝐷𝑍 

PDX represents the pupil size sample at time X, and Z= time X - 100ms, thus 

PDZ = pupil size at time Z = PDX-100 
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We defined three periods of interest, an anticipatory period (cue to stimulus 

presentation), post-stimulus (stimulus + 100 ms) and stimulus to saccadic response 

(stimulus to response). The rate of PD change (event-related PDR) was computed by 

subtracting the PD at event1 from the PD at event2 divided by the duration from 

event1 to event2 on a trial-by-trial basis. This method provides a more accurate 

comparison measure as PD rate per ms per period rather than computing the 

difference between two singular events.  

𝑒𝑣𝑒𝑛𝑡 − 𝑟𝑒𝑙𝑎𝑡𝑒𝑑 𝑃𝐷𝑅 =  
𝑃𝐷𝑒𝑣𝑒𝑛𝑡2 − 𝑃𝐷𝑒𝑣𝑒𝑛𝑡1

𝑒𝑣𝑒𝑛𝑡2𝑡𝑖𝑚𝑒 − 𝑒𝑣𝑒𝑛𝑡1𝑡𝑖𝑚𝑒
 

The rate of PD for each of the three events was correlated with the reaction 

time (RT), using Spearman’s rank correlation on a trial-by-trial basis to investigate the 

relationship between the RT and PDR in each period. Then we sought to compare the 

trial-by-trial correlation’s sensitivity to a more common and abstract measure of the 

median PD rate for each defined period separately for each trial type per subject and 

examined its correlation with the RT. 
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3.3 Results 

3.3.1 Behavioural performance 

We excluded one active tDCS subject from all eye-tracking analyses due to a 

technical error preventing pupillometry data acquisition. The total of subjects 

included in the behavioural performance and pupillometry analysis was 41 subjects 

(21 Sham condition, 20 active tDCS).  

As expected, the results illustrated a longer RT for antisaccade trials averaged 

across the sample and in each treatment condition relative to prosaccade trials. 

Moreover, the Active tDCS exhibited a shorter RT for both trial types than the Sham 

condition. The descriptive statistical results are summarised in Table 3.1 and 

illustrated in Figure 3.3.  

To examine the effect of trial types and treatment conditions on the RT, we 

used the median RT as the dependent variable to conduct a two-level mixed-design 

ANOVA with Treatment conditions (two-level; Sham, Active tDCS) as the between-

subjects factor and Trial type (two-level; prosaccade, antisaccade) as the within-

subjects factor. The results showed a significant main effect of Trial types, F(1,39) = 

29.807, p < .001, whereby antisaccade trials exhibited greater RT than prosaccade. In 

line with previous reports of greater RT for antisaccade trials (Waitt, 2022, Wang et 

al., 2015), indicative of cognitive processing.  

However, there was no significant main effect of the Treatment condition, 

F(1, 39) = 1366.821, p = .342, or effect of Trial types by Treatment condition 

interaction, F(1, 39) = 140.662, p = .586. These findings indicate that the subtle 

changes in the median RT between Treatment conditions (illustrated in Figure 3.3) 

need enhancement to reaching a significant level.  
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Table 3.1 Reaction time descriptive statisticsfor both trial types in each treatment condition and in the 
average across groups.

Trial Type Group N Mean Std. Deviation Min Max  

Prosaccade 

Sham 21 245.548 36.1133 172 304  

tDCS 20 240 24.0739 180.5 284  

Total 41 242.841 30.5819 172 304  

Antisaccade 

Sham 21 274.238 31.3311 236 337  

tDCS 20 263.45 31.7713 190 333  

Total 41 268.976 31.6243 190 337  

 
  

Figure 3.3 Frequency distribution of the saccadic response reaction times for Sham condition (top 
row), active tDCS condition (bottom row), prosaccades (left column), and antisaccade (right 
column). The normal distribution curve are plotted to ease the interpretation of the plots, 
whereby increased curve’s height reflects increase central tendency and leftward shift indicate 
faster reaction times. 
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3.3.2 Pupillometry results 

Pupil size 

We aimed to examine the PD differences between Trial types for both 

treatment conditions during the cue to 500 ms post-stimulus period. To prevent 

spurious effects due to outliers, we used the median PD values as the dependent 

measure to conduct a three-way mixed-design ANOVA with the Treatment condition 

as the between-subjects factor and two within-subjects factors defined as Time bins 

(13-level: 13-time bins of 100 ms increments), and Trial Type (two-level; prosaccade, 

antisaccade).  

There was a significant main effect of Time, F(1.2, 49.6) = 100.587, p < .001. 

However, there was a significant interaction effect between Time and Trial types, 

F(2.7, 108.5) = 18.45, p = < .001. These results imply differences between the PD time 

course of each Trial type. The prosaccade trials illustrated a greater pupil size than 

antisaccade trials up to 100 ms before the imperative stimulus presentation. In 

contrast, in the antisaccade trials, there was a larger pupil size from stimulus 

presentation time up to 500 ms post-stimulus (Figure 3.4).  

The treatment conditions did not exhibit significant modulatory effects on the 

time course of pupil size. 

Figure 3.4 The time course of pupil size for each Trial type averaged across treatment conditions. The 
prosaccade trials exhibited greater PD up to 100ms pre-stimulus, when the antisaccade begins to 
illustrate a larger increase in PD. NOTE: we binned the median pupil size into 100 ms bins. Thus, each 
time point in this graph represents the median binned pupil size.  
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Pupil dilatation rate 

We then examined if the increase in PD across trial time courses results from 

a different PD rate (PDR) between the time bins for each trial type, reflecting the 

phasic LC activity. We used the PDR as a dependent measure to conduct a three-way 

mixed-design ANOVA, the Treatment condition was the between-subjects factor, and 

two within-subjects factors were the Time intervals (12-level: 12 bins of the binned 

difference between pupil size at each two consecutive 100 ms time bins), and Trial 

Type (two-level; prosaccade, antisaccade). 

There was a significant main effect of PDR, F(3.7, 143.7)= 48.532, p < .001, and 

a significant main effect of Trial types, F(1, 39) = 39.011, p = < .001. However, PDR 

was significantly affected by Trial type interaction, F(5.5, 213.1) = 10.134, p = < .001. 

The prosaccade trials exhibited greater PDR changes within the first 300 ms post-cue. 

In contrast, the antisaccade trials illustrated prominent PDR from 400 ms post-cue to 

500 ms post-stimulus Figure 3.5.  

The treatment conditions did not exhibit significant modulatory effects on the 

PDR during the examined periods (cue to 500 ms post-saccade). 

Figure 3.5 The PDR for prosaccade and antisaccade trials, where antisaccade trials exhibited greater 
PDR from 400 ms post-cue up to 500 ms post-stimulus presentation. The post-cue increase in PDR 
represents the tonic attention changes. The post-stimulus increase reflects the phasic LC mode 
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 Event-related PDR 

The PDR illustrated in Figure 3.5 shows a bimodal change in PDR. The first 

mode is in the cue to stimulus period, and the second is from stimulus presentation 

up to 500 ms post-stimulus. We aimed to examine the effects of cue and stimulus 

presentation on eliciting this bimodal PDR. We used the median er-PDR (see section 

3.2.3 for more details) for the cue to stimulus and for the stimulus to saccade 

computed on a trial-by-trial basis as a dependent variable to conduct a three-way 

mixed-design ANOVA with Treatment conditions as the between-subjects factor and 

defined within-subjects factor as; the time interval (two-level: cue-stimulus, stimulus-

saccade) and Trial types (two-levels; prosaccade, antisaccade).  

There was a significant main effect of Trial types, F(1, 39) = 46.777, p < .001, 

and a significant main effect of Time interval on er-PDR, F(1, 39) = 141.146, p < .001. 

However, there was a significant effect of Trial types by Time interval interaction, F(1, 

39) = 46.039, p < .001, whereby the stimulus-saccade erPDR was significantly greater 

than the cue-stimulus erPDR. Furthermore, the antisaccade trials had greater erPDR 

in both events compared to the prosaccade trials. In accord with the accumulating 

evidence (Waitt, 2022, Wang et al., 2015). This finding indicates cues and imperative 

stimuli elicit different PD responses, which are effort-dependent, whereas 

antisaccade trials are associated with greater PDR. 

There was no significant main effect or interaction of Treatment condition on 

modulation of the er-PDR. 

Figure 3.6 The illustrated significant different er-PDR during the cue-stimulus and stimulus-saccade 
periods for both trial types. The stimulus presentation elicited greater erPDR than cue presentation. 
The change of PDR was prominent for antisaccade trials in the post stimulus period. The error bars 
represent the standard error. 
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PD-RT correlations 

We aimed to examine the relationship between RT and PDR for both Trial 

types and whether the Treatment conditions modulate this relationship. We used the 

z-transformed Spearman’s correlation coefficient between the PDR and RT, 

computed on a trial-by-trial basis (see section 3.2.3 for more details), as a dependent 

variable to conduct a three-way mixed-design ANOVA with the Treatment condition 

as the between-subjects factor. The periods of interest (two-level; cue-stimulus, 

stimulus presentation to 500 ms post-stimulus) and Trial types (two-level; 

prosaccade, antisaccade) were the within-subjects factors. 

As the dependent factor in this analysis is the mean PDR-RT correlation 

coefficients of all the trial types, the intercept of between-subjects effects indicates 

whether the averaged correlation across other factors differs from zero. In this case, 

the averaged correlation across trial types, periods of interest and treatment 

conditions differed significantly from zero, F(1, 39) = 59.363, p < .001. Moreover, 

there was a significant main effect for Periods of interest, F(1, 39) = 27.41, p < .001, 

which illustrated significantly more negative correlations (averaged across trial types) 

in the stimulus to saccade period than the cue to stimulus period (Figure 3.7).  

Figure 3.7 The normalised Spearman's correlations (on trial-by-trial basis) for the median RT of each 
trial types with the erPDR at each time period of interest. The correlations exhibited a negative 
direction indicating faster RT correlated with greater PDR on trial-by-trial basis. 
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Moreover, we used the Pearson correlation test to examine the correlation 

across subjects between each Trial type median RT (estimated across trials within 

each subject) and the erPDR of the Periods of interest (cue to stimulus and stimulus 

to saccade). Only the antisaccade RT exhibited a significant negative correlation with 

the stimulus to saccade PDR, t(41) = -.425, p = .006 (Figure 3.8). These results imply 

that on a trial-by-trial basis, the correlation between the RT and PDR is more sensitive 

than the correlation between averaged median RT and erPDR. 

 

  

Figure 3.8 The significant Pearson correlation between the antisaccade RT and stimulus to 
saccade erPDR, whereby greater PDR is correlated with faster RT. 
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3.4 Discussion 

- Does the average PD exhibit differences between antisaccade and 

prosaccade trials during the anticipatory period?  

In accordance with the adaptive gain theory (Aston-Jones and Cohen, 2005), 

there was an increase in the tonic phase of the PD during the first 400 ms of the 

alerting phase of the antisaccade task anticipatory period, which indicates increased 

active engagement and covert attention shift towards task type. However, the theory 

predicted that greater tonic mode activation (baseline activity) negatively affects task 

performance, resulting in more false alarms. Instead, an optimum baseline activity 

level is required to allow for phasic mode initiation and the correct behavioural 

performance (Aston-Jones and Cohen, 2005, Howells et al., 2012). Our results 

showed 300 ms of decelerated PD after the initial alerting phase and before the 

imperative stimulus presentation. This deceleration could reflect an optimisation 

period of activity essential for making the correct response (Howells et al., 2012). 

Our results illustrated differences between the antisaccade and prosaccade 

for the PD time course and the PD rate. While the prosaccade trials exhibited greater 

PD during the anticipatory period up to 100ms pre-stimulus presentation, the 

antisaccade exhibited greater PD during the post-imperative stimulus presentation 

than the prosaccade. On the other hand, the PD rate for both trial types were 

comparable during the first 300ms post-cue presentation. The antisaccade trials 

demonstrated greater rate of PD increase than prosaccades. In accordance with the 

association between arousal, cognitive effort levels and PD (Wang et al., 2015, Sara 

and Bouret, 2012, Gabay et al., 2011, Gilzenrat et al., 2010), this finding reflects the 

greater LC-NE activity associated with the antisaccade task. 

- Is there a difference between target and cue-induced phasic PD changes?  

According to the adaptive gain theory, the phasic LC activity is behaviour 

specific and only precedes the response by 230 ms (in monkeys) (Aston-Jones and 

Cohen, 2005, Aston-Jones et al., 1994). A significantly greater PDR was elicited during 

the period between imperative stimulus presentation and the saccade, which was 
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greater for the antisaccade than the prosaccade trials. Our findings support the role 

of phasic PD associated with increased cognitive effort and attentional allocation.  

- Do the treatment conditions modulate the measures of PD differently for 

either trial type? 

Our tDCS stimulation parameters did not elicit a modulatory effect on the PD 

or the PDR during the performance of the antisaccade task. This finding could be 

related to the low stimulation amplitude or the tDCS need for multiple dosing to 

illustrate behavioural effects (detailed in section 4.4). Due to the time constraints of 

the PhD, one of our limitations is that we did not examine the learning effect by 

examining the PD or the RT in early trials and comparing it to the late ones (Geva et 

al., 2013). 

- Is there a correlation between the induced phasic PD measures and task 

performance? 

In accordance with previous findings (Waitt, 2022, Wang et al., 2015), our 

results illustrated a significantly negative correlation between reaction times and 

PDR. We found that using trial-by-trial correlation produced more robust results 

between reaction time and the PDR during the cue-stimulus and stimulus-saccadic 

response period for both trial types. Our findings support that faster reaction times 

correlate with greater pupil size within the examined periods. However, when 

examining the correlations using the median PDR (averaged across subjects) for each 

period with the reaction times, only the stimulus to saccadic response PDR was 

negatively correlated with the reaction time in the antisaccade trials. 

In this chapter, we investigated the modulatory effect of active tDCS on the 

LC-NE using PD as a measure of ANS activity. In the next chapter, we will examine the 

modulatory effect of the active tDCS during the performance of the antisaccade task 

on the ERSP within the OCN.  
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Chapter 4 tDCS and cognitive control 

In the previous two chapters, we examined the effects associated with the 

performance of the antisaccade task on resting-state functional connectivity and the 

modulatory effect of active tDCS on this resting-state connectivity. We then 

investigated changes in the behavioural performance and the ANS neural correlates 

during the antisaccade task performance as indexed by the PD.  

In this chapter, we resume our investigations of the modulatory effects of the 

active tDCS, as a possible neuromodulatory therapeutic tool, in a sample with an 

elevated impulsive trait. We aim to examine the modulatory effects of active tDCS on 

the event-related spectral perturbation within the OCN during the performance of 

the antisaccade task.  

4.1 Introduction 

The brain electrophysiological activity during cognitive or sensorimotor tasks 

could be analysed in several methods (for detailed reviews, see (Makeig et al., 2004, 

Roach and Mathalon, 2008, Huster and Raud, 2018)). Event-related potential (ERP) 

describes the averaged electrical potential (voltage) changes over several trials (or 

epochs) that have been time-locked to a specific trial’s event, a specific response for 

example or an imperative stimulus. However, the measured ERP at any time point is 

formed in essence by complex dynamics of several frequencies that could be further 

explored using spectral decomposition to perform time-frequency analyses. An 

event-related spectral perturbation (ERSP) is a result of the ERP spectral 

decomposition, which details the event-induced amplitude changes in the frequency 

spectrum with time (Makeig, 1993). While an increase in oscillatory amplitude is 

referred to as event-related synchronisation, a decrease in amplitude is known as 

even-related desynchronisation reflecting synchronous changes in the neuronal 

activity (Pfurtscheller, 1992)  
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4.1.1 Communication Through Coherence 

The communication through coherence (CTC) theory (Fries, 2015) postulates 

that postsynaptic gamma oscillatory activity creates a 3 ms phase-selective window 

of high and low synaptic input sensitivity to the incoming presynaptic signals. This 

temporal window grants matching input signals greater effective connectivity with 

the postsynaptic neuron. This gamma-band coherence provides cross-frequency 

bands interregional connectivity with precise, effective, and selective 

communication. Furthermore, it proposes a modulation of synaptic gain (i.e. 

postsynaptic sensitivity to presynaptic stimuli) by a top-down regulation of the 

rhythmic Gamma band synchronisation amplitude and frequency. 

The CTC postulate that Alpha and Beta bands are the main mediators of top-

down control. The PFC Alpha mediate the increase of local, regional Alpha 

synchronisation at the targeted regions. This regional Alpha activity represents an 

available mode that permits regional engagement on demand. In contrast, the Beta 

band act as a target circuit activator and elicits, via deep cortical feedback, an 

increase in gamma synchronisation in the superficial cortical layers of the targeted 

regions. Hence, an increase in the Beta band synchronisation indicates regional 

engagement and an increase in the Alpha band implies regional deactivation and 

disengagement. 

4.1.2 Visual-spatial remapping 

To scan the surrounding environment, we continuously move our eyes, heads, 

and bodies. These movements and scanning process provides an unremitting visual 

input to the visual cortex. However, we have a stable spatial perception of the 

surrounding environment that facilitate the identification of objects coordinates in 

real-world dimensions despite our movement. This perceived visual stability is 

theorised to result from the remapping process of the cortical retinotopic 

representation of the visual field (Bays and Husain, 2007, Mathôt and Theeuwes, 

2011).  
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The remapping process accounts for the intended saccadic eye movement by 

generating a predicted representation of the visual input after the execution of the 

planned saccade. Creating this prediction requires a notion of the movement 

direction (corollary discharge) and a visual signal to interpolate the new retinotopic 

representation (for review, see (Wurtz, 2008, Bays and Husain, 2007, Mathôt and 

Theeuwes, 2011, Cavanagh et al., 2010, Sommer and Wurtz, 2008). Rolfs et al. (2011) 

reported that an attentional shift towards the preplanned saccade endpoint is 

associated with the efficiency of the retinotopic remapping process and precedes the 

execution of the saccade.  

4.1.3 Antisaccade and the OCN 

The antisaccade task is an oculomotor inhibitory control task, which activates 

the oculomotor control network (OCN) (see section 1.5.3 for more details about the 

antisaccade task). It requires participants to inhibit a prepotent prosaccade response 

towards a novel stimulus presented in the peripheral visual field and initiate a motor 

response in a different direction (Hallett, 1978). After stimulus presentation, 

successful performance in antisaccade trials involves a vector inversion process 

(vector remapping), which shifts participants’ attention from the stimulus 

presentation hemifield towards the saccade endpoint direction.  

Accumulating evidence points towards the PEF and the FEF as the cortical 

regions implicated in the predictive remapping process (Duhamel et al., 1992, Umeno 

and Goldberg, 1997, Sommer and Wurtz, 2006, Rolfs et al., 2011) and in vector 

inversion remapping process (Moon et al., 2007, Munoz and Everling, 2004, 

Medendorp et al., 2005, Belyusar et al., 2013). Both regions exhibit greater 

physiological activity for the contralateral presented stimuli than ipsilateral ones 

(Sereno et al., 2001, Everling and Munoz, 2000, Medendorp et al., 2005, Everling et 

al., 1998). This indicates that vector inversion involves a shift in the 

neurophysiological activities related to contralateral stimuli remapped to the cortical 

regions contralateral to the saccadic endpoint.  
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The neural activity in the FEF is associated with motor planning (preparation) 

and executive processing (for more details about the OCN, see section 1.7). At the 

same time, the PEF is mainly involved in the visuospatial processing (Connolly et al., 

2002, Schall, 2004, Medendorp et al., 2005). The dorsolateral prefrontal cortex 

(DLPFC) is among the essential cortical regions in the antisaccade and other tasks of 

the response inhibition (Bari and Robbins, 2013, Munoz and Everling, 2004). The 

DLPFC activity involves multiple executive functions and is a central hub in the 

cognitive control processing (Miller and Cohen, 2001).  

Hwang et al. (2014) proposed a top-down inhibitory control mechanism 

whereby an increase in the right DLPFC Beta-band (18-38Hz) activity during the 

anticipatory period precedes an increase in Alpha-band (6-14Hz) activity in the FEF 

by about 80ms. Compared to the prosaccade, antisaccade trials exhibited a 

significantly stronger Alpha-band increase in the FEF, which indicates increased 

functional inhibition. This observed increase in the preparatory Alpha band 

diminishes 204-24ms before the saccadic response suggesting a decrease in the 

functional inhibition. The authors proposed that PFC Beta activity is a signalling 

mechanism to increase Alpha band activity in a targeted system or network, which 

leads to a functional inhibition (Hwang et al., 2014). This functional role of the Alpha 

band is supported by the CTC (Fries, 2015) and the gating by inhibition theories 

(Jensen and Mazaheri, 2010). 
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4.1.4 Aims and questions  

This study was designed to further our knowledge of the pathophysiological 

mechanisms of rapid response impulsivity and to examine whether anodal tDCS will 

improve the involved top-down inhibitory control processes. We aim to examine the 

modulatory effects of the active tDCS condition compared to sham stimulation on 

the OCN using MEG during active engagement in an inhibitory control task.  

Given the proposed roles of the Alpha and Beta band in the CTC, gating by 

inhibition, and neurodynamics of inhibitory control. We predict an increase in Alpha 

and Beta late in the anticipatory period for the frontal OCN regions more than in 

occipital regions, especially for the FEF, reflecting the inhibition of premature 

responses. We expect the active tDCS condition to modulate the time course of the 

OCN regions to enhance the performance on the task more than the sham condition. 

Furthermore, given the asymmetry in the tDCS delivery, we expect Treatment 

conditions to manifest different hemispheric modulation.  

My research questions for this chapter:  

- Do Alpha and Beta rise more in the frontal OCN compared to occipital ones during 

the anticipatory period?  

- Are there preparatory regional differences between antisaccade and prosaccade?  

- What is the ERSP-associated vector inversion (saccade remapping)? Are the FEF 

and PEF involved in the process? 

- What are the modulatory effects of the active tDCS compared to the Sham 

condition? 

  



 97 

4.2 Methods 

4.2.1 Participants recruitment, study design, the antisaccade task, MEG pre-

processing and co-registration 

The participant recruitment process is detailed in section 2.2.1. The study 

design is described in section 2.2.2. Methods of data acquisition are described in 

2.2.3. The details of the antisaccade task paradigm used and the timeline of the task 

events are described in 3.2.2. Eye-tracking and pupillometry methods are detailed in 

section 3.2.3.  

The preprocessing and co-registration steps are illustrated in Figure 4.1 and 

detailed in sections 2.2.4.1 and 2.2.4.2, respectively.  

Figure 4.1 MEG data processing and analysis pipeline. Illustrated process of MEG data pre-
processing and analysis steps applied for the data collected during the antisaccade task 
session. 
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 We aimed to examine and compare the modulatory effects related to the 

inhibitory control process in the antisaccade task in both Treatment conditions for 

the Alpha and Beta bands. To achieve this, we computed a normalised time course of 

the event-related spectral perturbation (ERSP) for the Alpha and Beta bands. We 

used the rest between trial blocks as a baseline for the normalisation process. We 

used stimulus-locked analysis for the anticipatory period and the post-stimulus 

period. 

4.2.1.1 Antisaccade task MEG data analysis 

We prepared the MEG data during the tDCS/antisaccade for statistical 

analysis using customised scripts in MATLAB. These scripts incorporated functions 

from the FieldTrip toolbox (Oostenveld et al., 2011). For source localisation, we used 

a modified version of the pipeline developed by O’Neill et al. (2017). The co-

registered subjects' MRIs were segmented to the scalp, skull, and brain, then 

prepared by removing the scalp and preserving brain volume.  

We used IBM SPSS Statistics (IBM Corp. Released 2020. IBM SPSS Statistics for 

Windows, Version 27.0. Armonk, NY: IBM Corp) to perform our statistical analysis.  

We used LCMV beamforming to estimate the signal at nine nodes of the 

oculomotor control network (OCN) (refer to section 2.1 for details about 

beamforming and section 1.7 for more details regarding the OCN). These coordinates 

were defined using an extensive literature search by Waitt (2022) (Table 4.1). This 

network is involved in the top-down regulation of eye movements. It is composed of 

the primary visual cortex (V1), parietal eye field (PEF), anterior insula (AntIns), frontal 

eye fields (FEF) and the dorsolateral prefrontal cortex (DLPFC). The cortical region V1 

receives visual inputs from the retina and then projects them to the parietal and 

frontal regions. The DLPFC is an executive control centre responsible for inhibiting 

reflexive prosaccade and planning to execute an antisaccade is believed to take place. 

While the PEF processes visuospatial information as to where to look, the FEF 

coordinates the visuomotor aspect of the saccadic movement (how to move). The 

anterior insula regulates multiple functions, including attention, working memory, 

and salience processing.  
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Table 4.1 The OCN regions’ coordinates in MNI space 

ROI x y z 

R DLPFC 40.5 38.5 25 

L DLPFC -39.5 37.5 26.5 

R FEF 31.15 -5.5 50.45 

L FEF -31 -4.7 50.5 

R AntIns 40.5 12 0 

L AntIns -36 9 4 

R PEF 25.5 -63 57.5 

L PEF -26 -61 55 

V1 -0.82 -79.25 5.93 

A standard Montreal Neurological Institute (MNI) space with a 4 mm grid 

resolution was used as a template to define the 9 ROIs of the OCN. We used these 

coordinates to find the nearest voxels in the MNI template and then warped the MNI-

ROI template into each subject's prepared brain volume. We used LCMV adaptive 

beamformer (Robinson, 1999, Van Veen et al., 1997) for source localisation in a time 

window spanning the entire task session duration and a 1-150Hz frequency window 

(Brookes et al., 2008). To compute the forward fields, we employed a single-shell 

dipole approximation method (Nolte, 2003). Then, to optimise the signal-to-noise 

ratio (SNR), dipole orientation was modelled by concatenating the x, y, and z axes to 

a single electrode orientation using a non-linear search for the optimal SNR (Sekihara 

et al., 2004).  

We used the Tikhonov regularisation method set to condition the regularised 

covariance matrix to a number of 100 (lambda= 0.01 of the eigenvalue’s range of the 

covariance matrix). The covariance matrix regularisation generates spatial blurring, 

which promotes a more stable signal from the source space. The resulting signal from 

each voxel is a weighted average of its signal and contributions from the surrounding 

voxels. We performed the regularisation process to ascertain the inclusion of the 

most relevant data to the ROI activity from the adjacent voxels. The process produced 

an 𝑚𝑅 ×  𝑛𝑆 matrix (where R is the number of ROIs, and S is the number of sensors), 

which contains the contribution signal weights for every MEG sensor to each ROI 

throughout the task session duration. 
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A virtual electrode (VE) time series for each ROI by multiplying the computed 

weights matrix by the time series (TS) signal from each sensor (S) for each trial type 

(TT) separately (rest/antisaccade/saccade). This produced nine-time courses (one for 

each ROI) for each trial type.  

𝑉𝐸𝑅𝑂𝐼 = 𝑊(𝑅𝑂𝐼,𝑆) ∗ 𝑇𝑆(𝑆,𝑇𝑇) 

We used the rest periods between trials’ blocks as a baseline to normalise the 

antisaccade task modulation effect for Alpha (8-13Hz), low-Beta (13-20Hz) and high-

Beta (20-30Hz). For the anticipatory period, the Morlet wavelet time-frequency 

transformation method (Tallon-Baudry et al., 1997) was employed using five Morlet 

cycles in three standard deviations Gaussian tapered time window centred at each 

100 ms in the time of interest (TOI) window to examine the time-frequency power 

spectrum changes related to the antisaccade task main events. The wavelet 

transformation was computed in two-hertz increments for each frequency band.  

Then, the frequency band modulation was computed by subtracting the 

averaged frequency band’s amplitude between trials' rest periods from its 

counterpart signal in each trial type’s signal. Then we divided the result by the 

average rest period frequency band’s power spectrum. 

𝑚𝑜𝑑𝑢𝑙𝑎𝑡𝑒𝑑 𝑎𝑣𝑔. 𝑝𝑜𝑤 𝑡𝑟𝑖𝑎𝑙𝑡𝑦𝑝𝑒 =
avg. pow trialtype–  avg. pow trial𝑟𝑒𝑠𝑡

avg. pow trial𝑟𝑒𝑠𝑡
 

Then for each frequency band, we averaged the power spectrum across the 

encompassing frequencies. This process produced 𝑚𝑅𝑂𝐼 ∗ 𝑛𝑡𝑖𝑚𝑒  matrix, where m is 

the number of ROIs and n is the averaged power spectrum at the prespecified ten 

100 ms TOI windows for each period per trial type for the anticipatory period. 

For the post-stimulus period, we increased the temporal resolution to 20 ms 

to examine the subtle time changes related to stimulus presentation and saccade 

response. Trials were divided into anticipatory (preparatory) and response periods. 

The anticipatory period was analysed using stimulus-locked analysis. The time of 

interest (TOI) for the anticipatory period begins at cue presentation and ends 100 ms 

post-stimulus presentation (-800 to 100 ms relative to the stimulus). We included the 
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first 500 ms post-stimulus presentation in the analysis. Only correct trials were used 

in the analysis, conditioned to have a response within 500 ms from stimulus 

presentation.  

To examine the effect of the laterality, we categorised prosaccade and 

antisaccade trials into ipsilateral and contralateral trials. Trials laterality describes the 

stimulus presentation hemifield relative to the OCN ROIs hemisphere Table 4.2. 

 

Table 4.2 The description of laterality in the anticipatory and post-stimulus periods (relative to stimulus 
presentation hemifield). 

Stimulus 
presentation 

hemifield 

Region’s 
hemisphere 

Stimulus laterality 

Prosaccade Antisaccade 
Right Right Ipsilateral Ipsilateral 

Right Left Contralateral Contralateral 

Left Right Contralateral Contralateral 

Left Left Ipsilateral Ipsilateral 

 

Several methods were described to examine the effect of stimulus laterality 

on the attentional shift (Moon et al., 2007, Mazzetti et al., 2019, Belyusar et al., 2013, 

Sauseng et al., 2005). However, some of the described methods were 

computationally demanding or challenging to understand either contrasting the 

attention hemifield and neglecting the hemisphere or the other way around. We used 

a method similar to the one used by Sauseng et al. (2005) to compute a simple 

laterality index that accounts for both the hemisphere and hemifield at the same time 

for the same event. The laterality index was computed by subtracting the ipsilateral 

from the contralateral trial’s time course, which contrasts the effect of the 

contralateral stimulus as positive values and the ipsilateral stimulus as negative 

values. 

𝐿𝑎𝑡𝑒𝑟𝑎𝑙𝑖𝑡𝑦 𝐼𝑛𝑑𝑒𝑥𝑥 = 𝐶𝑜𝑛𝑡𝑟𝑎𝑙𝑎𝑡𝑒𝑟𝑎𝑙𝑥 − 𝐼𝑝𝑠𝑖𝑙𝑎𝑡𝑒𝑟𝑎𝑙𝑥 
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4.3 Results 

4.3.1 Anticipatory period  

Given the described role of Alpha and Beta bands, we predict that Alpha and 

Beta will increase late in the anticipatory period for the frontal OCN regions more 

than in occipital regions, especially for the FEF, reflecting the inhibition of premature 

responses. Moreover, we expect Trial types to exhibit different Alpha and Beta bands 

modulation reflecting the inhibition of reflexive prosaccades. 

We expect the active treatment condition to modulate the time course of the 

OCN regions to reach peak amplitude at a faster rate than the sham condition. 

Furthermore, given the asymmetry in the tDCS delivery, we expect Treatment 

conditions to manifest different hemispheric modulation. 

4.3.1.1 Alpha band Modulation 

To examine the Alpha band modulation, we used the change in Alpha band 

ERSP during the anticipatory period relative to the baseline (the rest between trial 

blocks) as our dependent measure to conduct the multivariate analyses reported in 

this section. We first conducted a five-way mixed-design exploratory ANOVA with 

Treatment conditions (two levels: tDCS or sham) as a between-subjects factor and 

four within-subjects factors defined as; Time course (17 levels: 17 50-ms time bins), 

Trial Type (two levels: prosaccade and antisaccade), Hemisphere (two levels: right or 

left), and OCN Regions (four levels DLPFC, FEF, anterior insula, and the PEF). 

There was a significant main effect of Time, F (3.4, 116.4) = 4.09, p = .006, and 

a significant main effect of Regions, F(2.151, 73.128) = 5.194, p = .007. However, there 

was a significant effect of Time by Region interaction, F(6.1,208.5) = 8.715, p < .001. 

This finding indicates that the time course of the Alpha band during the anticipatory 

period exhibited significant differences between OCN Regions (illustrated in Figure 

4.2). However, it does not indicate which regions exhibit significant anticipatory 

temporal changes.  
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To find which regions exhibited significant Alpha band anticipatory changes 

with time. We conducted a second mixed-design ANOVA for each Region separately 

with Treatment conditions (two levels: tDCS or sham) as a between-subjects factor 

and three within-subjects factors defined as; Time (17 levels: 17 50-ms time bins), 

Trial Type (two levels: prosaccade and antisaccade), Hemisphere (two levels: right or 

left).  

The changes in Alpha time course were significant for the FEF, F(2.3, 78.8) = 

3.636, p = .025, and for the PEF, F(3.4, 116) = 10.12, p < .001. The FEF exhibited a 

significant quadratic polynomial contrast, F(1, 34) = 6.581, p = .015, which illustrated 

a peak in Alpha synchronisation at 150 ms post-cue followed by an increasing 

progressive synchronisation from 400 ms post-cue up to stimulus presentation 

(Figure 4.2). The PEF time course exhibited a peak Alpha band synchronisation within 

the 150-200 ms post-cue presentation, followed by progressive desynchronisation 

down to stimulus presentation (Figure 4.2). The main effect of time did not reach a 

significant level in the DLPFC, F(3.5, 119.5) = 1.038, p = .385, or in the anterior insula, 

F(6.3, 214.6) = 1.448, p =.195 (Figure 4.2). These results indicate that the significant 

differences in the Time by Regions interaction of the primary ANOVA represent the 

Figure 4.2 Illustrates the significant effect of Time by Regions interaction in the Alpha band. The 
time course of the FEF exhibited an increase in Alpha synchronisation 400 ms pre-stimulus up to 
the stimulus presentation time. The time course of the PEF demonstrated an initial synchronisation 
peak at 150-200 ms post-cue presentation, followed by a progressive decrease in Alpha synchrony 
until the stimulus presentation time. The asterisks (*) represent a significant main effect of Time (p 
<.05). 
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different Alpha band time courses in the FEF and the PEF during the anticipatory 

period. In accord with the prediction that Alpha would increase late in the 

anticipatory period for the frontal OCN regions more than in occipital regions, 

reflecting the inhibition of premature responses.  

The exploratory ANOVA revealed an expected significant modulatory effect 

of Trial type by Hemisphere by Regions interaction, F(2.6, 86.6), p= .004. We 

examined this interaction in the second ANOVA. Only the DLPFC exhibited a 

significant effect for the Hemisphere by Trial type interaction, F(1,34) = 8.633, p = 

0.006. This finding indicates different DLPFC hemispheric engagements based on the 

Trial type modulation of the Alpha band (illustrated in Figure 4.3). To find which 

DLPFC is move involved for each trial type, we conducted a mixed design ANOVA for 

each trial type independently, with treatment conditions as between the subjects’ 

factor and two within-subjects factors (2 hemispheres x 17 time-bins). 

There was a trend-level effect of Hemisphere differences (averaged across 

time) for the prosaccade trials, F(1, 34) = 3.966, p = .055, with greater Alpha 

synchronisation in the left hemisphere. There was no significant effect of 

Hemispheric differences for the antisaccade trials, F(1, 34) = .891, p = .352. These 

results imply that each DLPFC exhibited significantly different Alpha band modulation 

for each Trial type. The left DLPFC exhibited a pronounced Alpha band 

desynchronisation for antisaccade trials throughout the anticipatory period. The right 

DLPFC illustrated pronounced desynchronisation at 300 ms before the imperative 

stimulus presentation. These results suggest the engagement of the left DLPFC in 

preparation for antisaccade trials and the right DLPFC for prosaccade trials. 
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Effects of treatment conditions 

There was a significant effect for the Hemisphere by Treatment conditions 

interaction, F(1, 34) = 8.172, p = .007, which indicate a significant difference between 

treatment condition in the Alpha band averaged across each hemisphere. We further 

investigated this interaction by exploring the effect of treatment condition 

modulation on each Hemisphere separately. We conducted a four-way mixed ANOVA 

with three defined within-subjects factors; Trial Types (two-level; prosaccade, 

antisaccade), Regions (four-level; DLPFC, FEF, AntIns, PEF), Time (17-level; 17 50-ms 

time-bins), with the Treatment conditions being between the subject’s factors. 

There were no significant differences between treatment conditions in the 

left hemisphere, F(1, 34) = 0.403, p = .53. However, the right hemisphere illustrated 

a significant between-subjects effect of treatment condition, F(1, 34) = 6.019, p = 

.019, whereby the Sham condition exhibited Alpha band synchronisation. In contrast, 

the tDCS condition illustrated a desynchronisation of Alpha.  

Figure 4.3 Illustrates the significant effect of The Hemisphere by Trial type interaction in the DLPFC 
for Alpha band modulation (p = .006). The Alpha band illustrated, on average across time and 
condition, a desynchronisation in the left DLPFC for antisaccade trials and the right DLPFC illustrated 
a synchronisation for antisaccade trials. The prosaccade exhibited Alpha synchronisation in the left 
DLPFC and desynchronisation in the right DLPFC.  
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We then examined if the effect of each Treatment condition on the right 

Hemisphere significantly differed from its baseline by examining the intercept of a 

three-way repeated measure ANOVA with three within-subjects factors Trial Types 

(two-level; prosaccade, antisaccade), Regions (four-level; DLPFC, FEF, AntIns, PEF) 

Time (17-level; 17 50-ms time-bins) conducted for each Treatment group 

independently. The average change in the right hemisphere’s Alpha band across all 

factors did not differ from the baseline (between trials’ rests) in the sham condition, 

F(1, 17) = 0.492, p = .0493. However, the tDCS condition exhibited a significant 

difference from baseline, F(1, 17) = 12.773, p = .002 (Figure 4.4). This finding indicates 

the significant modulatory effect of tDCS on the preparatory Alpha band increased 

the right hemisphere desynchronisation during the anticipatory period relative to the 

between trial’s rests. Furthermore, it supports our prediction that asymmetric active 

tDCS induces different hemispheric modulations prominent in the stimulated 

hemisphere.  

Figure 4.4 The effect of Hemisphere by Treatment conditions on the average change in Alpha band, 
across other factors, during the anticipatory period relative to the between trials’ rests. The tDCS 
group illustrates more Alpha desynchronization in the right hemisphere, where the sham group 
exhibited a synchronization tendency. The asterisk (*) represent a significant deviation from the 
baseline (p = 0.002) on the averaged modulation in the right hemisphere of the active tDCS 
condition. 
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4.3.1.2 Low-Beta band Modulation 

We used the change in low-Beta band modulation during the anticipatory 

period relative to the between trials’ rests as the dependent variable to conduct the 

multivariate analyses reported in this section. We first performed an exploratory five-

way mixed-design ANOVA with treatment conditions between the subject’s factors 

and four within-subjects factors; Trial Types (two-level: antisaccade; prosaccade), 

Hemispheres (two-levels: right; left), Regions (four-level: DLPFC; FEF; AntIns; PEF), 

and Time (17-levels: 17 50ms time-bins). 

There were a significant Beta-band changes with Time, F(6.1, 206.7) = 4.349, 

p < .001. and a significant different low-Beta band modulation between Regions, 

F(2.2, 78) = 29.207, p < 0.001. However, there was a significant effect of the Regions 

by Time interaction, F(13.3, 450.6) = 3.681, p < .001 (illustrated in Figure 4.5). To 

examine the Time by Regions interaction, we conducted a four-way mixed ANOVA in 

each Region, with Treatment conditions as the between-subjects factors and three 

within-subjects factors. These factors were: Time (17 levels: 17 50-ms time-bins), 

Hemisphere (two-levels: right; left), and Trial Type (two-levels: prosaccade; 

antisaccade). 

Figure 4.5 The anticipatory Low-Beta band modulation relative to the between trials' rests 
illustrates the significant effect of Time by Regions interaction. The frontal regions exhibit less low-
Beta desynchrony than the PEF. The FEF exhibited a progressive increase in low-Beta 
synchronization 350 ms prestimulus up to stimulus presentation while the PEF maintained low-Beta 
desynchronization. The astrisks (*) represents a significant main effect of Time (p < 0.001) in the 
independent Region examination. 
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The changes in the low-Beta band time course, relative to the baseline, were 

significant for the PEF, F(1, 34) = 8.549, p = < .001, and for the FEF, F(6.3, 215) = 3.769, 

p = .001, which are illustrated in Figure 4.5. The PEF low-Beta band time course 

exhibited a desynchronisation trend overall with two peaks of decrease in 

desynchrony at 100 ms and 250 ms post-cue presentation followed by progressive 

desynchronisation to stimulus presentation. On the other hand, the FEF illustrated a 

low-Beta band time course with less desynchronisation than PEF and two peaks of 

decreased desynchrony following the ones in the PEF by 50 ms. Then the FEF time 

course exhibited a significant increase in synchronisation up to the stimulus 

presentation time. This finding suggests the active involvement of the FEF in 

suppressing the saccadic movement, consistent with the proposed role of the Beta 

band in the somatomotor area for maintaining position or inhibiting motor 

movement (Engel and Fries, 2010). 

Effects of Treatment conditions 

In the exploratory ANOVA, Treatment conditions exhibited significant 

differences in modulating the preparatory low-Beta band time course (effect of Time 

by Treatment conditions interaction), F(6.1, 206.7) = 2.669, p = .016. To investigate 

this interaction, we conducted a repeated measure ANOVA using four within-subjects 

factors; Trial Types (two-level: antisaccade; prosaccade), Hemispheres (two-levels: 

right; left), Regions (four-level: DLPFC; FEF; AntIns; PEF), and Time (17-levels: 17 50ms 

time-bins) for each Treatment condition indecently. 

While the Sham condition illustrated non-significant changes in low-Beta 

band time course, F(3.2, 54.2) = 1.374, p = .260, the tDCS condition exhibited a 

significant main effect of Time, F(3.1, 52) = 3.593, p = .019, supported by a significant 

cubic polynomial contrast, F(1, 34) = 14.641, p = .001. Both Treatment conditions 

shared a similar low-Beta synchronisation pattern during the orientation phase; then, 

the active tDCS condition exhibited more low-Beta band desynchronisation up to the 

stimulus presentation. This finding indicates that active tDCS modulated the low-Beta 

band time course by provoking a more precise synchronisation timing with decreased 

desynchrony during the alertness phase to recruit essential cortical regions for the 
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task. There was an initial desynchronisation increase followed by a progressive gain 

of synchronisation during the anticipatory period (Figure 4.6).  

 
  

Figure 4.6 The change in anticipatory low-Beta band relative to the between trials' rests, illustrates 
the significant effect of Time by Treatment conditions interaction. Both treatment conditions share 
similar change in low-Beta synchrony for the first 300 ms post-cue presentation then diverge. The 
tDCS exhibit more desynchronization than the sham group. The tDCS condition time course 
exhibited a significant cubic polynomial contrast. The asterisk (*) represent a significant main effect 
of Time (p = 0.019) in the active tDCS condition. 
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4.3.1.3 High-Beta band Modulation 

To examine the change in the high-Beta band during the anticipatory period 

relative to the between trials’ rests, we used the change in high-Beta band 

modulation relative to the baseline (the rest between trials) as the dependent 

variable to conduct the analyses reported in this section. We first conducted a five-

way mixed ANOVA with treatment conditions between the subject’s factors and four 

within-subjects factors; Trial Types (two-level: antisaccade; prosaccade), 

Hemispheres (two-levels: right; left), Regions (four-level: DLPFC; FEF; AntIns; PEF), 

and Time (17-levels: 17 50ms time-bins). 

There was a significant main effect of time, F(6.2, 211.1) = 3.812, p = .001,and 

main effect of Region, F(2.8, 77.4), p < .001. However, there was a significant effect 

of Time by Regions interaction, F(14.1, 477.9) = 2.891, p < .001, which indicates that 

high-Beta modulation time course differed in each OCN Region. The Time by Region 

interaction is plotted in Figure 4.7.  

Figure 4.7 High-Beta band anticipatory illustrates modulation effects of Time by Region interaction. 
The FEF time course exhibited an increase in synchronisation at 150 and 350 ms post-cue 
presentation, followed by progressive synchronisation up to stimulus presentation. The time course 
of the PEF exhibited an increase in synchronisation at 100 ms and 550 ms post-cue presentation 
and maintained a desynchronisation trend overall. The asterisk (*) represents a significant main 
effect of Time in the independent Region examination (p <0.001). 
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We conducted four-way mixed ANOVA on each Region separately to 

investigate the Time by Regions interaction. The between-subjects factor was 

Treatment condition (two-levels: Active tDCS; Sham), and three within-subjects 

factors were defined as Hemisphere (two-level: left; right); Trial Type (two-level: 

antisaccade, prosaccade); Time (17-level: 17 50ms time-bins).  

There was a significant main effect of Time for the PEF, F(5.1, 173.1) = 6.01, p 

= < .001, and for the FEF, F(8.2, 278.1) = 4.275, p < .001. The time course of the PEF 

illustrated two main peaks; the first was at 50-100 ms post-cue and a second peak at 

550-600 ms post-cue presentation with high desynchronisation overall. The FEF, on 

the other hand, illustrated two synchronisation peaks at 150 ms and 350 ms post-cue 

presentation followed by progressive synchronisation gain up to stimulus 

presentation. This finding indicates that the difference in the PEF and the FEF high-

Beta band time courses produced a significant Time by Regions interaction effect in 

the primary ANOVA.  

There was no significant effect or interactions involving the Treatment 

condition in the high-Beta band.  
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4.3.2 Anticipatory modulation in the Visual cortex 

We used the ERSP changes in the visual cortex during the anticipatory period 

(relative to the rests between trials) for each frequency band separately as a 

dependent variable to conduct three separate mixed-design ANOVAs with Treatment 

condition (two levels: tDCS or sham) as a between-subjects factor and two within-

subjects factors defined as; Time course (17 levels: 17 50-ms time bins), and Trial 

Type (two levels: prosaccade and antisaccade).  

There was a significant main effect of Time in the visual cortex for the Alpha-

band, F(3.2, 108) = 6.91, p <.001, the low-Beta band, F(5.7, 192.2) = 6.385, p <.001, 

and in the high-Beta band, F(7.7, 261.7) = 4.368, p <.001, which are illustrated in 

Figure 4.8. The time course of the Alpha band in the visual cortex exhibited an initial 

decrease in desynchronisation during the first half of the anticipatory period peaking 

at 200 ms post-cue presentation, followed by a progressive increase in 

desynchronisation down to the stimulus presentation time. During the first half of 

the anticipatory period, the high and low Beta bands exhibited a dual peak of 

decreased in desynchrony at 100 and 250 ms post-cue presentation, followed by an 

increase in desynchronisation down to 400 ms post-cue. From 400 ms onward, the 

low-Beta illustrated a sustained level of desynchrony, while the high-beta exhibited 

a decreased desynchronisation.  

Figure 4.8 The illustrated time course of the visual cortex’s Alpha, low-Beta, and high-Beta bands 
modulation during the anticipatory period relative to the between trials’ rests. The Alpha band 
exhibited an initial decrease in desynchronisation followed by increasing progressive 
desynchronisation. The low- and high-Beta bands illustrated dual peaks in synchronisation at 100 
and 250 ms post-cue presentation, followed by sustained desynchronisation levels in the low-Beta 
and decreased desynchronisation levels in the high-Beta band. The asterisk (*) represents a 
significant main effect of Time in independently examined frequency bands (p<0.001). 
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4.3.3 Anticipatory period summary 

There were significant modulatory changes with Time in the examined Alpha 

and Beta bands for the FEF and the PEF time courses. In accord with the predicted 

increase in the FEF Alpha and Beta band in anticipation of the stimulus, the FEF 

sustained a stable synchronisation level in the first half of the anticipatory period and 

exhibited a progressive increase in synchronisation during the second half of the 

examined Alpha (Figure 4.2), low-Beta (Figure 4.5), and high-Beta bands (Figure 4.7). 

The PEF illustrated an initial increase in synchronisation followed by 

progressive desynchronisation in the first half of the anticipatory period in the 

examined frequency bands. During the second half of the anticipatory period, the PEF 

exhibited progressive desynchronisation in the Alpha band (Figure 4.2), maintained 

desynchrony in the low Beta (Figure 4.5), and decreased desynchronisation in the 

high-Beta band (Figure 4.7). 

There were significant trial-type modulated hemispheric differences in the 

DLPFC for the Alpha band (Figure 4.3). The prosaccade trials exhibited Alpha 

desynchronisation in the right DLPFC and synchronisation in the left DLPFC. In 

contrast, the antisaccade illustrated an Alpha band synchronisation in the right and 

desynchronisation in the left DLPFC. 

The visual cortex exhibited a significant modulation time course in the 

frequency bands examined (Figure 4.8). The Alpha-band illustrated an initial 

synchronisation increase followed by progressive desynchronisation. Low- and High-

Beta bands exhibited dual peaks in the first half of the anticipatory period. The low-

Beta band maintained a high level of desynchrony during the second half of the 

anticipatory period, while the high-Beta showed a desynchronisation decrease. 

Considering the anticipated role of the Beta band in suppressing task-irrelevant brain 

activity, the sustained desynchronization of the putative Beta bands in the final 400 

ms of the anticipatory period is consistent with the suppression of distracting brain 

activity in the preparatory period. 
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Effects of Treatment conditions 

In the tDCS condition, there was a significant Alpha-band desynchronisation 

in the right hemisphere, which resulted in a significantly different interaction of 

Hemispheres by Treatment condition.  

The tDCS low-Beta band time course differed significantly from the Sham 

condition’s time course averaged across all other factors. Both Treatment conditions 

shared a similar synchronisation time course in the first half of the anticipatory 

period. The tDCS exhibited greater desynchronisation than the Sham condition up to 

stimulus presentation (Figure 4.6). This observation suggests that active tDCS 

enhances the effect of low beta oscillations in suppressing irrelevant brain activity 

immediately preceding the expected stimulus. 
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4.3.4 Post-stimulus period analysis 

Based on the described gathering evidence, we predict that contralateral 

presented stimuli will elicit a greater ERSP modulation for the FEF and the PEF. 

Furthermore, the antisaccade task requires a shift of attention (vector inversion). We 

expect a modulation of the Alpha and Beta bands' time course of signal for 

antisaccade trials for the FEF and the PEF contralateral to stimulus reflecting this 

process. 

4.3.4.1  Alpha band modulation 

To investigate the stimulus-induced Alpha band modulation, we used the 

stimulus-locked changes in the Alpha band during the post-stimulus period relative 

to the baseline (the rest between trial blocks) as our dependent measure to conduct 

the multivariate analyses reported in this section. 

We conducted an exploratory ANOVA to examine the ERSP changes in the 

OCN regions during the post-stimulus presentation period. We employed a six-way 

mixed-design ANOVA with Treatment condition (two levels: tDCS or sham) as a 

between-subjects factor and four within-subjects factors defined as; Time (twenty-

six levels: twenty-six 20-ms time bins), Trial Type (two levels: prosaccade and 

antisaccade), Hemisphere (two levels: right or left), Stimulus Laterality (two levels: 

ipsilateral, contralateral stimulus relative to the Regions’ hemisphere), and OCN 

Regions (four levels DLPFC, FEF, anterior insula, and the PEF). 

There was a significant main effect of Time, F(2.6, 87.4) = 15.203, p < .001. 

However, there was a significant effect of the Time by Stimulus Laterality interaction, 

F(2.5, 85.377) = 3.635, p = .022. The contralateral presented stimulus exhibited earlier 

and greater Alpha band desynchronisation from stimulus presentation up to 320 ms 

post-stimulus. This finding indicates, per our prediction and findings of Medendorp 

et al. (2005), Händel et al. (2011), that contralateral presented stimuli were 

associated with greater Alpha synchronisation during the first 300 ms post-stimulus 

presentation compared to ipsilateral stimuli (Figure 4.9).  
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Furthermore, there was a significant effect of Stimulus Laterality by Trial Type 

by Regions by Hemisphere interaction, F(2.6, 87.6) = 5.598, p = .002, which implies 

Regional Hemispheric lateralisation differences of Alpha-band modulation for trial 

types and stimulus laterality. We further explored the effects of this interaction in 

each Region independently. We used five-way mixed ANOVA with three within-

subjects factors; Time (twenty-six levels: twenty-six 20-ms time bins), Trial Type (two 

levels: prosaccade and antisaccade), Hemisphere (two levels: right or left), and 

Stimulus Laterality (two levels: ipsilateral, contralateral stimulus relative to the 

Regions’ hemisphere), with Treatment Conditions as between-subjects factors. 

Only the PEF exhibited significant modulatory differences of the Stimulus 

Laterality by Trial Type by Hemisphere, F(1,34) = 8.431, p = .006. We then asked which 

hemisphere is more sensitive to the modulatory effects of this interaction. We 

independently examined the effect of Stimulus Laterality by Trial type interaction in 

each hemisphere. The effect of Stimulus Laterality by Trial Type interaction was 

significant in the left PEF, F(1, 34) = 14.229, p = .001, but not in the right PEF, F(1, 34) 

= 0.047, p = .830. This finding implicates the left PEF in the vector inversion process 

involved in the antisaccade task.  

  

Figure 4.9 The post-stimulus modulatory effect of Time by Stimulus Laterality interaction relative to 
the baseline (between trials’ rests) for the Alpha band averaged across all other factors. The 
ipsilateral stimulus exhibited less Alpha-band synchronisation in the initial 300 ms post-stimulus, 
and greater synchrony in the remaining post-stimulus period than the contralateral stimuli. The 
Laterality index illustrate the stimulus Laterality difference (contralateral-ipsilateral).  
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To interpret the PEF engagement and response to each task category, we 

further investigated the modulatory effect of each Stimulus Laterality for each Trial 

Type in the left Hemisphere. All task categories had modulated the Alpha band 

significantly relative to the baseline. Interestingly the illustrated time course of these 

modulations showed greater Alpha desynchronisation for contralateral prosaccades 

compared to ipsilateral prosaccade. For the antisaccade trials, the contralateral 

stimulus was associated with initial greater Alpha desynchronisation that shifted 

towards less desynchronisation, relative to ipsilateral stimulus, at 150 ms post-

stimulus presentation (Figure 4.10). These results suggest that the left PEF exhibit 

more task engagement for contralateral stimulus. In case the task was antisaccade, 

the left PEF illustrate an engagement shift towards the ipsilateral presented stimulus 

at around 150 ms post-stimulus presentation. These results support, partially (Moon 

et al., 2007) 

  

Figure 4.10 Left PEF Alpha modulation effect of Time by Trial type by Stimulus laterality 
illustrating greater Alpha desynchronisation in prosaccade trials for contralateral stimulus 
compared to ipsilateral prosaccade. Contralateral stimulus in antisaccade trials modulation 
exhibited a relative decrease in desynchronisation cross-over the increasing desynchronisation of 
ipsilateral stimulus. Asterisks (*) indicate averaged modulation (across time) significantly differ 
from the baseline (p <. 05).  
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Effects of Treatment condition 

The exploratory ANOVA demonstrated a significant effect of the stimulus 

Laterality by Trial type by Treatment condition interaction, F(1,34) = 5.831, p = .021. 

However, there was a significant effect of the Treatment conditions by Hemispheres 

by Trial Type by Stimulus Laterality, F(1, 34) = 11.315, p = .002. This result implies that 

the modulatory effect of Treatment conditions on the Alpha-band was significantly 

different between task categories for each Hemisphere. We investigated which 

Hemisphere exhibited this significant effect by conducting a five-way mixed ANOVA 

with treatment condition as the between-subjects factor and four within-subjects 

factors: Laterality, Trial Type, Regions, and Time on Hemisphere independently. 

The left Hemisphere did not show a significant effect of Treatment condition 

by Trial Type by Laterality interaction, F(1,34) = 2.323, p = 0.137. However, the right 

hemisphere exhibited a significant effect for this interaction, F(1,34) = 18.375, p < 

0.001. This finding implies that Treatment conditions exhibited significant 

modulatory differences within the right hemisphere’s Alpha-band activity between 

task categories. We investigated which Trial type was significantly modulated by the 

effect of the Treatment condition. We examined each Trial type independently in the 

right hemisphere by conducting a mixed-design ANOVA with the Treatment condition 

as the between-subjects factor and three within-subjects factors defined as Stimulus 

laterality, Regions, and Time.  

The prosaccade trials did not show an effect of Treatment condition by 

Laterality interaction, F(1, 34) = 11.172, p = .002. On the other hand, the antisaccade 

trials had a significant Treatment condition by Laterality interaction, F(1, 34) = 11.172, 

p = .002, for which we examined the between-subject Treatment effect of ipsilateral 

and contralateral antisaccade trials independently.  

The Ipsilateral antisaccade exhibited a non-significant between-subjects 

effect, F(1, 34) = 0.271, p = .606. The between-subjects effect of the Treatment 

condition was significant for contralateral presented stimuli for antisaccade trials in 

the right hemisphere, F(1, 34) = 7.812, p = .008. We then examined this effect in each 

Treatment condition independently using two-way repeated measures ANOVA with 
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Time and Regions as the within-subjects factors. In the active tDCS condition, the 

intercept of contralateral antisaccade did not differ significantly from the baseline, 

F(1, 17) = 1.077, p = .314. However, in the Sham condition, the modulatory effect of 

contralateral antisaccade exhibited a significant synchronisation relative to the 

baseline, F=(1, 17) = 6.898, p = .018.  

These results indicate two points: first, in antisaccade trials, a contralateral 

presented stimulus is associated with greater Alpha synchronisation in the right 

hemisphere for the sham condition. Second, the active tDCS condition modulates the 

right hemisphere’s Alpha band and nullifies this significant effect.  

 

Figure 4.11 The modulatory effects of Treatment condition by Stimulus laterality by Trial type on Alpha 
band modulation in the right Hemisphere for all task categories in both treatment conditions. The 
contralateral antisaccade trials exhibited a significant synchronisation relative to the baseline (marked 
by the asterisk (*) p < .05). The active tDCS condition did not exhibit a significant effect. 
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4.3.4.2 Low-Bata Band modulation  

We used the stimulus-locked changes in the low-Beta band during the post-

stimulus period relative to the baseline (the rest between trial blocks) as the 

dependent variable to conduct the multivariate analyses reported in this section. 

We conducted an exploratory ANOVA to examine the low-Beta band 

modulation in the OCN regions during the post-stimulus presentation period. We 

employed a six-way mixed-design ANOVA with Treatment condition (two levels: tDCS 

or sham) as a between-subjects factor and four within-subjects factors defined as; 

Time (twenty-six levels: twenty-six 20-ms time bins), Trial Type (two levels: 

prosaccade and antisaccade), Hemisphere (two levels: right or left), Stimulus 

Laterality (two levels: ipsilateral, contralateral stimulus relative to the Regions’ 

hemisphere), and OCN Regions (four levels DLPFC, FEF, anterior insula, and the PEF). 

There was a significant effect of low-Beta band modulation difference 

between Regions, F(1.9, 65.7) = 25.525, p < .001. However, there was a significant 

effect of Regions by Trial Type interactions, F(2.3, 78.7) = 4.837, p = .007, which we 

investigated in each region independently using five-way mixed ANOVA with 

treatment conditions as the between-subjects factor and four within-subjects 

factors: Hemisphere, Laterality, Trial Type, and Time. 

The effect of the Trial Types was significant only in the PEF, F(1, 34) = 24.418, 

p < .001, whereby prosaccade trials, on average, exhibited less low-Beta 

desynchronisation with a noticeable decrease 200-300 ms post-stimulus relative to 

antisaccade trials. Considering the PEF’s proposed role in spatial localisation, the Beta 

band in long-distance, regional activation and the timing of the prosaccade 

desynchronisation decrease, this finding could indicate a saccade direction initiation. 

However, further investigations are required to interpret this finding.  
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Effects of Treatment conditions 

In the exploratory ANOVA, there was a significant effect of the Treatment 

conditions by Regions by Trial Type interaction, F(2.3, 78.7) = 3.477, p = .03. However, 

There was a significant effect of the Treatment conditions by Regions by Trial Type 

by Stimulus Laterality interaction, F(2.2, 75.3) = 3.415, p = .034, which we explored in 

each Region independently, using a five-way mixed ANOVA with treatment condition 

as the between-subjects factor and four within-subjects factors: Hemisphere, 

Laterality, Trial Type, and Time. 

The modulatory effect of the Treatment condition by Trial Type by Stimulus 

laterality interaction was only significant for the FEF, F(1, 34) = 6.003, p = .02. We 

then examined the effect of Treatment condition by Stimulus Laterality in each Trial 

Type independently. We used a four-way mixed ANOVA with the Treatment 

condition as the between-subjects factor and three within-subjects factors: 

Hemisphere, Laterality, Trial Type, and Time.  

The effect of Treatment condition by Stimulus Laterality was significant for 

prosaccade trials, F(1, 34) = 9.475, p = .004, but not for antisaccade Trials, F(1, 34) = 

0.634, p = .431. Then, we sought to examine which Treatment condition exhibited 

Figure 4.12 Low-Beta band Trial type modulation in the PEF exhibited a more significant 
desynchronisation for antisaccade than prosaccade trials during the post-stimulus period. The 
prosaccade trials illustrated a decrease in desynchronisation begins around 220 ms that could 
indicate a saccade direction signaling mechanism. Asterisks (*) indicate significant level of (p <.001)  
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greater differences for prosaccade stimulus laterality. We employed a three-way 

ANOVA with three within-subjects factors (2 x Hemisphere, 2 x Laterality and 26 x 

Time bins) to examine the differences between stimulus laterality for the prosaccade 

trials in each Treatment condition independently. 

The Sham condition exhibited a significant difference for stimulus Laterality 

in the FEF, F(1, 17) = 7.428, p = .014. However, the active tDCS condition did not show 

a significant difference for stimulus Laterality in prosaccade trials, F(1, 17) = 3.012, p 

= .101. We examined the intercept of two-way repeated measures ANOVA for each 

stimulus laterality independently in the Sham condition, using two within-subjects 

factors (Hemisphere and Time). Neither the ipsilateral, F(1, 17) = 0.683, p = .42, nor 

the contralateral stimulus exhibited a significant difference from the baseline, F(1, 

17) = 0.005, p = .945. These results indicate that FEF low-Beta band modulation for 

ipsilateral stimulus differs significantly from the contralateral stimulus in the Sham 

condition. The active tDCS condition modulated the low-Beta band and decreased 

this difference to non-significant (Figure 4.13).  

For illustration purposes, we plotted the stimulus laterality index for Trial 

Types by Treatment conditions (Figure 4.13), which illustrates that contralateral 

presented stimulus for prosaccade trials exhibited greater desynchronisation than 

ipsilateral stimulus during the post-stimulus period in the Sham condition. The 

antisaccade demonstrated a greater synchronisation for contralateral stimuli than 

ipsilateral ones. In contrast, in both trial types, the active tDCS demonstrated a similar 

pattern of initially greater low-Beta synchronisation for contralateral presented 

stimulus. Then the ipsilateral stimulus exhibited greater synchronisation at 200 ms 

and 260 ms post-stimulus presentation for antisaccade and prosaccade trials, 

respectively.  

Collectively, these results imply a) active tDCS condition had a significant 

impact on changing the stimulus Laterality’s low-Beta band modulation for 

prosaccade trials, in low-Beta band modulation for FEF. B) The FEF exhibits a stable 

low-Beta band activity for antisaccade trials that was not significantly modulated by 
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the active tDCS, but was reshaped into, what seems to be, a more precise timing of 

activity. 

 

Figure 4.13 The FEF Low-Beta band Laterality index illustrates the effect of Treatment condition by Trial 
Type by Stimulus Laterality interaction. Positive laterality index reflects greater synchrony for 
contralateral trials and negative value implies more synchrony for ipsilateral stimulus. While 
prosaccade contralateral stimulus exhibit significantly less low-Beta synchronisation than ipsilateral 
stimulus, the opposite is true for the antisaccade stimulus (more synchronisation for contralateral than 
ipsilateral stimulus). This relationship between stimulus laterality and Trial types is distorted in the 
active tDCS condition. Asterisk (*) indicate significant difference between stimulus laterality in 
prosaccade trials (p <.05). 
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Furthermore, there was a significant effect of the Treatment conditions by 

Hemisphere by Trial Type by Stimulus Laterality interaction, F(1, 34) = 8.392, p = .007, 

on modulating the post-stimulus low-Beta band. We investigated this effect in each 

Hemisphere separately by conducting a five-way mixed ANOVA with treatment 

condition as the between-subjects factor and four within-subjects factors: Laterality, 

Trial Type, Regions, and Time. While the left Hemisphere did not show a significant 

effect of Treatment condition by Trial Type by Laterality interaction, the right 

hemisphere exhibited a significant effect, F(1, 34) = 6.948, p =.013. Then we examined 

the effect of Treatment condition by Laterality for each Trial Type independently 

within the right hemisphere. The Treatment condition by Laterality interaction 

exhibited a significant effect for prosaccade trials, F(1, 34) = 5.186, p = .029, but not 

for antisaccade trials, F(1, 34) = 1.535, p = .224.  

We then examined the right Hemisphere Prosaccade stimulus Laterality effect 

in each Treatment condition independently by using repeated measures ANOVA with 

three within-subjects factors: laterality, Regions, and Time. The Laterality effect was 

significant for the Sham condition, F(1, 17) = 9.726, p = .006, and not significant for 

the active tDCS condition, F(1, 17) = 0.015, p = .904. Examining the intercept of 

ipsilateral and contralateral prosaccades independently in the right hemisphere for 

the Sham condition revealed a significant difference from the baseline for 

contralateral prosaccade, F(1, 17) = 5.379, p = .033, and a non-significant difference 

for ipsilateral trials, F(1, 17) = 0.531, p = .476. These results indicate that the active 

tDCS modulated the right hemisphere's low-Beta band during its active engagement 

in the prosaccade trials (Figure 4.14).  
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Figure 4.14 The low-Beta band Laterality index’s time course in the right hemisphere illustrate the 
significant effect of Treatment condition by Trial Type by Stimulus Laterality interaction. The 
prosaccade index show more initial desynchronisation for contralateral trials followed by a shift in 
low-Beta synchrony at 160 ms later. This effect is smeared off in the active tDCS condition. The 
asterisk (*) represent the significant effect of Stimulus laterality for prosaccade trials (p < .05).  

-6%

-4%

-2%

0%

2%

4%

6%

8%

10%

12%

14%

St
im

u
lu

s

2
0

4
0

6
0

1
0

0

1
2

0

1
4

0

1
6

0

1
8

0

2
0

0

2
2

0

2
4

0

2
6

0

2
8

0

3
0

0

3
2

0

3
4

0

3
6

0

3
8

0

4
0

0

4
2

0

4
4

0

4
6

0

4
8

0

5
0

0

Lo
w

-B
et

a 
B

an
d

 M
o

d
u

al
ti

o
n

 %

Time (ms)

Condition: tDCS

Prosaccade Laterality Index Antisaccade Laterality Index

-10%

-5%

0%

5%

10%

15%

20%

25%

St
im

u
lu

s

2
0

4
0

6
0

1
0

0

1
2

0

1
4

0

1
6

0

1
8

0

2
0

0

2
2

0

2
4

0

2
6

0

2
8

0

3
0

0

3
2

0

3
4

0

3
6

0

3
8

0

4
0

0

4
2

0

4
4

0

4
6

0

4
8

0

5
0

0

Lo
w

-B
et

a 
B

an
d

 M
o

d
u

la
ti

o
n

 %

Time (ms)

Condition: Sham

Prosaccade Laterality Index * Antisaccade Laterality Index



 126 

4.3.4.3 High-Beta band modulations  

The dependent variable used to conduct the multivariate analyses reported 

in this section was the stimulus-locked changes in the low-Beta band during the post-

stimulus period relative to the baseline (the rest between trial blocks). There was a 

significant main effect of Time, F(4, 135.1) = 2.578, p = .041. However, there was a 

significant effect of Time by Regions interaction, F(9.8, 331.6), p = .005, illustrated in 

(Figure 4.15). To interpret this interaction, we conducted five-way mixed ANOVA with 

the Treatment condition as the between-subjects factor and four within-subject 

factors: Hemispheres (two-levels: left, right), Stimulus laterality (two-level: 

ipsilateral, Contralateral), and Trial Type (two-level: Prosaccade, antisaccade) in each 

Region separately.  

The main effect of Time was significant in the DLPFC, F(5.8, 196.2) = 3.057, p 

= .008, in the FEF, F(3.5, 119.4) = 2.588, p = .047, and in the PEF, F(4.2, 143.8) = 3.603, 

p = .007. The time course of the FEF exhibited an initial high-Beta synchronisation for 

160 ms post-stimulus, followed by desynchronisation. Given the role of the Beta-

band in the somatosensory regions and the long-distance CTC theory, this shift in the 

FEF and PEF high-Beta synchrony could reflect the active regional communication and 

the transition from sustaining fixation and initiating active saccade.  

 
Figure 4.15 The time course of high-Beta band modulation in the homotopic OCN regions. The 
time by Region interaction was significant for the DLPFC, FEF, and PEF. 
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Effect of Treatment Condition 

There was no significant effect or interaction of the Treatment condition in 

the high-Beta band. 

4.4 Discussion 

Do Alpha and Beta rise more in the frontal OCN than occipital ones during the 

anticipatory period?  

Our results illustrated an increase in the FEF Alpha, low-Beta and high-Beta 

bands synchronisation during the second half of the anticipatory period up to 

stimulus presentation. The FEF is one of the higher-order regions implicated in 

voluntary saccade initiation. The CTC (Fries, 2015), among other gathering evidence 

(Hwang et al., 2014, Buschman and Miller, 2007), proposed a different functional role 

for the Alpha and Beta bands. Alpha is proposed to produce local-regional inhibition 

and as the prefrontal cortex (PFC) active inhibition signal for the disengagement 

(Fries, 2015, Jensen and Mazaheri, 2010, Hwang et al., 2014). On the other hand, the 

Beta band is implicated in the PFC long-distance communication and proposed to 

activate regions involved in task performance as an activation signal for regions 

involved in the task (Fries, 2015, Hwang et al., 2014). 

Furthermore, the increase of the Beta band in the somatomotor regions is 

associated with active postural maintenance (isometric contraction) and preparation 

for movement (Khanna and Carmena, 2017). Considering these functional roles of 

Alpha, Beta and the FEF, our finding of increased Alpha and Beta during the second 

half of the preparatory period suggests that the increased Alpha disengages the 

premature saccade initiation process. At the same time, the increase in low- and high-

Beta bands suggests an increased active suppression of saccades by maintaining 

ocular fixation on the alerting cue (resembling isometric contraction in the 

somatomotor region) in preparation for the imperative stimulus presentation. This 

finding is further supported by the progressive desynchronisation of the high-Beta 

band during the post-stimulus period, reaching maximum desynchronisation around 

250 ms post imperative stimulus presentation. Interestingly, the average median 
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reaction time for both trial types is around 255 ms. These findings further support 

the role of the FEF Beta band in eliciting voluntary saccades.  

Moreover, we found a persistent Alpha band desynchronisation during the 

second half of the preparatory period for the PEF. This desynchronisation indicates 

the active engagement of the PEF in preparation for spatial localisation of the 

imperative stimulus. Romei et al. (2010) used TMS at Alpha band frequency to 

stimulate the PEF before presenting visual stimuli. This stimulation impaired target 

detection in the contralateral visual field. Our results support this role of PEF 

sensitivity for stimulus lateralisation, as we found that only the PEF post-stimulus 

Alpha band was associated with stimulus presentation and laterality, showing initial 

higher sensitivity for contralateral presented stimuli (Figure 4.10) (Moon et al., 2007). 

The PEF hemifield sensitivity is further implicated in the vector inversion process of 

the antisaccade trials. The initial engagement of the PEF contralateral to the 

presented stimulus is reversed around 150 ms after the stimulus presentation 

towards a greater engagement for the ipsilateral PEF. This finding is supported by a 

gathering neuroimaging evidence suggesting the PEF pivotal role in the vector 

remapping process (Belyusar et al., 2013, Moon et al., 2007, Medendorp et al., 2005, 

Sereno et al., 2001, Corbetta et al., 2000)  

- Are there preparatory regional differences between antisaccade and prosaccade?  

Moreover, our results illustrated significant hemispheric differences in the 

DLPFC for trial types (Figure 4.3). In the prosaccade trials, the Alpha band exhibited a 

desynchronisation in the right DLPFC and synchronisation in the left DLPFC. For 

antisaccade, there was an Alpha synchronisation in the right and desynchronisation 

in the left DLPFC. Considering a) the proposed role of the DLPFC in cognitive control 

(Miller and Cohen, 2001, Buschman and Miller, 2007, Jensen and Bonnefond, 2013). 

b) The different hemispheric roles in the orientation of attention (Buschman and 

Miller, 2007, Posner and Petersen, 1990). c) The role of Alpha and Beta bands within 

the prefrontal cortex (Jensen and Bonnefond, 2013, Hwang et al., 2010) and in the 

CTC (Fries, 2015). This finding supports the engagement of the right DLPFC for 

prosaccade trials. The antisaccade trials exhibited a disengagement of the right DLPFC 
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and increased recruitment of the left DLPFC in preparation for fast decision taking 

during the phasic response period. However, we could not find a trial-type specific 

increase in the DLPFC for either of the putative Beta-bands as reported by Hwang et 

al. (2014). This discrepancy might be caused by the differences in the defined Beta-

band oscillation range where we used 13-20Hz and 20-30Hz for low- and high-Beta-

bands respectively, and they used a wider range for their analysis of Beta-band (18-

38Hz). Moreover, we used an antisaccade task with an 800ms anticipatory period in 

contrast to their 1500ms preparatory period, which could obscure the increase in the 

right DLPFC they described to appear around 922ms post task-cue presentation. 

What are the modulatory effects of active tDCS compared to sham 

stimulation? 

Max et al. (2021) examined the effect of tDCS (1 mA and 2 mA) combined with 

a food-modified antisaccade task in a sample of people with binge eating disorder. 

They found decreased antisaccade reaction times in the group allocated to 2 mA and 

an increased RT in the 1 mA group. They reported a decrease in the binge eating 

episodes in the 2 mA group and no change in the other groups. Our finding illustrates 

enhanced reaction times for the active tDCS condition on both trial types compared 

to the sham condition (Table 3.1), which did not reach a significant level. This finding 

indicates an ameliorated effect of the 1.25 mA stimulation we used and implies a 

possible more significant effect with stimulation parameters modification or 

increasing number of tDCS sessions. 

In line with our prediction, the asymmetric application of tDCS has modulated 

the right OCN regions’ Alpha band activity during the anticipatory and response 

periods of the antisaccade task. The tDCS significantly decreased the right 

hemisphere Alpha band synchronisation during the anticipatory period (Figure 4.4). 

Moreover, it caused significant right hemisphere Alpha band suppression post-

stimulus presentation in antisaccade trials compared to the sham condition (Figure 

4.11). These findings could reflect the effect of asymmetric modulation of anodal 

tDCS over the right hemisphere. Alternatively, considering A) the right hemisphere’s 

pivotal role in the DAN and in the preservation of tonic attention fundamental for the 
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bottom-up cognitive processing and B) the Alpha band functional inhibition effect 

(Petersen and Posner, 2012, Foxe and Snyder, 2011), these findings suggest a 

constructive impact of active tDCS in augmenting the functional recruitment of the 

right hemisphere responsible for the bottom-up cognitive processing and executing 

reflexive saccades. 

Furthermore, active tDCS modulated the low-Beta band during the 

preparatory period across the putative OCN regions and during the post-stimulus 

period for the FEF and the right hemisphere. Active tDCS increased low-Beta band 

desynchronisation for the preparatory but not during the alerting phase of the 

anticipatory period across OCN regions and trial types (Figure 4.6). This finding 

implies that active tDCS decreased OCN engagement overall during the preparatory 

period to allow for more efficient antisaccade task-relative regions to be recruited, 

given the role of the Beta band in active long-distance top-down recruitment for 

regions essential for task performance (Fries, 2015). During the post-stimulus period, 

the active tDCS increased the FEF low-Beta band synchronisation post-stimulus for 

contralateral presented stimuli in prosaccade trials (Figure 4.13). Considering A) the 

implicated role of the FEF in initiating voluntary contralateral saccades (Bruce et al., 

1985, Everling and Munoz, 2000, Gaymard et al., 1999), B) the greater 

neurophysiological response for contralateral stimuli in regions involved in the 

bottom-up processing (Sereno et al., 2001, Hsu et al., 2021), and C) the top-down 

cognitive control of Beta-band (Fries, 2015, Hwang et al., 2014), this finding suggests 

that active tDCS increases contralateral FEF engagement in response to the 

imperative stimulus presentation, which could produce with repeated exposure or 

better stimulation parameters in beneficial behavioural results. In addition, the active 

tDCS increased the low-Beta band synchronisation in the right hemisphere for 

contralateral presented stimuli in prosaccade trials. This finding suggests that active 

tDCS enhance the reflexive response associated with the right hemisphere roles in 

the bottom-up processing for prosaccade trials (Petersen and Posner, 2012). tDCS 

also decreased right hemisphere engagement (Beta-band synchronisation) for 

antisaccade trials, which demand a top-down cognitive control (Petersen and Posner, 

2012).  
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In summary, our results support the functional inhibitory role of the Alpha 

band and the top-down control of Beta, which strengthen the executive control effect 

of FEF and the spatial localization of the PEF in the putative OCN. This finding confirms 

our prediction of increased Alpha and Beta band in frontal than occipital regions. 

Moreover, our results illustrated the involvement of the PEF in the vector remapping 

process of the antisaccade task. In addition, we found evidence of implicate the 

DLPFC in the decision-making process involved in the antisaccade task. We 

demonstrated the effects of active tDCS on constructive modulation for the Alpha 

and Beta bands of the OCN during the antisaccade task. The produced 

neuromodulations had a non-significant positive impact on the behavioural 

performance of the task.  

This concludes our investigations on the neuromodulatory effect of active 

tDCS delivered during the performance of the antisaccade task. In the next chapter, 

we will discuss the neuromodulatory effect of cognitive training on resting state 

functional connectivity changes as measured by fMRI.  
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Chapter 5 Cognitive training and inhibitory control  

5.1 Introduction 

In the previous chapters, we examined the neuromodulatory effects of an 

external neuromodulator on altering the brain functions assessed using MEG and 

pupillometry. We investigated the short-term neuroplastic effect of the antisaccade 

task alone and concurrent with active tDCS on modulating cortical functional 

connectivity. Then, we examined the neural correlates of arousal, and ANS activation 

during the antisaccade task performance, for both Treatment conditions, assessed 

using measures of PD. Next, we investigated the ERSP during the performance of the 

antisaccade task. In this chapter, we aim to investigate the effect of two weeks of 

inhibitory cognitive control of oculomotor training (RECOGNeyes) as a 

neuromodulator on OCN functional connectivity assessed using fMRI. 

The RECOGNeyes study was a confidence-in-concept study. It was designed 

to test the confidence in computerised gaze-control cognitive training as a possible 

therapeutic neuromodulation tool in young adults with a specific learning difficulty 

(SpLD) and/or ADHD (Collins, 2016, Waitt, 2022). In addition, it aims to delineate the 

neural and behavioural changes associated with RECOGNeyes Training. Before the 

commencement, the study received ethical approval from the Research Ethics 

Committee at the Faculty of Medicine and Health Sciences, the University of 

Nottingham. The University of Nottingham funded this study via a Confidence in 

Concept (CiC) grant from the Medical Research Council (MRC), part of the UK 

Research and Innovation. 

The data analysed in this chapter is part of more extensive data collected and 

partially analysed elsewhere (Waitt, 2022). The scope of this chapter is to investigate 

the resting state functional connectivity (RSFC) changes in the OCN and the LC before 

and after randomly assigned participants to different training sessions of 

RECOGNeyes as inhibitory cognitive control training, assessed using resting state 

fMRI (RS-fMRI). We also investigated correlations between the amount of time spent 

training on RECOGNeyes, the antisaccade performance, and the resting state 

functional connectivity changes in the OCN. 
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5.1.1 Specific learning difficulties 

There are normal variations between individuals' cognitive abilities. These 

variation causes an inclination towards certain learning styles and does not affect the 

overall academic performance of the individual. The presence of specific deficits in 

academic performance (1.5 – 2 standard deviations below the expected population 

average) with the perseverance of the general intellectual ability (as measured by the 

intelligence quotient IQ) is what defines specific learning difficulties (SpLD) (Hall, 

2008, American Psychiatric, 2013). SpLD is a unique entity of learning difficulty and 

should be distinguished from general learning disabilities that is associated with a 

lower-than-average IQ (Hall, 2008). Individuals with SpLD show lower social skills and 

attention levels (Parhiala et al., 2015). They have a higher rate of having comorbid 

different SpLD, mood disorder (depression and anxiety) or behavioural disorder 

(conduct or attention deficit hyperactivity disorder) (Margari et al., 2013, Moll et al., 

2020, Moll et al., 2014). SpLD could be either an isolated arithmetic (dyscalculia), 

reading (dyslexia), spelling (dysgraphia), motor coordination (dyspraxia), non-verbal 

learning difficulties or a combination of more than one type (Snowling, 2005, Hall, 

2008, Moll et al., 2020).  

Of the different SpLD categories, dyslexia is the most investigated and 

researched. The underpinning pathophysiological mechanism for SpLD needs to be 

better understood. A combination of genetic and environmental factors interaction 

is proposed to result in cognitive processing deficits in the dyslexia (Frith, 1999, 

Pennington and Olson, 2005, Pennington, 2006). The observed cognitive deficit 

implicates several visual and auditory processes that include working memory and 

attention (Ramus et al., 2003, Démonet et al., 2004, Alloway, 2009, Parhiala et al., 

2015). The overlapping cognitive deficits between ADHD and SpLD suggest a shared 

pathological mechanism (Pennington, 2006, Moll et al., 2020). Growing neuroimaging 

evidence points towards a reduced left hemisphere connectivity prominent in the left 

parietal, occipital and temporal regions in patients with dyslexia relative to the 

controls (Démonet et al., 2004, Norton et al., 2015, Boets et al., 2013). 



 134 

5.1.2 Attention deficit hyperactivity disorder 

Over 63 million individuals worldwide suffer from attention deficit 

hyperactivity disorder (ADHD) (Polanczyk et al., 2015). On average, 5% of children are 

at risk of developing ADHD (Sayal et al., 2018). Furthermore, they have a 65% chance 

of persisting symptoms in their adulthood (Luo et al., 2019). Patients with ADHD have 

cognitive impairments (inattention and impulsivity), hindering their academic and 

social performance compared to their healthy peers (Kofler et al., 2018, Loyer 

Carbonneau et al., 2021). This developmental delay leads to comorbidity with 

anxiety, depression, and conduct disorder (Jensen et al., 2001, McGough et al., 2005). 

A heterogeneous combination of genetic and environmental risk factors is believed 

to be the precursor for the development of ADHD (Thapar et al., 2013).  

Most theories seek to explain the neurobiological pathology underlying the 

symptoms of ADHD converge to an imbalance of the autonomic nervous system 

(ANS) neurotransmitters: dopamine (DA) and norepinephrine (NE) (Ziegler et al., 

2016, Mehta et al., 2019). This imbalance induces abnormal brain structural 

development and atypical functional connectivity patterns (Vaidya, 2012, Qiu et al., 

2011, Bouziane et al., 2018, Wang et al., 2021). The NE/DA imbalance in ADHD affects 

the normal regulation processes of the ANS with a tendency to decrease the arousal 

level (hypo-arousal) (Bellato et al., 2020). 

The current pharmacological treatment strategies depend mainly on 

psychostimulants as first line of pharmacological treatment (amphetamines and 

methylphenidate), which require multiple daily doses for maximum efficacy (Wigal et 

al., 1999, Gau et al., 2008). The high frequency of doses affects patients’ compliance 

and adherence to the prescription and, in turn, modifies its therapeutic effect (Paes 

et al., 1997, Gau et al., 2008). Not to mention the adverse effect of adhering to these 

psychostimulants could vary between emotional disturbances (anxiety, sadness), 

behavioural changes (insomnia, anorexia), neurological symptoms (tics and 

headaches), liver failure and sudden death (Wigal et al., 1999). Although the efficacy 

of psychostimulants in alleviating the symptoms of ADHD in the short term is evident 

(70-88% response rate), its efficacy diminishes with time. It requires continuous dose 
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adjustment to sustain the therapeutic effect (Group, 2004, Caye et al., 2019). 

However, combining pharmacological treatment with nonpharmacological 

behavioural therapy has a synergetic beneficial effect at lower medication doses 

(Group, 2004), elucidating the underrated effect of non-pharmacological treatment 

options.  

5.1.3 RECOGNeyes 

Engaging in play is imperative for the healthy progression of cognitive 

capacities, especially in the formative years of childhood (Piaget, 2013, Ahmad et al., 

2016). Scientists have been studying the various aspects of play for centuries since 

ancient Greece, providing ample research materials (D'Angour, 2013). A major 

interesting facet of play is that it promotes learning and helps skills consolidation and 

mastery through repeated practice and skill testing in spontaneous, enjoyable, 

imaginary, unconstrained, self-absorbing situations (Wilkinson, 2016, Prensky, 2001).  

On the other hand, games are considered a subcategory or a structured form 

of play with rules, goals, and objectives (Prensky, 2001, Deterding et al., 2011, 

Wilkinson, 2016). With the fast-paced advancement of technology, games have 

undergone a significant transformation from conventional card and board-based 

games to more sophisticated digital and video games (Prensky, 2001). The serious 

games genre Implements learning theories in its design to augment the planned 

outcome impact, which has shown fruitful applications in military, academic and 

mental health sectors (Prensky, 2001, Wu et al., 2012, Wilkinson, 2016, Fleming et 

al., 2017, Gentry et al., 2019). For example, serious games improve executive and 

global cognitive functions in older adults with cognitive impairment (Abd-alrazaq et 

al., 2022b, Abd-alrazaq et al., 2022a) and children and adolescents with autism 

spectrum disorder (Pasqualotto et al., 2021). Moreover, a recent meta-analysis 

showed that game-based therapeutic interventions are effective in reducing 

symptoms of ADHD as reported by parents and teachers (Oh et al., 2023). However, 

the neurophysiological mechanisms contributing to this cognitive improvement 

remain unclear. 
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RECOGNeye (remediating control of gaze: neuro-education for your eye) is a 

computer-based gaze-control training game designed to train attention in people 

with ADHD (Collins, 2016). The game builds on the suggestions of Buschkuehl and 

Jaeggi (2010) to maximise the beneficial effects of training and improving task 

transfer; the game should be A) adaptive and challenging within each trainee’s 

performance capacity and B) complex enough to engage several cognitive processes 

(Collins, 2016). The game design employs adaptive performance-tracking algorithms 

that are based on the cognitive load theory (Paas and Van Merriënboer, 1994), which 

accounts for the mental effort imposed by environmental distractors (noise) and task 

complexity to optimise the difficulty levels and keeps it within the zone of proximal 

development where the trainee’s skills could improve with guidance and supervision 

(McLeod, 2019, Vygotsky and Cole, 1978).  

Furthermore, the game intrinsically integrates its goal of enhancing 

oculomotor cognitive control by using an eye-tracking device as a novel control 

method that demonstrated superior cognitive control training results relative to the 

traditional use of a mouse or a keyboard in a randomised control trial (García-Baos 

et al., 2019, Habgood and Ainsworth, 2011). The RECOGNeyes game encompasses six 

tasks in a fantasy theme, detailed in Table 5.1 (Figure 5.1), to encompass the different 

aspects of inhibitory cognitive control of the oculomotor system in several 

environmental interfaces to engage the trainees’ attention. It provides immediate 

performance feedback through gained points (scores) to motivate and engage 

trainees (a demonstration video of the RECOGNeyes game is available at 

https://www.youtube.com/watch?v=HRjK8iJbkao). 

  

https://www.youtube.com/watch?v=HRjK8iJbkao
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Table 5.1 The gaze-control tasks targeted in each RECOGNeyes game 

Task Name Description 

1. The sorcerer’s 

stare 

Is a fixation control task, the participant must focus on 

the central point while ignoring distractors in the 

peripheral visual field. 

2. Inverse 

incantation 

An antisaccade task. The participant should avoid looking 

towards the initiated fire in one of the Opticke and look in 

the opposite direction. 

3. Arcane 

Abandon 

A go/no go task, where the participants need to look 

quickly towards presented ice crystals and fixate their 

vision at the central point if a fire ring is presented.  

4. Clockwork 

charm 

In a timing saccade task, an ice crystal slowly forms in one 

of the Opticke lenses. The participant must time their 

saccade when it is fully formed.  

5. Delayed 

divination 

Two ice crystals are presented sequentially in a visually 

guided delayed saccade task. The participant must look 

at the first crystal only after the second one is presented. 

Otherwise, fire will attack the ice sprite if the saccade is 

performed before the second crystal presentation, or the 

crystals will break if looked at the second one. 

6. Rune of 

reversal 

In a covert attention task, a fire shield surrounds the 

Opticke and an ice crystal circles around it in a specific 

direction. Once the circling direction is reversed, the fire 

shield disappears, and the participant must make a 

saccade towards the ice crystal to save the ice sprite. 

5.1.4 Locus coeruleus 

Locus coeruleus (LC) is the primary source of NE in the brain. It is located on 

the floor of the fourth ventricle and has an elongated pyramidal shape (Keren et al., 

2009). The LC is implicated in several functional roles, including attention 

recruitment, stress modulation, behavioural arousal, cognitive performance 
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regulation and emotional memory (Benarroch, 2018, Aston-Jones et al., 1999, Usher 

et al., 1999). Its pivotal role in attention, and arousal, among other functions, is 

detailed in sections 1.5 and 3.1. More importantly, it is involved in regulating pupil 

diameter changes via its tonic and phasic activity, whereby phasic PD is associated 

with better task performance (Joshi et al., 2016, Blaser et al., 2014). In addition to the 

decreased arousal in patients with ADHD, they share a decreased attention level with 

SpLD. Both cognitive deficits are modulated by the activity of the noradrenergic 

system, which is evident in the use of psychostimulants as one of the primary 

treatment options for ADHD. This makes the LC activity, and its neural correlates a 

possible biomarker for these disorders.  

Moreover, neuromelanin is a dark-coloured substrate in the 

catecholaminergic (DA/NE) metabolism pathway (Wakamatsu et al., 2015). It has a 

high binding capacity and affinity to metal ions, including iron, which gives it 

paramagnetic (ferrous-like) properties in MRI scans (Enochs et al., 1997, Zucca et al., 

2017, Sasaki et al., 2006). Keren et al. (2009) exploited the presence of neuromelanin 

pigment in the LC to produce a probabilistic map of the LC location in the Montreal 

Neurological Institute (MNI) standard coordinate space using a 3-Tesla MRI scanner. 

Then, they correlated the resulting LC map with the LC cells’ density as reported from 

post-mortem studies (Keren et al., 2009). However, localising small-sized regions 

such as the LC is rather difficult in neuroimaging. This difficulty is related to the 

individual natural variability of the location and size of the regions and the limited 

spatial resolution of 3 Tesla relative to the 7 Tesla MRI scanners (Isaacs et al., 2020). 

In addition, the physiological cardiac and respiratory motion artefacts inherent to the 

MRI further impede the localisation process (Zaitsev et al., 2015). The combined 

effect of these factors increases the noise-to-signal ratio and decreases the extracted 

data validity from such small regions of interest. 

5.1.5 fMRI 

The measured fMRI BOLD signals are vulnerable to several artefacts related 

to physiological or scanner-related factors (Bianciardi et al., 2009). The physiological 

artefact generated by respiratory and cardiac cycles accounts for the increased 
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correlation of perivascular regions and “partially” of the grey matter, which 

introduces a non-neural correlation in the functional connectivity (Birn et al., 2008, 

Shmueli et al., 2007). Moreover, the subject’s head movement inside the scanner 

substantially impacts all functional connectivity measures. It should be considered 

and accounted for before examining the fMRI functional connectivity (Van Dijk et al., 

2012, Satterthwaite et al., 2012). 

Zarahn et al. (1997) introduced the term global signal, which describes all 

brain voxels' average time course fluctuations. The global signal is predominant in the 

low-frequency range (<0.05 Hz), which includes the shared artefactual noise from 

different sources (Macey et al., 2004, Zarahn et al., 1997). It does not represent a 

neurophysiological process and introduces a temporal autocorrelation in the BOLD 

signal. Accounting for the global signal as a covariate in a GLM normalises the data 

distribution and reduces the variance of false-positive rates, enhancing the functional 

connectivity measures (Fox et al., 2009). 

5.1.6 Aims and questions 

We aim to investigate the effect of intensive training using a computer-based 

cognitive training game (RECOGNeyes) designed to improve cognitive control over 

gaze direction on the oculomotor control network’s (OCN) functional connectivity.  

In addition, we aim to investigate the relationship between the antisaccade 

performance, pupil dilation rate (as a measure of phasic LC function) and the 

functional connectivity between the locus coleus and the OCN. In this chapter, we 

seek to answer the following questions 

- Does RECOGNeyes training alter the functional connectivity within the 

OCN?  

- What are the functional connectivity changes related to RECOGNeyes 

training?  

- Can we detect LC- cortical functional connectivity? 

- Is there a relationship between the pupil dilation changes in the 

antisaccade task and LC connectivity to the OCN?  
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5.2 Methods 

5.2.1 Participants and recruitment 

We aimed to include adults seeking help with learning difficulties or clinically 

diagnosed with a specific learning difficulty (SpLD) or ADHD. Two advertisement 

methods were used for recruitment purposes; posters were displayed around the 

University of Nottingham campuses and through the Academic Support Services 

(ASS) mailing lists.  

Participants were included in the study if they met the following criteria:  

1. Age within 18-30 years. 

2. No MR safety exclusions 

3. Able to consent to the study. 

4. Reported diagnosis of ADHD or SpLD (i.e. dyspraxia, dysgraphia, dyscalculia or 

dyslexia).  

5. Normal or corrected to normal vision enables them to see medium-sized 

words/shapes at about 60 centimetres. 

6. Willing and able to train 20-30 minutes per session for up to four weekly 

sessions in two weeks.  

7. Not concurrently involved in other studies. A minimum of 3 months since the 

last participation in any previous study to reduce the risk of other 

interventions affecting the outcomes. 

We approached participants by distributing posters and leaflets in the 

University of Nottingham Park campus (Academic Support, Student’s Services Centre, 

Portland Building, University Park) and surrounding areas. Moreover, we sent emails 

to the registered emails with the Academic Support Unit.  
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A detailed explanation of the trial was provided to the candidates, and if they 

expressed further interest, they were phone interviewed to confirm their eligibility 

to participate in the study. After eligibility confirmation, participants gave their 

consent to participate before participating in the study. An inconvenience allowance 

of £60 was provided to the participants upon completion of the study, as approved 

by the Ethics committee.  

Randomisation 

We randomised participants' allocation using enclosed envelopes to take two, 

three or four training sessions. Participants were instructed that each training session 

lasts 20 - 30 min for either 2, 3 or 4 training sessions per week for two weeks. The 

randomisation was stratified by age and gender on a rolling basis as volunteers were 

recruited. The investigators were blind to the training instruction provided in the 

sealed envelopes until the data was processed. 

5.2.2 RECOGNeyes Gaze Training 

Participants were introduced to the RECOGNeyes gaze-control training game. 

After demonstrating the setup procedures and configuration (Figure 5.1), a laptop 

(Lenovo ThinkPad L560) and a portable eye-tracker (Tobii 4C) were provided to the 

participants to train at home. The provided laptop created a record of each 

participant's training compliance and progress. The participant plays with an ice 

sorcerer character, who guides the ice sprites away from the fire into a safe magical 

ice vertex formed by the correct saccadic responses or the inhibition of these 

responses (Figure 5.2). Upon the completion of a task, a feedback message reflecting 

the participant’s performance is displayed using three stars for each accuracy level 

(no stars for performance below 60%, 60-70% accuracy = single bronze star, two silver 

stars for 70-79% accuracy and three golden stars for accuracy above 80%) (Figure 

5.2). The six different tasks are described in Table 5.1. 
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Figure 5.1 Illustrates in the top image, the RECOGNeyes training equipment’s’ setup and the eye 
tracker position at the bottom of the laptop’s screen. The bottom image is a screenshot of the 
game display illustrating one of the available environments and the numbers reflects different 
available tasks, 1. The Sorcerer’s stare, 2. Inverse carnation, 3. Arcane abandon, 4. Clockwork 
charm, 5. Delayed divination, 6. Rune of reversal. 
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Figure 5.2 The top image is a screenshot of the inverse incantation game. The nine lenses 
represent the Opticks in the middle of the screen, where the participant is asked to focus at 
the centre of the screen (number 1) and then look in the opposite direction marked by brackets 
(rectangle) to the circle on fire (star). The ice sprite (circled) follows the participant’s eye 
movements. The bottom image is a screenshot of the feedback message after completing the 
task reflecting the participant’s performance. 
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5.2.3 The antisaccade task 

The antisaccade task used in this study and the tDCS and active inhibitory 

control study has the same task design. The task design is detailed in section 3.2.2. 

5.2.4 ROI definition 

For examining the LC, we used a version with two standard deviations LC 

probability map defined by Keren et al. (2009) to increase the probability of capturing 

BOLD signals related to the LC activity (Figure 5.3). For the OCN, we used ten OCN 

MNI space coordinates defined by Waitt (2022) based on the comparative finding 

from animal and human studies (Table 4.1,Figure 5.3). 

5.2.5 MRI Data Acquisition 

The participants underwent two scanning sessions using a 3.0T Philips Achieva 

(TX)-DS Scanner at Sir Peter Mansfield Imaging Centre. The first baseline session 

(Day1) was acquired after the participants performed 20 minutes of concurrent 

MEG/antisaccade task and before demonstrating RECOGNeyes training. The second 

session was after the two weeks of training were completed (Day2) and after 20 

minutes of concurrent MEG/antisaccade task was done on the same day. Each MRI 

session included a structural MRI and a resting-state functional MRI (RS-fMRI).  

A high-resolution anatomical MRI was acquired using a T1-weighted 3D 

MPRAGE sequence (TR/TE/FA= 4.5 ms/2.2 ms/ 8o, FOV= 256 x 256, 1 mm slice 

thickness). A short interval of 3000 ms and a SENS factor 1 for image registration. 

The RS-fMRI data were acquired using a 32-channel head coil with SENSE 

factor 1 in the anterior-posterior direction, blood oxygenation level-dependent 

(BOLD) sensitive, T2*- weighted, echo planar images (TR/TE/FA= 2000 ms/35 ms/85o, 

FOV=240 x 240 mm, voxel size= 3 x 3 x 3.5 mm, 32 axial slices a total for 150 

timepoint/session). Each RS-fMRI session lasted 5 minutes, considered enough 

duration for a stabilised strength in the functional connectivity analyses (Van Dijk et 

al., 2009). 
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Figure 5.3 The top figure depicts in a left posterolateral view the two standard deviation LC 
map provided by Keren et al. (2009), and the ten OCN regions in the bottom figure illustrated 
in a top view. The arrangement of the OCN nodes from frontal to occipital are: DLPFC, anterior 
insula, FEF, PEF and visual cortex. 

Both figures are illustrated on standard MNI brain template. The OCN regions coordinates are 
listed in Table 4.1. 
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5.2.6 Image pre-processing 

Before conducting functional connectivity analyses, several pre-processing 

and denoising steps must take place first (for a review, see (Strother, 2006). These 

steps include realigning and unwarping the functional images, correcting for the slice 

timing differences, detecting artefacts related to head movement, segmenting and 

normalising the brain MNI template, and then smoothing the functional data. 

Simultaneously, anatomical MRI was segmented and normalised to the MNI space 

and co-registered to the functional images. The analysis pipeline is illustrated in 

Figure 5.4 

Structural and functional volumes were pre-processed and analysed using 

CONN toolbox (Whitfield-Gabrieli and Nieto-Castanon, 2012, Nieto-Castanon, 2020) 

(version 20b), which is based on MATLAB (v2019) and SPM (12) fMRI functional 

connectivity analysis software.  

We used methods described by Andersson et al. (2001) to align and unwarp the 

acquired fMRI using b-spline interpolation, which uses the first scan of the first 

sessions as a reference image and then co-register and resample all other scans to 

this reference. The described methods resample the functional data in identified 

deformation field related to head movement by an estimate the derivatives of the 

distortion. Then, the temporal differences between the sequentially acquired slices 

were corrected using the sinc-interpolation slice-timing correction method, which 

resamples and time-shifts the functional data to the middle of each acquisition time 

(Henson et al., 1999). At each time point, a bounding box of 140x180x115mm 

encompassing the brain with six reference points at the centre of the box, any 

displacement of more than 0.9 cm of these reference points or changes above 5 

standard deviations of the global BOLD signal marks the frame as a possible outlier.  
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Figure 5.4 Illustrates the fMRI resting-state analysis pipeline from acquisition to statistical analysis. 
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For the direct tissue segmentation and normalisation, the functional and 

anatomical data are resampled to a default bounding box (180x216x180mm) using 

4th-order spline interpolation, with 1mm isotropic voxels for anatomical and 2mm 

for functional data to normalise the data into standard MNI space (Ashburner and 

Friston, 2005). Tissue probability maps (TPM) and non-linear spatial transformation 

are estimated using iterative tissue classification from the reference images (function 

or anatomical) that best converge between the posterior and prior TPMs. Then to 

decrease the residual variability and optimise the BOLD signal-to-noise ratio, 

functional data were smoothed using an 8 mm full-width half maximum (FWHM) 

Gaussian kernel (Mikl et al., 2008). 

5.2.7 Denoising the functional data 

After conducting a preliminary quality control assessment on the pre-

processed data, the data was denoised using linear regression and filtering temporal 

band-pass. We performed Ordinary Least Squares regression to remove estimated 

potential confounding factors for each voxel using a different method for each 

founder. An anatomical component-based noise correction (Behzadi et al., 2007) was 

used to remove cerebrospinal fluid and white matter noise components. Identified 

outlier scans with excessive movement are scrubbed on the subject-level (Power et 

al., 2014). Less significant movements are regressed using twelve movement-related 

parameters, three rotation and three translation parameters and their first-order 

derivatives (Friston, 1994). We then applied a band-pass filter (0.008 – 0.09 Hz) to the 

BOLD data using a discrete cosine transform windowing operation to exclude noise 

resulting from physiological cardiovascular (0.6 – 1.2 Hz) and respiratory (0.1 – 0.5) 

cycles (Cordes et al., 2001, Hallquist et al., 2013).  
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5.2.8 Functional connectivity estimation 

Functional connectivity was computed using the Fisher-transformed bivariate 

correlation coefficient for each subject, where r is the matrix of correlation 

coefficients, Z is the Fisher-transformed ROI-ROI connectivity matrix, and R is the 

BOLD time series for each ROI. 

𝑟(𝑖, 𝑗) =  
∫ 𝑅𝑖(𝑡)𝑅𝑗(𝑡)𝑑𝑡

(∫ 𝑅𝑖
2(𝑡)𝑑𝑡 ∫ 𝑅𝑗

2 (𝑡)𝑑𝑡)
1
2

 

𝑍(𝑖, 𝑗) = 𝑡𝑎𝑛ℎ−1(𝑟(𝑖, 𝑗)) 

Then, we tested the functional connectivity between all connectivity pairs of 

the OCN (Table 4.1) and the LC by using a multivariate parametric general linear 

model analysis (Jafri et al., 2008). The model determines the maximal lagged 

correlation to evaluate the latency differences and mitigate its impact on the 

measured connectivity. We controlled for the multiple comparisons using the false 

discover rate (FDR) correction (Benjamini and Hochberg, 1995). This testing process 

generated a T-statistical matrix of the resting state connections associated with a 

significant FDR-corrected p-value (<.05). 

We computed the change in functional connectivity by subtracting the pre-

training from the post-training Fisher-transformed correlation values for each 

region/subject. Our baseline data tended to be negatively correlated with the change 

in connectivity, where higher baseline score had less positive or more negative 

change score. To account for the natural variation in baseline connectivity and the 

explore the effect of the RECOGNeyes training, we aimed to account for the 

regression to the mean phenomenon (Barnett et al., 2005). This phenomenon 

describes the tendency of large variation (unusually high or low) in a measured 

baseline data to return to the population mean at a repeated measure. Thus, we 

computed an adjusted change score (AdCS), represented by the computed 

standardised residuals of the linear regression for the change in connectivity as a 

dependent variable and the pre-training (baseline) connectivity as a predictor. This 

process produced an AdCS, which relates the changes in functional connectivity, and 
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the varying exposure to RECOGNeye cognitive training while adjusting for the 

regression to the mean phenomenon.  

5.3 Results 

5.3.1 Participants and sample demographics 

A total of 35 participants were recruited (20 females) aged 19-31 years (24 

avg age). A formal diagnosis of ADHD or SpLD was confirmed in 34 participants, while 

one participant refused to disclose his/her diagnosis. Only 33 subjects completed the 

pre- and post-task fMRI sessions, which led to the exclusion of the two subjects who 

had missing data sets from the analyses. 

Table 5.2 RECOGNeyes sample diagnostic information (N=35). ADD: attention deficit disorder, ADHD-
PI: attention-concentration deficit type. 

Diagnosis  

(No. of subjects) 
Subtype Treatment 

Notes 

ADHD (6) 

2 ADHD  

1 ADHD-PI 

1 ADD 

1 comorbid dyspraxia 

1 comorbid dyspraxia 

and dyslexia 

1 Dextroamphetamine 

1 Methylphenidate 

1 Concerta XL 

1 Elvanse 70mg once 

daily 

1 Elvanse 30mg and 

Atomoxetine 

1 unknown and non-

compliant 

Concerta XL is a sustained 

release formulation of 

methylphenidate. 

Elvanse is 

lisdexamfetamine, a 

precursor to 

dextroamphetamine.  

 

Dextroamphetamine, 

methylphenidate, and 

lisdexamfetamine are all 

psychostimulants.  

 

 

Dyslexia (26) 

17 pure dyslexia 

8 comorbid dyspraxia 

1 comorbid 

dysgraphia 

 

Dyspraxia (2) 
2 dyspraxia/dyspraxia 

tendencies 
 

The severity of ADHD symptoms were assessed using the self-reported 

Conners’ Adult ADHD Rating Scales (Conners et al., 1999). The scale has a normalized 

T-score population reference value of 50. Higher scores indicates more severe or 

more frequent problems. Waitt (2022) reported significant differences in this sample 

on the inattention/memory problems measures from their population reference T-

score, mean=59.88, Std. Dev= 10.398, t(31)=5.372, p < .001, and on the 
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impulsivity/emotional lability measure, mean=45.52, Std Dev= 8.258, t(32) = - 3.12, p 

= .004 (Waitt, 2022). This implies that our sample has more inattention/memory 

problems and less impulsivity/emotional lability ADHD symptoms than the reference 

population, which makes it an appropriate sample representing the inattentive 

ADHD.  

5.3.2 Training Exposure 

The average RECOGNeyes training exposure across all participants was 129.09 

(± 57.71) minutes. This indicates that participants, on average, had 8.5 (± 3.24) each 

session lasted 15.4 (± 4.8) minutes. Nonetheless, participants did show good 

compliance towards their allocated training schedules, evident in the mean minutes 

of exposure per group detailed in Table 5.3.  

Table 5.3 RECOGNeyes training allocation and total minutes trained 

Training sessions regime Assigned subjects Actual training exposure 

(mean ± S.D) 

2 11 94.12 ± 22.82 

3 12 137.75 ± 64.14 

4 12 152.48 ± 61.70 

Total 35 129.09 ± 57.71 

5.3.3 Antisaccade performance 

The analysis of antisaccade performance was done and reported by Waitt 

(2022). Their results showed a mean RT latency difference between antisaccade and 

prosaccade on Day1 of (M= 34.016 ± 32.915), which decreased significantly on Day2 

(M = 14.903 ± 22.714). Moreover, the difference between trial types decreased 

significantly in Day2 compared to Day1, t(30) = -3.911, p = .000 . Furthermore, their 

results showed an increased response accuracy (measured by d’ score) on Day2 

relative to Day1, t(30)= 3.811, p = .001. Their results indicate a significant effect of 

RECOGNeyes training on increasing response accuracy and decreasing the RT for both 

trial types prominently in antisaccade trials.  
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5.3.4 Pupil dilation changes  

The pupillometry analysis was part of the data analyses carried out by (Waitt, 

2022), which revealed a task-related phasic pupil dilatation in response to the cue 

presentation reaching maximum area after saccade onset. During the anticipatory 

period, prosaccade exhibited greater pupil size than antisaccade.  

In accordance with previous findings (Wang et al., 2016, Karatekin et al., 

2010), imperative stimulus presentation induced a significantly greater pupil 

dilatation rate in antisaccade trials than in prosaccade. This dilatation rate was 

greater on Day2 than on Day1, prominently in the first 100 ms post-stimulus 

presentation. This finding indicates that antisaccade trials are associated with greater 

arousal and effort.  

In addition, they reported a significant negative correlation between RT and 

pupil dilation rate during the cue to target and target to saccade. The correlation was 

greater for antisaccade trials than prosaccade. Their results indicates greater pupil 

dilation rate predicts faster RT (Waitt, 2022). 

5.3.5 Data pre-processing quality 

While five subjects exhibited excessive motion in the scanner, which 

accounted for most of the excluded scans, the remaining subjects illustrated 

sustained stability within the scanner. The maximum head movement recorded was 

3.47 mm. However, the average maximum head movement per subject was 0.95 cm 

(SD = ± 0.81 cm), and the mean motion was 0.11 mm (SD = ± 0.03 cm) (Figure 5.5). 
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Figure 5.5 Quality assessment parameters of the acquired fMRI data. The missing sessions in two 
subjects affect the total number of valid scans depicted in S16 and S23.The black dotted lines 
depicts the 1st and 3rd quartiles, and the red dashed lines depict the 1st (- 1.5 IQR) and 3rd (+ 1.5 
IQR) quartiles.  
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We evaluated the co-registered structural and functional scans to the MNI 

template to examine the quality of tissue segmentation and co-registration. The 

structural scans showed an excellent co-registration to the MNI grey matter (TPM) 

templates averaged across all subjects (Figure 5.6 A). The functional data illustrated 

a good co-registration with the MNI grey matter’s TPM template for the cerebral 

cortex. The fMRI segmented data illustrated better co-registration with the grey 

matter of the Regional MNI templates than to TPM (Figure 5.6 B and C).  

Outlier identification process using head movement and changes in the global 

signal resulted in the exclusion of 81 scans out of 9900 total scans (0.82%). This 

example is from S22, which exhibited the maximum number of outliers and recorded 

maximum motion. The carpet plot illustrates the change in the BOLD global signal 

before and after performing the denoising process (Figure 5.7). Furthermore, as 

described in section 5.2.7, denoising (regressing) the computed confounders and 

normalising the global signal corrected the skewness of the functional connectivity 

data. It enhanced the distribution of the functional connectivity correlations between 

the separate voxels in the brain.  
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Figure 5.6 The quality of the segmentation and co-registration process. A) the average anatomical 
scan (across subjects) co-registration to the MNI TPM showing excellent alignment to the 
boundaries of the MNI template (blue solid line). B) the smoothed fMRI scans co-registration to 
the MNI TPM maps and C) to the grey matter of the ROI templates. Z= slice level. 
ROI templates. 

A) 

B) 

C) 
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Figure 5.7 The effects of performing the denoising process, A) on the averaged carpet plot of S22 
across the two resting-state sessions. The X-axis represent the scan’s timeseries and on the Y-axis 
the BOLD signal of each voxel in the scan. The upper half of the plot depicts the BOLD signal before 
denoising, and the lower part of the carpet plot is the BOLD signal after denoising. The change in 
BOLD global signal estimates is depicted on the first timeline below the carpet plot followed a track 
of subject’s motion and the last timeline illustrates the identified outlier scans based on the change 
in BOLD signal and the amount of recorded motion. B) On improving the functional connectivity 
across the different voxels in the brain across all subjects and both resting states. 

A) 

B) 
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5.3.6 Resting-state functional connectivity patterns 

In Rest1 functional connectivity analysis (Figure 5.8 A), there was significant 

inter-hemispheric connectivity between all the homologous OCN regions. The locus 

coeruleus showed functional connectivity only to the visual cortices bilaterally. Both 

visual cortices illustrated a second connection to the anterior insula bilaterally. On 

the other hand, the anterior insula bilaterally exhibited a functional connection with 

the FEF and the DLPFC in both hemispheres. While the right DLPFC had connections 

to the FEF and the PEF bilaterally, the left DLPFC showed functional correlations with 

its ipsilateral FEF and PEF. The strongest inter-regional connection was between 

bilateral FEF and both PEF.  

In Day2 resting state (Rest2) (Figure 5.8 B), there was a strengthening of all 

Rest1 connections except for the correlation between the locus coeruleus and the 

right visual cortex, which was lost. In addition, there were new connections between 

the bilateral visual regions, bilateral FEF and the left DLPFC.  

To examine the effect of time on modulating the OCN functional connectivity. 

As the correlation between the regions is not directional (orthogonal), i.e., the 

measured correlation value does not differ whether the region is a seed or test 

region. There were fifteen edges within each hemisphere, totaling thirty edges 

between the cortical OCN. Using the BOLD signal as the dependent measure, we 

conducted a three-way repeated measures ANOVA, using three within-subjects 

factors; Time (two-level; Rest1, Rest2), Hemisphere (two-level: left, right), and 

connections (15-level; DLPFC-FEF, DLPFC-AntIns, DLPFC-PEF, DLPFC-V1, DLPFC-LC, 

FEF-AntIns, FEF-PEF, FEF-V1, FEF-LC, AntIns-PEF, AntIns-V1, AntIns-LC, PEF-V1, PEF-

LC, V1-LC). 

There was no significant main effect or interaction of Time. We then 

examined the change in connectivity in Rest2 from Rest1 by subtracting Rest1 

correlations from Rest2. There was a trend-level effect of connections to exhibit a 

different change, F(8, 248.8) = 1.943, p = .054. These results imply the presence of 

consistent resting state connectivity modulations across subjects in Rest2 relative to 

Rest1. However, it does not reach a significant difference level in Rest2 from Rest1. 
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Figure 5.8 The resting state functional connectivity between the OCN regions and the LC. A) 
Rest1 showing a strong inter-hemispheric correlation between the homologous OCN regions, 
and bilateral FEF connectivity with the PEF and the AntIns bilaterally. While the AntIns exhibit 
with the DLPFC and Visual cortices bilaterally, the visual regions are the only ones to have 
connections with the LC. B) Rest2 functional connectivity Illustrating a strengthening of Rest1 
correlation except for right V1 to LC. In addition, V1 bilaterally exhibited new connections 
with the FEF and the left DLPFC. Illustrated have varying significance level (p <.05) 
represented by the connection thickness (thicker line = greater statistical value). 

A
§) 

 

B) 
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5.3.7 RECOGNeyes training effects on the OCN 

We set out to investigate if these observed changes correlate to the effect of 

RECOGNeye training over the two weeks. To achieve this, we used the adjusted 

change scores (AdCS) as our dependent variable, described in section 5.2.8, to 

examine the correlations between the total trained minutes on RECOGNeyes and the 

resting state functional connectivity changes.  

First, we sought to examine the inter-homotopic regional connectivity, as it 

showed greater connectivity in Rest1 and Rest2. We conducted two-way mixed-

design ANOVA with the total trained minutes as the between-subjects factor and the 

AdCS for the homotopic regions as the within-subjects factor (five-level; DLPFC, FEF, 

AntIns, V1). The results showed a significant between-subjects effect of total minutes 

trained, F(1,31)=7.188, p=012, illustrating a decreased inter-homotopic connectivity 

associated with increased total minutes trained. This finding suggests a decrease in 

the connectivity between the putative OCN homotopic regions is associated with 

RECOGNeyes training, which would benefit children with ADHD who have greater 

homotopic connectivity than normal controls (Jiang et al., 2019). 

Then, we investigated the total trained minutes' effect on the 

interhemispheric connectivity changes for non-homotopic regions. We conducted a 

repeated measure ANOVA, with total exposure (minutes trained) to RECOGNeyes 

training as the between-subjects covariate and interhemispheric connections as the 

within-subjects factors. There was no main effect of Connections or between-

subjects effect of total minutes trained. This indicates that the RECOGNeyes training 

did not modulate the interhemispheric resting-state connectivity apart from the 

homologous OCN pairs. 

Next, we examined the total trained minutes' effect on modulating the 

intrahemispheric resting-state connectivity. We used a three-way mixed-design 

ANOVA, with total trained minutes as the between-subjects factor and two within-

subjects factors; Hemisphere (two-level; right, left) and Connection (ten-level; DLPFC-

FEF, DLPFC-AntIns, DLPFC-PEF, DLPFC-V1, FEF-AntIns, FEF-PEF, FEF-V1, AntIns-PEF, 

AntIns-V1, PEF-V1). 
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 There was a significant main effect of Hemisphere, F(1,31) = 4.651, p = .039. 

However, there was a significant Hemisphere by training exposure effect, F(1, 31) = 

5.509, p = .025. We examined the parameter estimates for the intrahemispheric 

connection to interpret this finding and used Sidak multiple comparisons correction. 

The Left intrahemispheric connectivity exhibited a positive trend with total minutes 

trained, which was significant for the DLPFC-FEF, p = .031, and the DLPFC-PEF, p = 

.044. On the other hand, the right intrahemispheric exhibited a negative association 

with the total minutes trained, which reached a significant level in the anterior insula 

to the primary visual connection, p = .046. These findings suggest that the total 

trained minutes on RECOGNeyes introduced neuromodulatory changes apparent in 

the intrahemispheric resting-state functional connectivity in a dose-related manner, 

which decreased the right and increased the left intrahemispheric connectivity. The 

baseline connectivity was stronger in the right than the left hemisphere. Thus, this 

change in connectivity strength with RECOGNeyes training is in the direction of 

equalizing the connectivity within the two hemispheres.  

5.3.8 Locus coeruleus functional connectivity 

Our resting-state functional connectivity results (Figure 5.8) show a significant 

LC-V1 connection, bilaterally in Rest1 and to the left V1 in Rest2. Furthermore, in our 

sample, preparatory PD exhibited a greater dilatation rate, on Day2, in response to 

the imperative stimulus in antisaccade trials than prosaccade, which reflects 

increased arousal in antisaccade trials (section 5.3.4). Hence, we sought to investigate 

the correlation between the antisaccade dilatation and the resting-state functional 

connectivity between the LC and V1 bilaterally by conducting a Pearson’s correlation 

test between the LC-V1 resting-state functional connectivity and the PD rate during 

the preparatory period in the antisaccade and prosaccade trials on Day1 and Day2. 

The results showed a significant positive correlation between the antisaccade PD rate 

during the preparatory period on Day2 and the LC-V1 connectivity in Rest2, r(30) = 

.374, p = .042, but not for Day1 with Rest1. This finding suggests a possible increased 

recruitment efficacy of the visual cortex by the LC during the preparatory period due 

to a systematic increase induced by the RECOGNeyes training effect.  
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To examine this hypothesis, we examined the difference between the 

correlations LC-V1 (in Rest1 and Rest2) with PD rate for prosaccade and antisaccade 

(cue-stimulus and stimulus to saccade) (Fisher, 1921, Soper, 2022). The results 

showed no significant differences between the correlations.  

This finding suggests a plausible alternative hypothesis that a greater increase 

in LC-V1 connectivity is associated with a greater increase in arousal reflected in the 

preparatory PD rates for antisaccade trials. We investigated this explanation by 

computing each subject's change in LC-V1 connectivity (Rest2 - Rest1) and PD rates 

(Day2 – Day1). Then we examined the correlation between the change in LC-V1 

connectivity and the change in PD. There was a significant positive correlation 

between the LC-left V1, r(29) = .438, p = .018, right V1, r(29) = .429, p = .02, and the 

mean LC-V1, r(29) = .449, p = .015, with the change of preparatory PD rate in 

antisaccade trials. These findings imply that greater preparatory arousal changes in 

antisaccade trials are associated with greater changes in the LC- left V1 more than 

the right V1 resting-state functional connectivity (Figure 5.9). 
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Figure 5.9 Scatter plot illustrating the significant positive Pearson correlation between the antisaccade 
PD rate changes during the preparatory period (Day2-Day1) with the LC-V1 change in connectivity 
(Rest2-Rest1). 
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5.4 Discussion 

The RECOGNeyes game, as a computerised cognitive training tool, has shown 

high acceptability and good compliance in a sample of ADHD and SpLD patients. This 

training significantly improved the participants’ reaction times on the antisaccade 

task for both trial types and enhanced their performance’s accuracy (Waitt, 2022).  

The OCN resting-state functional connectivity after RECOGNeyes training 

exhibited different connectivity patterns from the baseline, which summarised in the 

following three points. 1) New connections emerged after the RECOGNeyes training. 

The visual cortices established new connections in Rest2 with the FEFs bilaterally and 

with the left DLPFC. At the same time, the left DLPFC showed new connection with 

the right FEF in Rest2. 2) Most of the existing connections between the OCN regions 

in Rest1 were strengthened after RECOGNeyes training. 3) The LC to the right V1 

connection decreased to a non-significant level in Rest2. Given the functional 

hemispheric differences in attention (right hemisphere in baseline tonic attention 

and in the VAN, left hemisphere engagement in faster phasic attention)  (Petersen 

and Posner, 2012, Corbetta and Shulman, 2002), the crucial involvement of the FEF 

and DLPFC in planning and execution top-down control (Buschman and Miller, 2007, 

Connolly et al., 2002). This change of connectivity pattern after the completion of 

RECOGNeyes training, imply a possible beneficial effect of RECOGNeyes training on 

strengthening the functional connectivity of the decision-making centres in the 

putative OCN. However, further investigations are required to confirm or refute this 

relationship, as the method we used to examine the change in connectivity failed to 

find a connection that survives the correction of multiple comparisons. This finding 

suggests that more prolonged or intensive training regimes could augment these 

changes given the observed correlation between RECOGNeyes training amount and 

the change in connectivity. 

Jiang et al. (2019) reported a significantly increased inter-hemispheric 

connectivity between mirroring voxels in children with ADHD compared to children 

without ADHD for regions in the superior frontal, middle occipital, and anterior 

cerebellar regions. Furthermore, Chen et al. (2021) investigated the mirror overflow 
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phenomenon of ADHD children using resting-state functional connectivity of the 

somatomotor network. They found increased interhemispheric connectivity in ADHD 

children compared to typically developing ones. The increase in interhemispheric 

connectivity was positively correlated with the motor overflow severity. Interestingly, 

our data show that RECOGNeyes training had a significant modulatory impact on the 

OCN’s RE-FC, which exhibited a significant correlation with the amount of training 

done. More time spent on RECOGNeyes training is negatively correlated with the 

inter-homotopic connectivity of the OCN regions. This indicates the possible 

beneficial therapeutic effect of RECOGNeyes in ADHD and supports our suggestion 

that changes in the OCN RE-FC after RECOGNeyes training could be augmented with 

increasing the total minutes spent training or the duration of the training program.    

In addition, we found a dose-related training modulation on the intra-

hemispheric connectivity, whereby the left intrahemispheric connectivity increased 

with training and the right one decreased. This finding could reflect a possible 

disengagement mechanism where the left hemisphere, which exhibited lower 

connectivity at baseline, strengthened its independence by increasing connectivity. 

This connectivity change led to a decrease in the right hemisphere connectivity 

caused by the left hemisphere's dependence on its function.  

We did not find a correlation between the PD rate in the antisaccade task and 

LC-V1 connectivity on Day1. However, our results illustrated that the antisaccade 

preparatory PD rate on Day2 is highly correlated with the LC-V1 resting-state 

functional connectivity in Rest2. Given the significantly greater correlation between 

RT and PD rate on the antisaccade task in Day2 reported by Waitt (2022), these 

findings indicate that performance efficiency on the antisaccade is mediated by LC-

V1 functional connectivity. Furthermore, the change in the resting-state functional 

connectivity between the LC-V1 was significantly correlated with the change in PD 

rate in the antisaccade. This indicates that faster PD rate predicts greater change in 

LC-V1 connectivity specifically in periods of increased arousal such as the antisaccade 

task. In addition, this finding imply that the change in the LC-V1 connectivity allow for 

enhanced visual cortex recruitment by the LC during increased arousal periods 

represented by the preparatory period in antisaccade trials. 
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Chapter 6 General Discussion and concluding remarks 

In this thesis, we investigated the neuroplastic changes associated with using 

two different neuromodulation techniques. The first is active tDCS, as an external 

non-invasive tool of neuromodulation, concurrent with the performance of active 

inhibitory cognitive control tasks. The second neuromodulation tool was an extended 

computerised cognitive training game targeted for gaze-control enhancement. Using 

the same inhibitory control task, we employed different methodologies on two 

samples to assess the induced cortical neuroplasticity of two different 

neuromodulation techniques. We used the MEG's high temporal and spatial 

resolution to measure the instantaneous changes in regional cortical activity during 

the concurrent task performance and active tDCS. We used pupillometry to assess 

autonomic nervous system reactivity during task performance. We employed resting 

state functional connectivity analysis methods to evaluate the MEG and fMRI changes 

related to neuroplastic changes in cortical and subcortical regions.  

In this chapter, we will review the main findings from the preceding chapters 

in light of the hypotheses specified in section 1.8. We will discuss their applications 

and implications relevant to the theme that links these hypotheses: brain stimulation 

effects on the function of the oculomotor control network.  

6.1 Resting-state changes associated with treatment conditions 

In both treatment conditions, there was a widespread increase in resting state 

functional connectivity in the Rest2 relative to Rest1 across the cerebral cortex. The 

increase in connectivity was prominent in the lateral parietal, lateral occipital, lateral 

temporal, median and posterior cingulate regions. In addition, the active tDCS 

condition (Figure 2.6) exhibited a greater connectivity increase in frontal regions than 

the sham condition (Figure 2.5). This change in functional connectivity was supported 

by the significant increase with time in the degree centrality for the Alpha (Figure 

2.8), Beta (Figure 2.10), and cross-frequency connectivity (Figure 2.11). The increase 

in connectivity was not confined to the OCN (Figure 1.3) (Munoz and Everling, 2004). 

However, it might reflect an increase in arousal consistent with the widespread LC-
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NE innervation to the cortical regions reported in Chapter 3 and discussed below in 

section 6.2.   

Our knowledge of the neurophysiological mechanisms underlie the cognitive 

training effects on regional cortical activity and inter-regional connectivity is still 

developing (for detailed reviews, see (Duda and Sweet, 2020, van Balkom et al., 2020, 

Kelly and Garavan, 2005)). However, the growing evidence from fMRI studies 

suggests that task-relevant cortical regions exhibit increased activity following short 

cognitive training, which decreases with a prolonged training regime. Changes in the 

BOLD signal are difficult to interpret using oscillatory neural signals. Mantini et al. 

(2007) showed that BOLD signals are associated with different oscillatory signatures 

in different networks. For example, the Alpha and Beta bands' resting-state activity 

is positively correlated with fMRI DMN activity and negatively correlated with the 

DAN and the visual processing networks. Contrasting the antisaccade task 

performance and the associated treatment condition effects illustrated a different 

connectivity pattern between the treatment conditions (Figure 2.7). In the sham 

condition, there was a prominent increase in the connectivity of the occipital, 

parietal, temporal and limbic cortical regions, with right hemisphere dominance, to 

the rest of the cortex in Alpha, Beta, and cross-frequency connectivity. In contrast, 

the active tDCS condition exhibited a prevailing Alpha-band connectivity increase in 

the left hemisphere for the frontal, parietal, temporal and limbic regions. It is worth 

noting that the increases in connectivity observed in both conditions might be 

attributed to engagement in the task. However, some of these changes might reflect 

a placebo effect in the sham condition, similar to the response to active treatment. 

These functional connectivity changes were supported by significant degree-

centrality changes prominent in the occipital regions for the sham condition and in 

the frontal regions for the active tDCS condition (Figure 2.9 and Figure 2.12). The 

Alpha-band degree-centrality increase of the occipital brain regions following the 

sham condition is consistent with the prominent role of the visual cortex in both pro- 

and antisaccade trials (Romei et al., 2010), and the visual processing network 

(Mantini et al., 2007). This suggests that the post-task changes in Alpha-band 

connectivity in the sham condition reflect a disengagement of the previously engaged 
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cortical regions during task performance required for alertness and bottom-up visual 

processing (Petersen and Posner, 2012, Posner and Petersen, 1990).  

On the other hand, the increased Alpha-band centrality in the frontal regions 

in the active tDCS is consistent with the expected effect of delivering asymmetric 

tDCS to the frontal cortex. However, this observed pattern of increased Alpha band 

connectivity in the frontal regions could reflect the disengagement of previously 

active executive cortical regions involved in the top-down cognitive control required 

for task performance (Fries, 2015, Jensen and Mazaheri, 2010, Hwang et al., 2016).  

These findings support our hypothesis that, compared to the sham condition, 

a single session of tDCS delivered during the antisaccade task performance would 

lead to short-term plastic changes in the resting-state network connectivity, 

persisting for at least several minutes after the treatment. However, we did not find 

supporting evidence for the hypothesis that the changes in resting state connectivity 

would be related explicitly to modulation patterns of brain activity observed during 

the antisaccade task. 

6.2 Engagement of the autonomic nervous system during the antisaccade task   

Our results illustrated a persistent increase in pupil dilation throughout the 

time of the antisaccade task up to 500 ms post-stimulus presentation. This increase 

in pupil dilation represents the activity of the Locus Coeruleus – Norepinephrine (LC-

NE) system (Gabay et al., 2011, Aston-Jones and Cohen, 2005). The prosaccade trials 

exhibited a faster increase in pupil dilation during the preparatory period up to 100 

ms before the imperative stimulus presentation, when the antisaccade took over and 

illustrated a faster increase in pupil dilation up to the end of the period of interest 

(Figure 3.4). The rate of change in pupil dilation supported this finding by 

demonstrating a greater increase in antisaccade pupil dilation rate beginning 400 ms 

post-cue presentation (Figure 3.5). The change in pupil dilation rate was greater 

following the imperative stimulus presentation in both trial types reflecting the 

phasic mode activity of the LC-NE. The putative event-related pupil dilation rate 

confirmed these findings by illustrating a greater event-related pupil dilation rate for 
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the stimulus to saccade event relative to the cue to stimulus in both trial types, which 

was more prominent in the antisaccade trials relative to prosaccade (Figure 3.6). This 

finding reflected the increased arousal and cognitive processing demands associated 

with the antisaccade trials relative to prosaccades, consistent with a negative 

correlation with the reaction time of both trial types (Figure 3.8) and prominently 

with the antisaccade trials (Figure 3.7).  

The persistent increased arousal during the antisaccade task performance and 

the LC-NE system's continuous engagement indicates greater activation of the 

sympathetic nervous system. Given the widely distributed norepinephrine fibre 

projections from the Locus Coeruleus to the cerebral cortex(Aston-Jones et al., 1991), 

this observation is consistent with the widespread increase in the resting state 

connectivity that persisted after the task completion in both treatment conditions 

reported in Chapter 2. 

6.3 Effects of treatment conditions on cerebral activity during the antisaccade 

task performance 

During task performance, we observed several shared findings between both 

treatment conditions, which supports previous findings of common physiological 

processes. In addition, several neuromodulation effects were associated with the 

active tDCS relative to the sham condition. In the following sections, we will 

summarize and discuss these findings in light of theories of attention network (Posner 

and Petersen, 1990), gating by inhibition (Jensen and Mazaheri, 2010) and the 

communication through coherence (Fries, 2015). 

6.3.1 Shared modulation between Treatment conditions 

The shared ERSP between the treatment conditions summarised in the 

following sections indicates the presence of essential neurophysiological processes 

that were not modulated by receiving a single session of tDCS stimulation. 
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6.3.1.1 Preparatory oscillatory modulations  

During the preparatory period, we found that the Alpha band modulation 

exhibited an increase in FEF synchronisation and PEF desynchronisation Figure 4.11. 

Given the established role of the Alpha band in disengaging the irrelative regions to 

the task in the gating by inhibition theory (Hwang et al., 2014, Jensen and Mazaheri, 

2010), these findings indicate the active recruitment of the PEF in preparation for 

spatial stimulus detection and the disengagement of the FEF to prevent the initiation 

of an immature saccadic response. Moreover, we found a decrease in FEF and an 

increase in PEF desynchronisation for both examined Beta bands (Figure 4.5, Figure 

4.7) during the second part of the preparatory period.  

Given the functional roles of the Beta band in long-distance communication 

and active recruitment and engagement of task-relevant regions suggested by the 

CTC theory (Fries, 2015, Engel and Fries, 2010), these findings support the proposed 

role of the FEF in sustaining ocular fixation and the PEF preparation for spatial 

localisation of the imperative stimulus (Munoz and Everling, 2004, Coe and Munoz, 

2017). 

6.3.1.2 DLPFC cognitive control 

Our results provide supporting evidence for role differences of the right and 

left DLPFC in active inhibitory cognitive control during the performance of the 

antisaccade task (Figure 4.3) (Hwang et al., 2014, Gaymard et al., 1998). The Left 

DLPFC showed more engagement in the antisaccade trials, while the right DLPFC was 

more engaged during the prosaccade trials. The desynchronisation of the Alpha band 

reflected this engagement (Jensen and Mazaheri, 2010). This result supports 

lateralising the decision-making process in the top-down cognitive control process 

towards the left DLPFC for the antisaccade (Pierrot-Deseilligny et al., 1991a, Hwang 

et al., 2014).  
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6.3.1.3 Stimulus-related oscillatory modulation 

Our results support the proposed PEF role in the vector inversion mechanism 

involved in the antisaccade task performance (Moon et al., 2007, Belyusar et al., 

2013, Corbetta et al., 2000). Overall, the contralateral presented stimuli were 

associated with greater Alpha synchronisation across hemispheres and regions. 

However, these modulations in the PEF differed significantly for each trial type 

(Figure 4.10). The contralateral stimulus relative to ipsilateral ones had greater Alpha 

desynchronisation for prosaccade trials throughout the post-stimulus period in the 

left PEF. In the antisaccade trials, an initial greater Alpha desynchronisation was 

associated with contralateral stimuli, which reverses 140 ms post-stimulus 

presentation towards ipsilateral stimuli dominance. This finding indicates a trial-type 

specific PEF engagement pattern in response to presented stimuli. As Alpha-band is 

proposed to regulate a cortical disengagement mechanism (Jensen and Mazaheri, 

2010), the left PEF exhibits greater engagement for contralateral presented stimulus 

maintained throughout the prosaccade trials and inversion of engagement 140 ms 

post-stimulus in antisaccade trials.  

Furthermore, in our results, the PEF response in the low-Beta band differed 

between trial types. The PEF illustrated greater low-Beta desynchronisation for 

antisaccade trials throughout the post-stimulus period. Conversely, the prosaccade 

was associated with a decrease in desynchrony, which commenced at 220 ms and 

peaked at 300 ms post-stimulus presentation. This timing encompasses the mean of 

the median RTs in our sample (mean = 245.6, Std Dev= 36.1). These findings suggest 

that PEF plays a significant role in saccade initiation in the prosaccade trials. The 

absence of this peak in antisaccade trials supports this suggestion, as the FEF is 

expected to initiate the top-down controlled saccadic response for antisaccade trials 

Figure 4.12)  
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6.3.2 Effects of active tDCS 

First, active tDCS, relative to the Sham condition, was associated with 

increased Alpha desynchronisation in the right hemisphere during the preparatory 

period (Figure 4.4), which persisted during the post-stimulus presentation period 

across trial types prevailing in the ipsilateral prosaccade trials (Figure 4.11). This 

finding might implicate the effect of asymmetric electrode positioning of the anode 

over the right F4 and the cathode electrode over the Fp1 position (Figure 2.2). 

Alternatively, it could suggest the effect of tDCS in enhancing tonic attention by 

decreasing Alpha inhibition over the right hemisphere, which has a closer relationship 

with LC and is implicated in the posterior attention network (Posner and Petersen, 

1990, Aston-Jones and Cohen, 2005).  

Secondly, the active tDCS condition exhibited a non-specific greater low-Beta 

band desynchronisation during the second half of the preparatory period, which then 

converges to reach the same level of desynchronisation as the Sham condition (Figure 

4.6). This result suggests a more precise timing of the inhibition of inappropriate 

motor activity in the active tDCS condition compared to the Sham. Thirdly, the active 

tDCS modulated the low-Beta band during the post-stimulus period in a stimulus and 

trial-type sensitive manner. The active tDCS increased the low-Beta band 

synchronisation for contralateral prosaccade trials in the FEF and the right 

hemisphere (Figure 4.13 and Figure 4.14, respectively).  

To interpret these findings, we should consider the following functional roles; 

a) the right hemisphere's role in the dorsal attention network and maintaining 

essential tonic attention for reflexive behaviour (bottom-up cognitive processing) 

(Spagna et al., 2020, Sturm and Willmes, 2001). b) The established role of the FEF in 

initiating voluntary saccades (Gaymard et al., 1999). c) The functional roles of Alpha 

and Beta band oscillations (Fries, 2015, Engel and Fries, 2010). Our findings indicate 

a beneficial effect of active tDCS stimulation over the F4 region in inducing functional 

cortical enhancement in regions responsible for bottom-up cognitive processing and 

voluntary control of saccades. 
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6.4 Effect of gaze control training on resting state functional connectivity 

We aimed to examine the effect of RECOGNeyes as a tool of inhibitory 

cognitive control training on modulating the resting-state fMRI connectivity between 

the OCN regions. Our results demonstrated changes in the measured functional 

connectivity, which was associated with the amount of exposure to RECOGNeyes 

training. Furthermore, we demonstrated the feasibility of measuring the BOLD signal 

from LC, which we used to examine its connectivity with the OCN and its relationship 

with the measured PD during the antisaccade task. 

6.4.1.1 Resting-state functional connectivity before and after RECOGNeyes 

At baseline, resting state OCN connectivity exhibited a strong correlation 

between the mirroring OCN regions in the two hemispheres. The LC illustrated 

functional connectivity with bilateral primary visual cortices. Primary visual regions 

exhibit functional correlation with the anterior insula. The anterior insula illustrated 

functional connectivity to both the DLPFC and FEF bilaterally. The right DLPFC 

demonstrate connectivity with the FEF and PEF both bilaterally. The left DLPFC 

connected significantly with the left PEF and left FEF (Figure 5.8 A). 

After completing the RECOGNeyes training, the OCN illustrated an 

augmentation of all the Rest1 connections except for the LC to the right primary 

visual cortex, which decreased to a non-significant correlation. In addition, there 

were new connections between the bilateral FEF and the bilateral primary visual 

cortex. The left DLPFC established new connections with bilateral visual cortices and 

with the right FEF (Figure 5.8 B).  

Considering the different physiological roles of each hemisphere in attention 

(the right hemisphere is involved in the bottom-up processing and the posterior 

attention network, and the left hemisphere is engaged in phasic attention) (Petersen 

and Posner, 2012, Corbetta and Shulman, 2002), and the pivotal role of the DLPFC 

and FEF in executing top-down control and planning of the antisaccade and behaviour 

(Buschman and Miller, 2007, Connolly et al., 2002), these changes in resting state 

connectivity imply that RECOGNeyes training strengthens the connectivity of the 
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decision-making centres (DLPFC and FEF) to other regions in the OCN to facilitate top-

down control of eye-movements. Our results only showed a trend level of 

significance for this change in connectivity. Given the significant correlation observed 

between the adjusted change score and the amount of training spent on 

RECOGNeyes, this finding indicates that modulating the training regime by increasing 

the training duration would produce positive training effects. 

6.4.1.2 RECOGNeyes training effects  

The total minutes trained on RECOGNeyes were negatively correlated with 

the inter-homotopic, which indicates that the more time spent on RECOGNeyes 

training, the less inter-hemispheric connectivity between the mirroring OCN. As 

patients with ADHD illustrate increased connectivity between mirroring cortical 

regions (Chen et al., 2021, Jiang et al., 2019), this effect demonstrates the promising 

potential for the RECOGNeyes game as a therapeutic tool in ADHD and SpLD.  

Moreover, at baseline, the right hemisphere exhibited greater intra-

hemispheric connectivity than the left hemisphere. The time spent on RECOGNeyes 

training was negatively correlated with the right intra-hemispheric and positively 

correlated with the left intra-hemispheric connectivity. This implies that RECOGNeyes 

training modulates the inter and intra-hemispheric connectivity to balance the 

difference and facilitate hemispheric functional independence, which is essential for 

a healthy cortical connectivity (Jiang et al., 2019, Chen et al., 2021). Furthermore, 

these connectivity changes suggest that RECOGNeyes training decreases the 

dependence on the reflexive bottom-up processing dormant in the right hemisphere 

and increases the efficacy of the left hemisphere's role in phasic alertness and its 

capacity for the oculomotor cognitive control of the gaze direction (Munoz and 

Everling, 2004, Posner and Petersen, 1990).  

6.4.1.3 LC-V1 functional connectivity and PDR 

There was a positive correlation between the antisaccade PDR on Day2 and 

the LC to V1 connectivity during Rest2, which was insignificant for Day1 with Rest1. 

Furthermore, we found a positive correlation between the change in LC-V1 
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connectivity and the change in pupil dilation rate from baseline to after the 

completion of RECOGNeyes training (Figure 5.9). This finding indicates that a greater 

change in LC-V1 connectivity is associated with greater pupil dilation rate changes in 

both directions, which supports the putative physiological role of the LC-NE system 

of modulating arousal, PD and alertness suggested by the adaptive gain theory 

(Aston-Jones and Cohen, 2005).  

Furthermore, when considering A) the replicated negative correlation 

between the pupil dilation rate and the reaction time in the antisaccade task reported 

from different samples (here in sections 5.3.4 and 3.3.2 and by Wang et al. (2015) 

and Karatekin et al. (2010)), and B) the correlation between increased LC-V1 

connectivity and greater the pupil dilation rate following RECOGNeye training 

completion, these findings suggest potential beneficial neuromodulation effects 

associated with RECOGNeyes training that increases the alertness required for 

optimum performance in the antisaccade task and that it can produce behavioural 

changes with a modified training regime. 

6.5 Limitations 

One of the limitations of this thesis is the sample size and heterogeneity in 

both studies. The tDCS study sample size did not reach to the calculated sample size 

(60 participants, 30 in each treatment condition) to achieve the desired effect size. 

This means that some of our analyses might be underpowered. Furthermore, the 

concurrent application of tDCS during the MEG session introduced a significant 

artefact on the measured MEG signal. This led to the further exclusion of six subjects 

from the MEG task analysis (for details, see section 2.3.3).  

Furthermore, our results did not show that active tDCS enhanced participants' 

task performance nor modulated autonomic effects associated with changes in pupil 

dilation. We had to use a 1.25 mA because the introduced MEG noise artefacts were 

unacceptable at 2mA stimulation. Given the previous evidence of optimum tDCS 

stimulation at 2mA (Max et al., 2021, Stagg and Nitsche, 2011), and the observation 

that performance changes did not reach a significant difference between Treatment 
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conditions, it would be intriguing to examine these effects using higher tDCS current 

amplitude, longer duration or after concurrent active tDCS with cognitive task 

repeated sessions. In addition, the antisaccade performance analysis could have 

benefited from examining the learning effect by comparing the performance in the 

first set of trials to the last set. Our investigation examined the effect of a single 

montage of active tDCS. It would be informative to examine the effects of reversed 

electrode placement or symmetric tDCS montages that might result in opposing or 

more beneficial effects with the antisaccade task.  

Despite the interesting findings associated with the used LC map, localising a 

small region within the neural complexity of the brainstem using a predefined map is 

an added limitation to the results discussed in this thesis. This map does not provide 

a definite signal that is only related to the LC, rather it contains noise from 

neighbouring regions. This noise might mask the actual changes associated with the 

LC function and hinder its validity.  

In addition, the time constraints of the PhD prevented the conduction of 

several planned and prepared analyses in both studies. In the tDCS study, for 

example, the antisaccade task accuracy measures, learning effect analysis, network-

specific analysis, and response-locked analysis. These analyses will add greater insight 

into the network connectivity and the physiological ERSP changes in the OCN 

associated with the saccadic response, specifically on the spatial remapping process. 
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6.6 Impacts and future directions 

We provide supportive evidence for the physiological roles of the OCN regions 

in the inhibitory cognitive control process. Our work supports the proposed roles of 

the left DLPFC in decision-making, the FEF in saccade initiation, and the PEF in spatial 

localisation of salient stimuli and in the vector remapping process involved in 

redirecting the saccadic eye movements. In our results, the Alpha band modulation 

was the frequency band implicated in these processes. In contrast, the low-Beta band 

in the PEF demonstrated trial type-specific changes with increased synchronisation 

for prosaccade trials around the reaction times, suggesting its involvement in the 

saccade initiation. However, further work is needed to establish the role of Theta, 

Delta and Gamma in these processes. 

Furthermore, our work shows a neuromodulation effect for tDCS on the OCN 

involved in the antisaccade task. These modulations were prominent in the frontal 

eye fields and the right hemisphere. The effect of active tDCS produced different 

short-term neuroplasticity effects on the resting state networks' functional 

connectivity. The active tDCS increased the functional connectivity of the frontal 

regions, while the sham condition exhibited prominent connectivity in the occipital 

regions. However, examining the effective connectivity between the different OCN 

regions during task performance and comparing both treatment conditions can lead 

to further our knowledge of the OCN. Future work should investigate the different 

tDCS parameters and protocols to identify the most suitable settings for stimulating 

different cortical regions. Longitudinal studies would provide better insight into the 

long-term neuroplasticity effect of multiple sessions of active tDCS. 

We provided evidence for the efficacy of computerised cognitive training as a 

neuromodulation tool in introducing neuroplasticity that modulated OCN in the 

training tasks. Moreover, in the light of the adaptive gain theory (Aston-Jones and 

Cohen, 2005), we provide evidence of a resting state connection between the LC and 

the visual cortex. the change in the LC to the visual region connection correlates with 

the arousal level associated with task performance. This indicates the feasibility and 
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the validity of measuring fMRI signal from the LC that corresponds with physiological 

measures of arousal.  

The combination of these findings indicates the feasibility and efficacy of 

using non-invasive neuromodulation techniques to modulate the functional 

connectivity of brain networks. This provides a promising therapeutic tool for mental 

disorder patients who suffer from cortical connectivity abnormalities. For example, 

patients with ADHD suffer from increased homotopic connectivity that results in 

abnormal motor movements called mirror overflow (Chen et al., 2021) could benefit 

from a modified version of the RECOGNeye training game that decreases this 

homotopic connectivity and enhances the independence of both hemispheres. 

Furthermore, studies of functional connectivity in schizophrenia point 

towards reduced connectivity of the left prefrontal cortex among other cortical and 

subcortical regions (Friston et al., 2016). Our results show a significant effect of a 

single session of tDCS targeting the DLPFC in introducing neuroplastic changes in the 

targeted region among other frontal and central regions. This finding demonstrates 

the promising potential of tDCS as a therapeutic intervention combined with certain 

cognitive tasks to modulate brain connectivity in the active cortical networks in these 

tasks. 

We expect future research work to demonstrate the beneficial effect of 

combining active tDCS with cognitive training. These effects will include more 

efficient learning effects associated with multiple stimulation sessions of adjusted 

stimulation parameters. This learning enhancement should result from the facilitated 

neuroplasticity effect caused by the augmentation of naturally occurring neural 

communications associated with cognitive functioning. Once supportive evidence 

exists, the tDCS and cognitive training combination will have diverse applications in 

the clinical and public sectors. These applications could vary, including and not 

limited to A) treatment of mental disorders, which exhibit deficits of certain cognitive 

functions, and B) reducing the time required for cognitive learning and skills 

acquisition among the general population. 
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6.7 Conclusion 

This thesis examined the neuromodulation effects of active tDCS while 

participants performed an active inhibitory cognitive control task. Moreover, we 

investigated the effect of RECOGNeye as a computerised cognitive training on 

modulating functional cortical connectivity. The active tDCS and the RECOGNeyes 

cognitive training produced neuroplastic changes in the functional connectivity of the 

cortical regions involved in the OCN. Both techniques had beneficial 

neuromodulatory effects related to the antisaccade task's performance, resulting in 

a measured short-term neuroplastic effect for active tDCS and relatively long-term 

effects for RECOGNeyes.  
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Appendix I: tDCS advertising flyer 
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Appendix II: E-mail to approach society and clubs 

Dear “society or club name”, 

I was wondering if you would be able to assist in online advertisements for a Medical 

Research Council (MRC) funded study investigating impulsivity and brain stimulation.  

Our project is looking at whether we can change impulsive behavior by stimulating the 

brain sing a technique called transcranial direct current stimulation (tDCS) while undergoing a 

brain scan using Magnetoencephalography (MEG). We are looking for 60 healthy participants 

studying at the University of Nottingham to take part in the study. They must be aged 18-40 and 

not have epilepsy (or other neurological conditions), history of significant head injury, substance 

misuse, major mental disorder or currently be taking psychotropic medication.  

The study will last for up to 4 hours and take place at the Sir Peter Mansfield Centre 

on University Park. An inconvenience allowance will be offered, and the person will be given 

an image of their brain to take away with them. We hope this study will help to improve our 

knowledge about impulsivity, and potentially result in a new therapeutic approach for clinical 

populations where impulsivity can be harmful.  

Would it be possible for the text advertisement below to be placed on the society 

website/ social media page or distributed to your members by e-mail? We have also attached 

a flyer if you would also like to circulate this to your group members. 

Please do not hesitate to e-mail me on Abdulrhman.shalabi@nottingham.ac.uk if you 

have any other questions. 

Best wishes 

Abdulrhman Shalabi and the rest of the study team (Professor Peter Liddle [PI], Dr 

Katy Jones, Dr Najat Khalifa, Dr Lauren Gascoyne, Dr George O’Neill, Christian Sales, Alice 

Waitt, Megan Burack, Michael Trubshaw, Abdulrhman Shalabi, Dr Mohammad Katshu, Dr 

Matt Brookes).  

TEXT FOR ADVERTISMENT 

“We are looking for students aged 18-40 at the University of Nottingham to help us 

understand impulsivity.  

Our project is looking at whether we can change impulsive behavior by stimulating the 

brain using a technique called transcranial direct current stimulation (tDCS) while undergoing a 

brain scan using Magnetoencephalography (MEG). We are looking for 60 healthy participants 

studying at the University of Nottingham to take part in the study. You must not have epilepsy (or 

other neurological conditions), history of significant head injury, substance misuse, major mental 

disorder or currently be taking psychotropic medication.  

The study will last for up to 4 hours and take place at the Sir Peter Mansfield Centre 

on University Park. You will receive an inconvenience allowance and will be given a picture of 
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your brain to take home with you. We hope this study will help to improve our knowledge 

about impulsivity, and potentially result in a new therapeutic approach for clinical 

populations where impulsivity can be harmful.  

If you are interested in learning more about the study, please e-mail Lauren Gascoyne 

(Lauren.Gascoyne@nottingham.ac.uk) or ring 0115 846 7774 for more information”.  

  

mailto:Lauren.Gascoyne@nottingham.ac.uk
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Appendix III: tDCS Participant information sheet 

  

Participant Information Sheet (Healthy Volunteers) 

Measuring cortical dynamics of inhibitory control 
before, during, and after transcranial Direct Current 

Stimulation (tDCS). 

REC Ref: 199-1801 

Investigators: Professor Peter Liddle, Dr Katy Jones, Dr Najat Khalifa, Dr 
Lauren Gascoyne, Dr George O’Neill, Christian Sales, Alice Waitt, Abdulrhman 
Shalabi, Dr Mohammad Katshu, Megan Burack, Michael Trubshaw, Dr Matt 
Brookes 

What is tDCS? 

Transcranial Direct Current Stimulation (tDCS) is a safe technique involving 
very weak electrical stimulation to the brain using a battery-operated 
stimulator. Stimulation is delivered via two conductive sponges applied to the 
scalp and a tiny current is passed between them to stimulate a specific part of 
the brain. For more information about how this might feel please see the 
additional tDCS information sheet. 

What is Magnetoencephalography?  

Magnetoencephalography (MEG) is an alternative technique for directly 
measuring brain activity. Brain cells communicate with one another by 
exchanging small electrical currents and these currents induce a magnetic field 
that is distributed around the head. Such fields are detectable using a MEG 
scanner and their measurement allows us to determine the location of any 
electrical activity in the brain, and how the patterns of that electrical activity 
change over time. 

What are we investigating? 

MEG measure electromagnetic patterns of brain activity. We will use it in 
conjunction with tDCS to examine whether tDCS changes brain functioning in 
areas related to impulse control. 
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Figure 1: MEG system 

What will it involve for you? 

You will be scanned using MEG to measure your brain activity when 
completing an impulse control task known as the anti-saccade task. This task 
will involve you looking away from a stimulus repeatedly presented to you on 
a screen and lasts for about 20 minutes.  
 
If you are happy to continue once you have understood the precise details of 
the experiment explained to you then we will ask to complete a tDCS safety 
questionnaire and to sign a consent form. You will then be asked to attend the 
Imaging Centre for up to 4 hours. On arrival you will be asked to confirm and 
sign that no details have changed on your safety form. You will then be shown 
the MEG scanner which will be used during the experiment.  

MEG 

You will be shown the MEG scanner, and we will explain exactly what you will 
experience during the experiment. The MEG scan involves you placing your 
head inside a plastic helmet which contains the sensors which make the 
measurements. Your head fits into this helmet as far as your nose (see 
Figure1). Before you are placed in the MEG scanner 3 small coils will be 
attached to your head at the top of your nose and in-front of both of your ears. 
These will monitor your head position inside the MEG scanner and will not 
measure any brain signals. You will feel no sensation from them during 
scanning.  
 
Because we cannot have any metal near MEG scanners we will then ask you 
to change into paper clothing, similar to pyjamas, which we will provide. We 
will then be ready to record your brain activity using MEG. The investigator 
conducting the study will explain beforehand what will happen during the 
experiment, what you are required to do and the length of time that you will be 
scanned for. It is very important that you stay as still as possible throughout 
the entire duration of all experiments. The signals which we measure get 
corrupted by movements which make it hard to accurately measure your brain 
activity unless you remain still. 

 

 

 

 

A 
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MRI 

After the MEG scan, you will undergo an anatomical MRI scan. Before the scan 
you will be provided with ear protection as the scanner can be loud. You will 
also be checked again to make sure you are free of metal, as an MRI scanner 
contains a strong magnetic field. You will be lying as still as possible inside the 
scanner for about 15 minutes and we will be creating an image of the structure 
of your brain for use in further analysis. A picture of your brain can be provided. 

The entire study will last up to four hours. 

What is the potential for pain, discomfort, distress, inconvenience or changes 

in lifestyle? 

None of the procedures are painful. See separate tDCS information about how 
this stimulation might feel. 

Are there any risks? 

MEG is a non-invasive passive scanning technique and involve no risk. MRI is 
also low risk, though you may feel a slight dizziness on entering the magnetic 
field, this is normal. 

IMPORTANT: What happens if we notice something abnormal on your scan? 

While it is extremely unlikely that your scan will show any abnormality, it is 
unlikely that we would notice anything unusual or abnormal on the images 
since the Sir Peter Mansfield Imaging Centre (the SPMIC; see Figure 2) is 
NOT a clinical diagnostic facility and the scans we collect are NOT the same 
as scans collected by doctors for medical purposes. The pictures will NOT 
usually be looked at by a radiologist (a doctor qualified to find abnormalities in 
scans), so this test does NOT replace any tests that your doctor thinks might 
be needed.  
 
However, there is a possibility that one of the researchers working with your 
scans might notice something that they consider abnormal. If we suspect that 
there is something abnormal on your scan we will ask a specialist to review it. 
If he/ she thinks that further action is necessary we will inform your GP. Your 
GP may refer you to other medical specialists for further clinical investigation.  
 
It is a requirement of the SPMIC that you give permission for us to inform your 
GP of such a finding before we can enrol you into the study. 
 
In the unlikely event that we do notice something abnormal on your scan, 
giving you that information might have the benefit of allowing you to start 
treatment earlier than you would have otherwise. However, it is also important 
for you to realise that by providing you with this information there may be 
implications for your future ability to find employment and obtain insurance.  
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In 2010 we scanned over 1100 volunteers (most of whom were healthy young 
people) and happened to notice something that we thought was abnormal on 
10 people, of which 3 turned out to be clinical significant problems. However, 
the chances of detecting an abnormality depend on the region of your body we 
are scanning, the methods we are using to scan you, your age and your health. 

What is in it for you? 

You will receive an inconvenience allowance of £40 for participating in the 
study.  

What if something goes wrong? 

In case you have a complaint (for example on your treatment by a member of 
staff) you can initially approach lead investigator Professor Peter Liddle 
(Institute of Mental Health, Division of Psychiatry and Applied Psychology, 
University of Nottingham Innovations Park, Triumph Road, Nottingham, NG7 
2TU, peter.liddle@nottingham.ac.ukmailto:najat.khalifa@nottingham.ac.uk, 0115 

823 0421).  
 

If this does not produce a satisfactory outcome (or in case of something serious 
happened during or following your participation in the study) you can then 
contact FMHS Research Ethics Committee Administrator, c/o The University 
of Nottingham, Faculty PVC Office, B Floor, Medical School, Queen’s Medical 
Centre Campus, Nottingham University Hospitals, Nottingham, NG7 2UH or 
via E-mail: FMHS-ResearchEthics@nottingham.ac.uk. Please quote ref no: 
FMHS 199-1801, 
 

What if you decide to leave the study? 

You are free to leave the study at any time if you chose to do so without giving 
a reason. If you do withdraw from the study for medical reasons not associated 
with the study you will receive an inconvenience allowance proportional to the 
length of the period of participation, but if you withdraw for any other reason, 
the inconvenience allowance to be received, if any, shall be at the discretion 
of the supervising investigator. 
 
Will my taking part in the study be kept confidential? 
 

We will follow ethical and legal practice and all information about you will be 
handled in confidence. 
 

If you join the study, some parts of the data collected for the study will be 
looked at by authorised persons from the University of Nottingham who are 
organising the research. They may also be looked at by authorised people to 
check that the study is being carried out correctly. All will have a duty of 
confidentiality to you as a research participant.  
 

mailto:peter.liddle@nottingham.ac.uk
mailto:peter.liddle@nottingham.ac.uk
mailto:FMHS-ResearchEthics@nottingham.ac.uk
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All information which is collected about you during the course of the research 
will be kept strictly confidential, stored in a secure and locked office, and on 
a password protected database. Any information about you which leaves the 
institution will have your name and address removed (anonymised) and a 
unique code will be used so that you cannot be recognised from it.  
 
Your personal data (address, telephone number) will be kept for 6 months after 
the end of the study so that we are able to contact you about the findings of 
the study and possible follow-up studies (unless you advise us that you do not 
wish to be contacted). All other data (research data) will be kept securely for 7 
years. After this time your data will be disposed of securely. During this time 
all precautions will be taken by all those involved to maintain your 
confidentiality, only members of the research team will have access to your 
personal data.  
 
We would also like to seek your consent so that the data may be stored and 
used in possible future research during and after 7 years– this is optional 
(please indicate you agree to this on the consent form). 
 
Publication and Dissemination of the Results 

The results of this study may be published in the scientific literature and may 
also be presented at scientific meetings. All such data will be presented 
anonymously so that none of the volunteers can be identified. 

Do you have any further questions? 

If you have any questions please ask the person who gave you this sheet or 
Dr Lauren Gascoyne on Lauren.gascoyne@nottingham.ac.uk. 

 

Don’t forget, you do not have to be scanned, and you can change 
your mind, and withdraw from the study, at any time, even whilst 

being scanned! 
  

mailto:Lauren.gascoyne@nottingham.ac.uk
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Figure 2: The Sir Peter Mansfield Imaging Centre is situated off the Main 
Visitors car park in grid E4 
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Appendix IV: tDCS Safety Questionnaire 

tDCS Safety Questionnaire 
 

Participant ID (to be added by researcher) 

 
Please answer all the questions listed below. For safety reasons, it’s of great 
importance that the information you have given on this safety questionnaire is 

accurate. Mark Yes or No 
 

1. Do you have epilepsy or have you ever had a convulsion or seizure? 
2. Have you ever had head injury?  
3. Do you have metal in the brain/skull, e.g. splinters, fragments or clips? 
4. Do you have cochlear implants? 
5. Do you have an implanted neuro-stimulator (e.g. direct brain stimulation, 

epidural/subdural stimulation, vagal nerve stimulation)?  
6. Have you ever had surgical procedures to your brain?  
7. Have you ever had tDCS in the past? If the answer is yes, have you ever 

had an adverse reaction to it? 
8. Have you been diagnosed with a severe psychiatric disorder such as 

schizophrenia, bipolar disorder, clinical depression? 
9. Do you have a cardiac pacemaker or intracardiac lines or metal in your 

body? 
10. Are you taking any medications? Please list __________________________ 
11. Do you drink more than 20 units of alcohol per week (a unit being half a pint 

of medium strength beer, one shot of spirits or a small glass of wine)? 
12. Do you use any illicit or non-illicit substances including solvents, cannabis, 

amphetamine, heroin or new psychoactive substances (previously known as 
legal highs)? 

13. Do you have a sensitive scalp? 

 
 

For items marked ‘Yes’, please provide additional information here: 

--------------------------------------------------------------------------------------------- 

-------------------------------------------------------------------------------------------- 

--------------------------------------------------------------------------------------------- 

 

Researcher:     Participant: 

Signature:     Signature: 

Date:      Date:   
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Appendix V: Time-frequency spectrograms of the antisaccade task 

The following figures are the time-frequency spectrograms (4-40Hz with 2Hz 

increment) from cue presentation to 500 ms post-stimulus during the performance 

of the antisaccade task for both treatment conditions labelled by region, trial type 

and treatment condition. 
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Appendix VI: Profile of Mood status (POMS) questionnaire 

 Scale Not at 
all 

A little Moderately Quit a lot Extremely  

Tense  TEN 0 1 2 3 4 

Angry  ANG 0 1 2 3 4 

Worn Out  FAT 0 1 2 3 4 

Unhappy  DEP 0 1 2 3 4 

Proud  ERA 0 1 2 3 4 

Lively  VIG 0 1 2 3 4 

Confused  CON 0 1 2 3 4 

Sad DEP 0 1 2 3 4 

Active  VIG 0 1 2 3 4 

On-edge  TEN 0 1 2 3 4 

Grouchy  ANG 0 1 2 3 4 

Ashamed  ERA 
(RS) 

0 1 2 3 4 

Energetic  VIG 0 1 2 3 4 

Hopeless  DEP 0 1 2 3 4 

Uneasy  TEN 0 1 2 3 4 

Restless  TEN 0 1 2 3 4 

Unable to 
concentrate  

CON 0 1 2 3 4 

Fatigued  FAT 0 1 2 3 4 

Competent  ERA 0 1 2 3 4 

Annoyed  ANG 0 1 2 3 4 

Discouraged  DEP 0 1 2 3 4 

Resentful  ANG 0 1 2 3 4 

Nervous  TEN 0 1 2 3 4 

Miserable  DEP 0 1 2 3 4 

Confident  ERA 0 1 2 3 4 

Bitter  ANG 0 1 2 3 4 

Exhausted  FAT 0 1 2 3 4 

Anxious  TEN 0 1 2 3 4 

Helpless  DEP 0 1 2 3 4 

Weary  FAT 0 1 2 3 4 

Satisfied  ERA 0 1 2 3 4 

Bewildered  CON 0 1 2 3 4 

Furious  ANG 0 1 2 3 4 

Full of Pep VIG 0 1 2 3 4 

Worthless DEP 0 1 2 3 4 

Forgetful  CON 0 1 2 3 4 

Vigorous  VIG 0 1 2 3 4 

Uncertain about 
things  

CON 0 1 2 3 4 

Bushed  FAT 0 1 2 3 4 

Embarrassed  ERA 
(RS) 

0 1 2 3 4 

TEN= Tension, ANG=Anger, FAT= Fatigue, DEP=Depression, ERA=Esteem related 
affect, VIG= vigour, CON = Confusion, RS= reverse score 
Total Mood Disturbance (TMD)= [TEN+DEP+ANG+FAT+CON]-[VIG+ERA] 
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Appendix VII Urgency premeditation, perseverance, sensation seeking and 

positive urgency (UPPS-P) scale 
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Appendix VIII Schizotypal personality questionnaire (SPQ) 

As presented by (Raine and Benishay, 1995).  
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Appendix IX: SPMIC MRI safety questionnaire 

  

 

 

6. SPMMRC_DOC_SafetyScreeningForm.doc Revision 2 : 03/03/2011  

 

MR Volunteer Safety Screening Questionnaire:  
 

NAME Date of Scan 

 

Date of Birth 

ADDRESS Volunteer Number  

 

Ethics Code 

 

Phone number 

 

Weight  Height if applicable 

MR scanning uses strong magnetic fields. For your own safety and the safety of others it is very important 

that you do not go into the magnet halls with any metal in or on your body or clothing.  Please answer the 

following questions carefully and ask if anything is not clear.  All information is held in the strictest confidence. 

 
1. Do you have any implants in your body? e.g. replacement joints, drug pumps           Y/N 

2. Do you have aneurysm clips (clips put around blood vessels during surgery)?     Y/N 

3. Do you have a pacemaker or artificial heart valve? (These stop working near MR Scanners) Y/N 

4. Have you ever had any surgery? Please give brief details over.    Y/N 

      (We do not need to know about uncomplicated caesarean delivery, vasectomy or termination of pregnancy)     

5.  Do you have any foreign bodies in your body (e.g. shrapnel)?    Y/N       

6. Have you ever worked in a machine tool shop without eye protection?    Y/N 

7. Do you wear a hearing aid or cochlear implant?       Y/N 

8. Could you be pregnant? (Pregnancy tests are available in the female toilets)   Y/N 

9. Have you ever suffered from tinnitus?                             Y/N 

10. Do you wear dentures, a dental plate or a brace?          Y/N 

11. Are you susceptible to claustrophobia?        Y/N 

12. Do you suffer from blackouts, epilepsy or fits?       Y/N 

13. Do you have any tattoos? (If yes, you may be asked to read and sign another form)  Y/N 

14. Do you have any body piercing jewellery that cannot be removed?    Y/N 

15. Do you have any skin patches (trans-dermal patches)?      Y/N 

16. Do you have a coil in place (IUD) for contraception? Do you know what type?   Y/N 

17. Do you have any condition that may affect your ability to control your temperature ? 

(e.g. Do you have a fever, cardiovascular disease, hypertension, diabetes or cerebrovascular disease?)       Y/N 

18. Will you remove all metal including coins, body-piercing jewellery, false-teeth, hearing aids 

 etc. before entering the magnet hall? (lockers available by the changing rooms)  Y/N 
 

19. Is there anything else you think we should know?        Y/N 

I have read and understood all the questions 

 

Signature: Date: 

Verified by:  

Scanner Operator Only: 

 

Date: 

 

Sir Peter Mansfield Magnetic Resonance Centre 
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Appendix X: RECOGNeyes advertising flyer 
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Appendix XI: RECOGNeyes participant information sheet 

 

Participant Information Sheet  

  

Effect of RECOGNeyes training on brain networks  

  

Names of Investigators: Dr. Elizabeth Liddle, Prof. Peter Liddle, Dr. Maddie 

Groom, Ms. Jyothika Kumar, Dr. Lauren Gascoyne  

You are being invited to take part in a research study. Before you decide 
whether or not you wish to participate, it is important for you to understand why 
the research is being done and what it will involve. Please, take time to read 
the following information carefully. Talk to others about the study if you wish. 
Ask us if there is anything that is not clear or if you would like more information. 
Your participation is voluntary, and you may change your mind about being 
involved. You are free to withdraw at any point before or during the study. 
Withdrawal does not require a reason.  

Thank you for reading this.  

What is the purpose of the study?  

We have developed a brain training game called RECOGNeyes with the aim 
of improving symptoms in people with specific learning difficulties such as 
attention deficit hyperactivity disorder (ADHD). This game involves using an 
inexpensive computer mounted eye tracker which tracks the participant’s eye 
movements, allowing their own eyes to become the game controller. You can 
watch a video about the game here:  

https://www.youtube.com/watch?v=HRjK8iJbkao  

Developing better treatments depends on being able to measure the changes 
produced by treatment. Research studies have indicated that changes in the 
brain are good indicators of treatment effects. Therefore, in this study, our aim 
is to investigate how training on this game produces changes in the brain 
networks using magnetic resonance imaging (MRI) and 
magnetoencephalography (MEG). 
 

https://www.youtube.com/watch?v=HRjK8iJbkao
https://www.youtube.com/watch?v=HRjK8iJbkao
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Magnetoencephalography (MEG) is a non-invasive brain imaging technique 
for directly measuring brain activity. Brain cells communicate with one another 
by exchanging small electrical currents and these currents induce a magnetic 
field that is distributed around the head. Such fields are detectable using a 
MEG scanner and their measurement allows us to determine the location of 
any electrical activity in the brain, and how the patterns of that electrical activity 
change over time.  

Why have I been chosen?  

The study will involve healthy people aged 18 to 30, and we are particularly 
interested in people who have a specific learning difficulty such as ADHD, 
dyslexia, dyspraxia and dyscalculia. We would like to assess how training on 
the RECOGNeyes game can change the brain networks and also help with 
specific learning difficulties. Participants should not have a history of head 
injury or major medical illnesses and must not have conditions that are 
unsuitable for a MRI scan (e.g. pregnancy, hearing difficulties such as tinnitus, 
claustrophobia or metal in the body). Participants who have taken part in any 
other clinical research project in the last three months will also be excluded.  

Do I have to take part?  

It is up to you to decide whether or not to take part. If you do, you will be given 
this information sheet to keep and be asked to sign a consent form. You are 
still free to withdraw at any time and without giving a reason. A decision to 
withdraw at any time, or a decision not to take part, will not affect your legal 
rights.  

What will happen to me if I take part?  

Once you express an interest in participating in the study, a member of the 
research team will speak to you in order to explain the study to you in more 
detail and to make sure that there is nothing that excludes you from the study 
e.g. being unsuitable for an MRI scan.  
The study itself consists of two visits to the Sir Peter Mansfield Imaging Centre 
(SPMIC), University Park (Nottingham), approximately two weeks apart, during 
which you will undergo training on the RECOGNeyes game at home. This is 
explained in more detail below.  

First visit:  

In the first visit, you will be asked to fill in a rating scale about the behaviours 
and problems sometimes experienced by adults with ADHD, a questionnaire 
about your health and also take two short reading tests. You will also be asked 
for more details regarding your learning difficulties, if any, and also about 
regular medication intake or any other therapies you are receiving. Then, you 
will undergo a MEG scan so we can measure your brain activity. This involves 
you lying in a scanner that covers a part of your head (see the picture below). 
The researcher will ask you to perform a simple that involve seeing visual 
images on a screen and responding to them by moving your eyes. The MEG 
scan consists of short sessions with pauses in between, lasting for 



 240 

approximately 40 minutes in total. Before the scan we will provide light clothing 
to wear in the scanner. 
 
Following this, you will undergo a MRI scan (see the picture of the scanner 
attached below). In the scanner room, you will be asked to lie on your back on 
a comfortable mat on a sliding bed. You will be given earplugs and pads that 
will reduce the sound of the scanner. You will also be given a call-bell that can 
be pushed at any time to stop the procedure and request assistance. Once 
you are comfortable, the bed will be slid into the scanner. When you lie in the 
MR scanner, it will cover most of your body, though the scanning will be done 
only on your head. Further instructions will be read to you through the 
headphones. We will be in communication with you throughout the scanning 
session. The MRI scan will last for 25 minutes.  
 
After the scanning sessions, you will be introduced to the RECOGNeyes brain 
training game and will be provided with a portable eye tracker and a laptop in 
order to undertake the training at home. A demonstration on how to set up the 
eye tracker will be provided and then you will be shown how to navigate 
through the game. Time will be provided for practice on the game tasks and 
you will be allowed to ask the researcher any questions you may have. 
Following this, you will take away the eye tracker and laptop for two weeks in 
order to play the game and undertake a certain number of training sessions 
per week (maximum 4 per week). Each training session will last for 20 to 30 
minutes. You will be given a sealed envelope which will contain information on 
how many training sessions you need to undertake each week. The first visit 
will last approximately 3 hours.  

Two weeks of RECOGNeyes training:  

For two weeks after the first visit, you will undergo RECOGNeyes training at 
your own convenience using the eye tracker and laptop provided. You will 
undergo the amount of training per week specified in the envelope provided to 
you. Details of how to space the training sessions will also be given in the 
envelope. The laptop will keep a record of your training progress and a log of 
the time you spend training. An investigator will be available by email or text to 
help you with your training schedule.                               

Second visit:  

After you have completed training on RECOGNeyes, you will be asked to visit 
the  
Imaging Centre again. The second visit will involve another MEG scan, 
identical to the first one and a second MRI scan. You will also be asked to do 
the two reading tests and fill the questionnaire about your health again. The 
second visit will last approximately 2 hours. At the end of the second visit, you 
will be asked to fill a brief feedback form.  
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A subject lying in an MEG scanner  

What do I have to do?  

You must refrain from use of alcohol, cannabis or any other recreational drugs 
for 24 hours prior to each visit and also prior to undertaking each training 
session. Otherwise there is nothing that you will have to change about your 
daily routine. If you are taking regular medication, you should continue with 
your usual medication schedule.  
During the scans, we will give you instructions regarding what we want you to 
do.  

Expenses and payment  

  

  

One of the MRI scanners 
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You will receive a £60 inconvenience allowance for participating in this study. 
If we need to exclude you from the experiment on the basis of information from 
the initial interview or for any other reason related to the study criteria after you 
arrive at the MR centre, you will still receive the full inconvenience allowance. 
If you withdraw from the study for medical reasons not associated with the 
study, you will receive an inconvenience allowance proportional to the length 
of the period of participation, but if you withdraw for any other reason, the 
inconvenience allowance to be received, if any, shall be at the discretion of the 
investigators.  

What is the drug, device or procedure that is being tested?  

This study is being undertaken in order to examine the effects of the eye-
tracking game, RECOGNeyes on your brain networks. No drug is being tested 
in this study.  

What are the side effects of any treatment or procedures received when 

taking part?  

There are no known adverse effects of participating in a magnetic resonance 
imaging session, provided you do not have any contraindications to participate. 
Some people feel dizzy in the scanner, but this is rare. There are no known 
long-term effects of undergoing a MRI scan. Magnetoencephalography is an 
entirely passive scanning technique and involves no risks at all. If you have 
any concerns about your participation in this study, please contact Dr. 
Elizabeth Liddle at 0115 74 84012 or by email at 
elizabeth.liddle@nottingham.ac.uk. There are also no known adverse effects 
of using an eyetracker to play a computer game. However, if it makes your 
eyes feel tired, you can stop at any time.  

What are the other possible disadvantages and risks of taking part?  
Some people cannot be exposed to the strong magnetic fields in the MRI 
scanner due to medical/cosmetic procedures that have been performed on 
them, or accidents which may have resulted in metallic objects entering their 
bodies. We will therefore carry out a comprehensive safety questionnaire with 
you to ensure that there is no possibility that it would be unsafe to scan you. In 
order to obtain good quality images of your brain, you will need to keep as still 
as possible inside the scanner while you are performing the task. There is also 
the possibility that you might feel claustrophobic inside the narrow scanner 
tunnel. However, if you feel very uncomfortable you can stop the experiment 
at any time by pressing the call-bell.  
We do ask that you do not take part if you think that you may be pregnant. 
There is no evidence that MRI scanning is a danger to a foetus, but the issue 
has yet to be well studied. If there is any likelihood you might be pregnant we 
will offer you a pregnancy test on each day of scanning.  

What are the possible benefits of taking part?  

We cannot promise the study will help you in any way. The purpose of the 
training game is to enhance attentional control in children and adults. We do 
anticipate some positive effects of the training on the brain but this work is at 
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an early stage. We hope that you will find the computer games fun and that 
exposure to a research study to be an interesting experience. It is hoped that 
your participation will contribute to research into the development of the 
intervention aimed at helping people with specific learning difficulties such as 
ADHD. This might lead to better treatments for children and adults with specific 
learning difficulties in future.  

What if unexpected information becomes available from the study?  

The research scan is not the same as a routine clinical scan and therefore 
cannot be used to make a clinical diagnosis. However, if your scan reveals 
anything that suggests a possible clinical abnormality, we will inform your GP 
so that he or she might arrange any further investigations that might be 
required.  

What if there is a problem?  

If you have any questions or concerns about your participation in this study, 
please contact the Chief Investigator Dr. Elizabeth Liddle (details given below). 
The second point of contact is the FMHS Research Ethics Committee 
Administrator, c/o The University of Nottingham, Faculty PVC Office, B Floor, 
Medical School, Queen’s Medical Centre Campus, Nottingham University 
Hospitals, Nottingham, NG7 2UH or via E-mail: FMHS-
ResearchEthics@nottingham.ac.uk  

Will my taking part in the study be kept confidential?  

We will follow ethical and legal practice and all information about you will be 
handled in confidence.  
If you join the study, some parts of your data collected for the study will be 
looked at by authorised persons from the University of Nottingham who are 
organising the research. They may also be looked at by authorised people to 
check that the study is being carried out correctly. All will have a duty of 
confidentiality to you as a research participant and we will do our best to meet 
this duty.  
 
All information which is collected about you during the course of the research 
will be kept strictly confidential, stored in a secure and locked office, and on 
a password protected database. Any information about you which leaves the 
university will have your name and address removed (anonymised) and a 
unique code will be used so that you cannot be recognised from it.  
Your personal data (address, telephone number) will be kept for 12 months 
after the end of the study so that we are able to contact you about the findings 
of the study and possible follow-up studies (unless you advise us that you do 
not wish to be contacted). 
  
All other data (research data) will be kept securely for at least 7 years. During 
this time all precautions will be taken by all those involved to maintain your 
confidentiality, only members of the research team will have access to your 
personal data. When it is finally disposed of this will be done securely.  

What will happen if I don’t want to carry on with the study?  
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Your participation is voluntary and you are free to withdraw at any time, without 
giving any reason, and without your legal rights being affected. If you withdraw 
then the information collected so far cannot be erased and this information 
may still be used in the project analysis.  

Involvement of the General Practitioner/Family doctor (GP)  

If your scan reveals anything that suggests a possible clinical abnormality, we 
will inform your GP so that he or she might arrange any further investigations 
that might be required.  

What will happen to the results of the research study?  

Results from this study will be published in academic journals. You may 
request copies of any published articles related to this study. You will not be 
identified in any report or publication.  

Who is organising and funding the research?  

This study is organised by the investigators listed above at the University of 
Nottingham. The source of funding for this project is the Medical Research 
Council.  

Who has reviewed the study?  

This study has been reviewed and given favourable opinion by the University 
of Nottingham, Medical School Ethics Committee  

Contact Details:  

If you are interested in participating in this study or have any questions, please 
contact     Ms. Jyothika Kumar at jyothika.kumar1@nottingham.ac.uk. If you 
have any concerns, please contact the principal investigator Dr Elizabeth 
Liddle at 0115 74 84012 or by email at elizabeth.liddle@nottingham.ac.uk.  
You will be given a copy of the information sheet and a signed consent form to 
keep. Thank you very much for considering taking part in our study.  
 
School of Medicine  
Division of Psychiatry   and Applied Psychology  
Institute of Mental Health  
Triumph Road, Nottingham NG7 2TU.  
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