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Abstract 
 

Perovskite solar cells (PSCs) have attracted immense attention since they first came to light in 2010. 

They have demonstrated extraordinary performance, with efficiencies increasing from 3.8 % to > 25 

%, in a short space of time. The success of PSCs can be related to their excellent optoelectronic 

properties and facile, low-cost fabrication processes. However, the main issue preventing the 

widespread use of perovskite devices is their instability to air and moisture. The all-inorganic 

CsPbBr3 perovskite, possesses features that make it considerably more stable than then commonly 

used perovskite absorber materials, which often contain organic cations. Furthermore, CsPbBr3 has 

a large band gap (2.3 V) thus only visible light with a wavelength of ≈ 530 nm or higher can be 

absorbed and used to generate charge carriers. Consequently, the Power Conversion Efficiency 

(PCEs that) can be achieved by CsPbBr3 based PSCs are significantly lower than the leading PSC 

devices in the field; the top CsPbBr3 devices have reached efficiencies of ≈ 11 %.  

Whilst the large band gap of CsPbBr3 renders these devices less suitable for direct light to energy 

conversion, it bestows them with other useful properties, such as being able to achieve high VOC 

values (> 1.4 V) using carbon based CsPbBr3 devices. This is greater than the required 

thermodynamic potential for water oxidation of 1.23 V. This offers CsPbBr3 PSCs applications as 

photoanodes for water splitting. Consequently, this paves the way for PSCs to potentially be used to 

produce solar fuels such as hydrogen gas. Previously, CsPbBr3 based PSCs have been encapsulated 

using a commercially available Graphite Sheet (GS), functionalised with an iridium-based water 

oxidation catalyst (WOC) on the surface. Whilst CsPbBr3 has increased air and heat stability, it is 

still unstable to moisture and will degrade when exposed to water. Thus, operating CsPbBr3 based 

photoanodes for water oxidation, in direct contact with water, remains a challenge.  

Expanding on previous work, three strategies for the improvement ofTiO2|CsPbBr3|Carbon|GSWOC 

photoanodes were identified: i) Improving the VOC of the planar CsPbBr3 devices used, to increase 

the photovoltage and reduce the amount of external bias required for water oxidation to occur. ii) 

Increasing the WOC loading on the surface of the GS to help increase the amount of water oxidation 

and thus the photocurrent produced. iii) Improving the encapsulation of the CsPbBr3 photoanode to 

extend the lifetime of the device in aqueous conditions. 

Overall, the methods used for increasing the concentration of the WOC on the surface of the GS 

appeared unsuccessful. However, the open circuit voltage of the planar carbon devices was improved 

to values often > 1.45 V. Furthermore, using an electrochemical flow-based system the lifetime of 

the device was successfully extended to over 550 h under operating conditions, which may be a 

record for the lifetime of a lead halide perovskite photoelectrode in direct contact with an aqueous 

solution under illumination 
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Chapter 1. Introduction 

 

1.1. Global Energy Needs and Issues 
 

The world’s energy demand is ever increasing; the annual increase in total global population and 

GDP is coupled with a large increase in the consumption of energy. 1 Currently, the largest global 

sources of energy are oil, coal and natural gas (Figure 1).  

 

Figure 1: Total world energy supply by source from 1990-2019. Graph reproduced based on IEA data (2022), Energy 

Statistics Data Browser, All rights reserved.  2 

Oil, coal and natural gas are types of non-renewable energy sources, commonly referred to as ‘fossil 

fuels’. They are hydrocarbon containing fuel sources that have been formed naturally in the earth’s 

crust from the remains of living organisms. These sources of energy are finite. Thus, the widespread 

use of non-renewable energy sources presents a global dilemma. Three key drivers that should 

encourage a shift in global energy usage towards renewable sources can be identified. 

Firstly, it is necessary to increase the global energy supply, in order to keep up with the rapidly 

increasing energy demand; global primary energy demand increased by 5.8 % in 2021. 3 There are 

two main factors contributing towards this increase in demand; countries around the world are 
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becoming increasingly developed, causing an increase in transport and technology usage; and the 

rise in global population. According to the United Nations (UN), the total world population reached 

7, 900, 000 in 2021 and is on course to reach over 9, 700, 000 by 2050. 4  

Secondly, there is a need to improve the global distribution of energy sources. Currently, in most 

parts of the world, there is a strong reliance on oil and gas imports from oil/gas rich regions. For 

example, in 2019 net imports of oil, gas and coal contributed towards 35 % of the UK’s energy needs. 

5 It is important to recognise that global conflicts can jeopardise the stability of energy imports. This 

was exemplified by the 2022 Russian invasion of Ukraine, which has led to Russia, the world’s 

largest natural gas exporter, to restrict the export of its gas supplies to Europe. 6 An increase in the 

use of renewable energy sources would help to meet current and future global energy demand. There 

would be an alleviation of pressure to find new sources of fossil fuels, and the reliance on energy 

imports would be reduced by allowing a greater proportion of energy to be produced using a 

country’s own resources. This would help improve overall global energy security. 

Finally, there is an urgent need to reduce the rate of global heating. The importance of limiting the 

average global temperature rise to below 1.5 °C, in order to avoid the most catastrophic effects of 

climate change, has been highlighted by the International Panel on Climate Change (IPCC). 7 The 

IPCC’s 2021 report noted that global heating, as caused by human emissions, has already reached an 

increase of 1.1 °C since 1750. The biggest effects of global heating include; sea level rise and an 

increase in severe weather patterns, leading to increased frequency of droughts, wildfires and 

extreme rainfall. 8 The use of fossil fuels is associated with the production of greenhouse gasses, 

such as CO2, which are released into the atmosphere upon their combustion. Arrhenius first 

established the link between CO2 emissions and the global temperature in 1896, highlighting at the 

time that fossil fuel usage should be limited. 9 Therefore, there is a great need to reduce our fossil 

fuel consumption to reduce the levels of atmospheric CO2 and other greenhouse gasses, thus keeping 

global warming to a minimum. 

Furthermore, a shift in energy source usage, away from fossil fuels, towards renewable sources, 

would contribute towards improved air quality and decreased environmental pollution. Energy is 

extracted from fossil fuels through combustion, releasing various gasses (e.g. COx, SOx, and NOx) 

and various carbon particulates, such as ash and soot, into the air. Once in the air these pollutants 

can undergo secondary reactions, upon exposure to UV light or water, leading to the presence of 

other harmful pollutants, such as ground level ozone, peroxyacetyl nitrate and sulphuric and nitric 

acid. 10 This air pollution can cause damage to human health, animals, crops and structures. 11 In 

2019, nearly 18 % of total deaths in India could be attributed to air pollution, with the majority of 

deaths being a direct cause of particulate matter pollution. 12 Health issues and deaths as a result of 

air pollution have economic consequences; disease, attributable to air pollution, can have a negative 
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effect on economic growth through reduced productivity and labour supply, and also through an 

increase in state health care expenditures. 12 This further highlights the need for the use of ‘clean’ 

renewable energy sources. 

Renewable energy sources include but are not limited to solar, wind, geothermal and hydro energy. 

The graph in Figure 1 shows that the proportion of use of these sources has increased since 1990; 

however, they still make up a small proportion of the total global energy usage.  

The work in this thesis primarily focuses on solar energy. Theoretically, it would be possible to meet 

our current energy needs with solar energy as the primary renewable source. It has been determined 

that in order to satisfy global needs, approximately 0.1 % of Earth’s surface would need to be covered 

with solar panels that had an light to photon conversions efficiency of 10 %. 13 However, whilst in 

theory this sounds trivial, Earth has a surface area of approximately 510, 064, 472 Km2, 14 thus in 

reality 0.1 % of Earth’s surface is a very large area, additionally, over 70% of Earth’ surface is water, 

further limiting available space for solar panels. To be fully reliant on renewable energy, it is 

important to diversify our energy sources, meaning that it is important to consider a mixture of 

different renewable energy sources. 

1.2. The Solar Resource 
 

Energy from the sun has always been a fundamental resource for most natural processes on earth. In 

one hour, the sun can provide enough energy to the earth’s surface, to meet the demands of the entire 

population on Earth, for one year, 15 therefore it seems obvious that we should attempt to harness 

this energy. The power density at the surface of the sun is calculated to be 62 MW m-2; however, at 

the top of the Earth’s atmosphere, this is reduced to 1353 W m-2. As light passes through the Earth’s 

atmosphere, it is scattered by molecules that are present in the atmosphere, resulting in a reduction 

in the power density at the surface, thus the surface of the Earth receives around 1000 W m-2 in 

energy from the sun. It also means that the spectrum of light that reaches the Earth’s surface is vastly 

different to that at the top of the Earth’s atmosphere. 16 The spectrum of light that reaches the top of 

the Earth’s atmosphere is referred to Air Mass 0 (A.M 0) and the spectrum of light that reaches the 

surface is referred to as Air Mass 1.5 (A.M 1.5). Figure 2 shows the differences between A.M 0 and 

A.M 1.5. 



 

16 

 

 

Figure 2: The A.M. 0 solar spectrum, received at the top of the earth’s atmosphere, compared to the A.M 1.5 solar 

spectrum, received at the earth’s surface. Image from NASA. 17 

 

Light with a wavelength of < 300 nm is filtered out by molecules in the atmosphere such as O3 and 

N2 which absorb the light at these wavelengths. The presence of H2O, O2 and CO2 result in various 

other wavelengths of light also being filtered out by the atmosphere. 16 However, it is worth noting 

that the A.M. 1.5 spectrum corresponds to the sun being at a constant angle of elevation of 42 ° which 

is the standard spectrum received at temperate latitudes. Actual irradiances will also vary because of 

daily and seasonal changes in both the weather and the orientation of the earth with respect to the 

sun. 16 The A.M 1.5 spectrum radiation is often referred to as one sun radiation. 

The term solar energy refers to any form of energy that can be obtained from the sun’s 

electromagnetic radiation. As a result, this encompasses photovoltaic (PV), thermal and chemical 

energies. However, the work in this thesis predominantly focuses on PV. To most effectively harness 

the sun’s energy, an ideal photovoltaic material should absorb visible light (≈ 350 – 700 nm) as this 

is where the solar irradiance is strongest at the Earth’s surface. The most efficient solar energy 

collection is also achieved when the PV material is directly facing the sun, however in reality, if the 

device is fixed, it will not be facing the sun directly the majority of the time due to changes in the 

earths position relative to the sun throughout the day. 

Finally, it is important to address the issue of energy storage. Solar energy can only be generated 

during the daytime, meaning in order to fully rely on solar energy as a resource, it is necessary to 

have the means to store the excess energy generated, so that power is available at night. There are a 
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range of energy storage mediums available including batteries, which store electrical energy as 

chemical energy. However, research is ongoing to improve battery technologies that have good 

volumetric energy density and are able to withstand the high cycling rates required for efficient use. 

18 Pumped hydro storage can also be used for energy storage, where by during periods of low energy 

demand, electricity is used to pump water from a lower reservoir to an upper reservoir. When demand 

is high, the water can flow from the upper reservoir back to the lower one whilst turning turbines to 

generate electricity. The main advantage of this energy storage technique is that the technology is 

already available. There are many other energy storage methods; nonetheless, it is worth noting that 

the production of hydrogen using renewable electricity can also act as an energy storage method as 

this is discussed in section 1.5. 19 

 

1.3.  Solar cell Technologies 
 

Edmond Becquerel first reported the photovoltaic effect in 1839 when he observed that, upon shining 

light on a silver-coated platinum electrode immersed in an electrolyte solution, an electric current 

was produced. 20 Later in 1883, Charles Fritts constructed the first photoelectric module using a thin 

layer of selenium coated with a semi-transparent gold layer. It was observed that a continuous current 

was produced on exposure to not only direct sunlight, but also dim/diffuse daylight or even lamp 

light. 21 Despite these advances, the first silicon solar cell, with the well-known p-n junction, was not 

produced until 1954, and was reported with an efficiency of 6 %. 22 After this discovery, applications 

for these solar cells split into two categories; there was a small market for providing energy for 

powering toys, but a much bigger market for space applications. By 1971, 50 US satellites were 

launched into orbit, all equipped with silicon solar cells. 23 Over the following year, attempts at 

enhancing light absorption and reducing the recombination of charge carriers were successful and 

the efficiency of silicon solar cells increased rapidly; today the best silicon devices reach efficiencies 

over 26 %. 24 However, it is well accepted that there is scaling gap between lab scale devices and 

commercial devices and commercial technologies can be expected to reach 60 – 80 % of their 

laboratory record efficiency, 25 thus commercial silicon solar modules only reach around 15 % 

efficiency. 23 Silicon is extremely abundant within the Earth’s crust, it is non-toxic and has a 

fundamental band gap of 1.1 eV at room temperature (Chapter 2.1); whilst this is not ideal band gap 

value of 1.39 eV, it is still within range for an effective solar semiconductor. 26 There are two main 

classes of silicon solar cells; single crystal and polycrystalline and although single crystal silicon 

cells can reach higher efficiencies, polycrystalline cells are less expensive to manufacture. Silicon 

technology largely dominates the market, making up for more than 90 % of solar cells produced. 27 

The high purity silicon that is required for efficient solar cells originally led to high production cost 

of these devices, however, in recent years the average PV module price has dropped rapidly. 28 Prices 
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dropped from ≈ $0.80 /Wp in 2014 to ≈ $0.20 /Wp in 2020; this was in part due to a decline in 

manufacturing costs coupled with an increase in efficiency and module power. 29  The drop in price 

has meant that PV is becoming more accessible and can be rolled out further. Ongoing research into 

silicon solar cells focuses on a number of strategies to improve the efficiency of silicon solar cells 

and to further reduce manufacturing costs. For example, improving the optical surface properties of 

the silicon crystal by reducing the reflection of the light hitting the device, thus increasing the 

absorption of light into the cell. This is often done by texturing the front surface of the silicon or by 

applying anti reflection coatings. Other strategies include producing thinner silicon slices, using 

cheaper metal contacts and optimising the doping process, to reduce  recombination and reduce series 

resistance. 23, 30, 31 

A range of alternative semiconductors also been developed for use in photovoltaic devices. The III-

V class of semiconductors are commonly used; these semiconductors contain an alloy of atoms from 

group III and V in the periodic table. These materials are more effective optical absorbers than silicon 

as they have a direct band gap, as opposed to silicon, which has an indirect band gap. Gallium 

arsenide (GaAs) is a widely studied III-V semiconductor with a band gap of 1.4 eV and an absorption 

coefficient that is approximately 10 times that of silicon at visible wavelengths of light. 16  As a 

result, this meant that GaAs solar cells could be produced in 1976 with efficiencies of 22 %. 23 The 

impressive optical properties of GaAs result in a much thinner layer of semiconductor being required 

for solar cell applications, reducing the overall weight of the devices. GaAs devices also perform 

better at elevated temperatures than silicon does. Despite these advantages, high purity GaAs is 

expensive, and the resulting cost of GaAs solar cell production is greater than that of silicon, with 

the cost of GaAs devices reaching nearly 1000 times the price of silicon. 32 Consequently, there is a 

barrier to the use of GaAs as a widespread, commercially available technology, and the high 

fabrication costs mean GaAs is primarily used for space applications. 33 

As a result of single crystal materials being more expensive to produce, interest grew in finding 

semiconductors that were less expensive and could be processed more quickly. This led to the 

discovery of a number of thin film semiconductors materials that could be fabricated using existing 

chemical/physical deposition techniques. As a result, a number of polycrystalline PV technologies 

were produced. A polycrystalline material is composed of crystallites in which the semiconductor 

crystal grains are arranged at random orientations in relation to each other. Whilst polycrystalline 

semiconductors are less expensive to make, the presence of the grain boundaries can negatively affect 

the charge transport and recombination properties of the material. 

CuInSe2 (CIS) is a popular thin film material for solar cells with a direct bandgap and a high 

absorption coefficient. This material can be made in both p-type and n-type forms (see Chapter 2.3) 

and demonstrates stable electrical properties over a wide stoichiometric range. However, CIS has a 
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bandgap of 1.1 eV, which is below the ideal band gap value. Therefore, gallium can be partially 

substituted for indium, making copper indium gallium selenide (CIGS), to widen the band gap thus 

improving the PV performance of the devices, with the highest performing CIGS devices reaching 

23.4 %. 34, 35  

Cadmium telluride (CdTe) is another popular thin film semiconductor material, which can also be 

prepared in n-type or p-type forms. It has an attractive band gap of 1.44 eV, within the ideal band 

gap range. 34 CdTe PV technology was commercialised by First Solar with lab scale devices that 

topped efficiencies of 22.1 %. 36 CdTe adopts the same crystal structure as GaAs, however, possess 

poorer transport properties and has toxicity issues. 34 These issues are outweighed by the inexpensive 

processing required. 

Within the last decade, thin film solar cells, using materials with the perovskite crystal structure have 

gained much attention. The first lead-halide perovskite solar cell (PSC) devices were reported in 

2009, achieving an efficiency of only 3.8 %. 37 However, since then efficiencies have soared and 

now stand at 25.7 % for a single junction lab scale device. 38 Perovskites are attractive materials as 

the bandgap can be tuned within the ideal band gap range by altering the ions and stoichiometry 

used. 39 Perovskites are also made from inexpensive, earth abundant materials and are easy to 

process. 40 Perovskite technology is in the process of being commercialised by Oxford PV for use in 

tandem with silicon solar cells. 41  

In further pursuit of the highest efficiency solar cells possible, attempts to overcome the 30 % 

Schockley-Queisser limit (see Chapter 2.4.1) have been investigated. These attempts include 

technologies such as: tandem/multi-junction devices to allow for a larger portion of sunlight to be 

absorbed; 42 the use of solar concentrators which collect and direct solar radiation towards a single 

focal point to increase the overall number of ‘suns’ hitting the surface of the solar cells; 43 the use of 

up or down light conversion so that a greater range of the solar spectrum can be fully utilised; 44 and 

also the use of hot carrier solar cells. 45 However, these methods will not be explored in depth within 

this work. 

The National Renewable Energy Laboratory (NREL) chart shown in Figure 3, demonstrates the 

advancements made in all PV technology from 1976 to present day, with the highest efficiency 

device being a four-junction or more, tandem cell with a solar concentrator reaching 47.1 %. Despite 

this, PSCs are the main focus of this thesis.
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Figure 3: NREL best research-cell efficiency chart from 1976 – 2022. This plot is courtesy of the National Renewable Energy Laboratory, Golden, CO. 46
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1.4. Perovskite Solar Cells Overview 
 

The term perovskite refers to the crystal structure of CaTiO2, which has a cubic unit cell and 

the general formula ABX3, whereby the A site is a monovalent cation, the B site is a divalent 

cation and the X site is a monovalent anion. In many materials with the perovskite structure, 

the X site is occupied by O; however, for perovskite materials that are used as solar absorber 

materials, the X site is usually occupied by a halide anion. The perovskite crystal structure is 

shown in Figure 4 and displays the interstitial A site cation between corner sharing BX6 

octahedra. 

 

Figure 4: The perovskite crystal structure. 

Popular materials used in PSCs contain Pb2+ cations on the B site and I- anions on the X site. 

47, 40, 48 

The Goldschmidt tolerance factor can be calculated using Equation 1 and can be used to 

geometrically assess whether the perovskite structure is able to form or not for a given 

chemical formula. 49 
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                                                     𝑡 =  
𝑟𝑎+ 𝑟𝑥

√2 (𝑟𝑏+ 𝑟𝑥)
 

(1) 

The equation produces a value that is used determine whether or not the A site cation can fit 

within the cavities of the BX6 octahedra. A value of between 0.8 – 1 indicates a perfect fit and 

the perovskite crystal structure will form. However, lower values of the tolerance factor will 

give less symmetric structures, with distorted pseudo perovskite structures often forming. 49 

The equation was originally used to assess perovskite materials containing oxide or fluoride 

anions, which are small and highly electronegative anions. When considering systems 

containing larger and heavier halide anions, revised values of the ionic radii should be used, 

enabling the consideration of a greater range of materials for use in PSCs. 50  

The perovskites chosen as absorber materials in PSCs have a number of attractive 

optoelectronic properties that favour PV applications. They often display a sharp optical band 

gap with low Urbach energy values and it is possible to tune the band gap values throughout 

a broad range of wavelengths by altering the ratio of ions present in the material. 39, 40, 51 Lead 

halide perovskites possess low excition binding energies, on the thermal energy scale, 

allowing for facile charge carrier separation.52 As a product of good carrier mobility and 

lifetimes, along with lower concentrations of trap densities, they have electron-hole diffusion 

lengths on the μm scale; this helps to increase charge extraction from the perovskite. 53 These 

materials are also attractive as they can be processed using a wide variety of methods, making 

them a versatile material with potential for upscaling the fabrication process. Methods that are 

commonly used for perovskite deposition include: spin coating, 54 chemical vapour deposition, 

55 thermal evaporation, 56 dip coating, 57 and ink jet printing. 56 

1.4.1. PSC Device Architectures 

 

There are a number of different device architectures that can be employed to make PSCs, and 

this allows flexibility in the range of materials that can be used. In order to make a successful 

device, the perovskite layer must be contacted with two different materials, with the 

appropriate band structures for light absorption and correct energy levels to enable the 

extraction of the photogenerated electrons and holes. As a result, most thin film solar cells, 

not just PSCs, are based on glass, coated with a transparent conducting oxide (TCO) material, 

such as fluorine doped tin oxide (FTO) or indium doped tin oxide (ITO). These materials must 

enable transmission of the solar spectrum so that the light can reach the absorber layer below. 
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They are important as they act as electrode materials, structural templates and diffusion 

barriers, as well as controlling the contact work function. 58  

The perovskite layer acts as an intrinsic semiconductor light absorber layer. A class of 

materials termed electron transport layers (ETL) and hole transport layers (HTL) are needed 

in PSCs to sandwich the perovskite layer; the ETL acts as an n-type layer and the HTL acts as 

p-type layer. The ETL requires the correct conduction and valance band alignment to allows 

for the extraction of photogenerated electrons from the perovskite and transports them towards 

the contact, whilst not allowing for the transport of the photogenerated holes. A range of 

different ETL materials can be used, such as metal oxides or organic materials. TiO2 is the 

most commonly used metal oxide ETL and it can be used in either a thin compact planar layers 

or in a mesoporous layer. 59, 60 However, a thin planar layer of SnO2 is also often used and 

boasts advantages over TiO2 such as higher electron mobility, better stability and lower 

processing temperatures. 61 Organic ETL materials such as phenyl-C61-butyric acid methyl 

ester (PCBM) are also popular in inverted architecture devices. On the other hand, the HTL 

requires the correct band alignment to allow for the extraction of the photogenerated holes, 

whilst not allowing for the transport of the photogenerated electrons. The organic material 

2,2’,7,7’-tetrakis[N,N-di(4-methoxyphenyl)amino]-9,9’-spirobifluorene (Spiro-OMeTAD) is 

the most popular HTL for high performing PSCs, however it must first be doped with 

bis(trifluoromethane) sulfonimide lithium salt (Li-TFSI) to increase the conduction properties. 

62 On the other hand, dopant free materials can also be used, for example poly(3-

hexylthiophene-2,5-diyl): polystyrene sulfonate (PEDOT:PSS). Inorganic HTLs such as CuO 

or NiOx are also reported; whilst these materials require much higher annealing temperatures, 

they are lower cost and often more stable. 63 

Most PSC devices today are solid state with planar heterojunctions. 53, 59 The ETL, perovskite 

layer and HTL can be arranged in different ways to achieve a range of PSC device 

architectures. Figure 5 shows three commonly used device architectures. 
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Figure 5: Common PSC device architectures. Planar n-i-p (regular) (left), mesoporous n-i-p (regular) (centre) 

and planar p-i-n (inverted) (right). 

The regular, planar n-i-p architecture is the most commonly used device architecture. 53, 64 

These devices start with a TCO, then employ an ETL, this is often accompanied by an added 

mesoporous layer of the ETL, before the perovskite absorber layer is added. The mesoporous 

ETL framework allows for increased contact between the ETL and the perovskite as the 

perovskite is able to infiltrate into the pores within the material. This can improve the 

perovskite grain size and increase electron extraction from the perovskite. 65 The HTL is 

deposited on top of the perovskite, before a metal contact is applied to enable charge extraction 

from the device.  

The inverted, planar p-i-n, structures consist of a HTM deposited upon the TCO, followed by 

the perovskite absorber layer. The ETL is then deposited on top of the perovskite, before the 

metal contact is added. Low temperature ETLs are needed here, as many perovskites are 

unstable at high temperatures. The inverted device architecture has advantages such as lower 

fabrication costs, added stability and new solar cell applications, such as for use in flexible 

solar cells. 66 However, they have not managed to achieve the top efficiencies that can be 

achieved by the regular devices. 67 

1.4.1.1. Carbon Based PSCs 

 

Carbon can be used as a counter electrode in PSCs to replace expensive noble metal back 

electrode materials such as silver and gold. They are suitable as they have similar work 

functions; for example carbon has a work function of – 5.0 eV whereas silver has a work 

function of – 5.1 eV. 68 Additionally, it was found that carbon could replace the expensive 

HTL materials as the work function is well aligned with the perovskite valence band for hole 

extraction. 69, 70 Other advantages of using a carbon electrode include the fact that it is a highly 

stable material, which is hydrophobic in nature, thus helping to protect the perovskite layer 

underneath from moisture and extending the lifetime of the device. 69 The carbon layer is often 
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screen printed or doctor bladed onto the perovskite layer in paste form, 71, 72 avoiding the need 

for energy intensive deposition techniques such as vacuum processing; this is advantageous 

for scale up purposes.  

Carbon based PSCs can be prepared in two different manners, yielding either a planar or a 

mesoporous architecture. Figure 6 shows the differences between the planar and mesoporous 

carbon devices. 

 

Figure 6: a) Example planar carbon device and b) example mesoporous carbon device architectures. 

The planar carbon devices consist of an ETL deposited upon a TCO. The perovskite layer is 

then deposited directly onto the ETL (this can be just a compact layer or a compact and 

mesoporous layer), then finally the carbon layer is blade coated onto the perovskite layer. The 

mesoporous devices consist of a compact ETL layer deposited onto a TCO. Three subsequent 

mesoporous layers are then deposited on top of the compact ETL layer; a mesoporous ETL 

layer, an insulating spacer layer and then the carbon layer. The insulating spacer layer, in this 

example m-ZrO2, is required to prevent contact between the HTL acting carbon and the ETL 

layers, ensuring better photogenerated charge separation. 71 Here the perovskite is dropped 

onto of the carbon layer after the mesoporous stack has been fabricated, and the perovskite 

will infiltrate into the holes in the mesoporous layers, all the way to the bottom of the stack. 

The size of the perovskite grains is determined by the size of the pores in the m-carbon layer. 

71 

However, in most cases the carbon paste must be annealed at high temperatures in order to 

remove solvents and binder molecules from the paste to make it an effective conductor. 69, 71 

This can pose issues for the fabrication of planar carbon PSCs, as many perovskite materials 

containing organic cations are not thermally stable enough to withstand the high temperatures 

required for the carbon annealing step. On the other hand, during the fabrication of the 

mesoporous carbon PSCs, all the layers in the device, including the carbon layer, must be 

annealed before the perovskite is introduced to the stack. As a result, the mesoporous carbon-

based PSC architecture is more suitable for a wider range of materials. However, there are a 

growing number of low temperature carbon pastes that have been developed and it is also 
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possible to anneal the carbon layer using infrared radiation; this opens up the possibility of 

using other materials, which cannot withstand high temperatures, in the planar carbon PSC 

devices. 73, 74 

Unfortunately, the photon conversion efficiency (PCE) of carbon-based devices struggles to 

reach the high efficiencies reached by devices with more conventional HTLs. This is due to 

the fact that the carbon has high conductivity in the plane of the graphite sheet, but lower 

conductivity between carbon layers. The poor hole selectivity of the carbon and a poor contact 

between the perovskite layer and the carbon also contribute to the lower PCEs exhibited by 

carbon-based PSCs. 75 

1.4.2. Issues with PSCs 

 

Despite the initial interest in PSCs and the high efficiencies that have been reported, PSCs are 

not without issues. The long-term stability of PSCs is a significant problem for the use of these 

devices. It is important that solar cells are able to function in atmospheric, everyday 

conditions, and many perovskite materials demonstrate an instability to oxygen and light. 

However, the biggest factor in perovskite degradation is moisture. Upon initial exposure to 

moisture, reversible hydrates of the perovskite are formed, but continued exposure to moisture 

and light causes irreversible damage and normally leads to full degradation of the perovskite 

back to the PbX2 starting material. 76, 77 Moisture from the ambient atmosphere is enough to 

cause this irreversible degradation, hence many PSCs are fabricated in a dry, inert atmosphere 

and are further encapsulated before being exposed to ambient atmospheric conditions in an 

attempt to prolong the lifetime of the device. 67, 78 

A further issue is the hysteresis in the current-voltage characteristics of PSCs, which is a 

commonly reported phenomenon, not observed in other solar technologies such as silicon. 79, 

80 Different amounts of hysteresis can be observed depending on the voltage scan rate used to 

measure the device. 81 This effect is now primarily attributed to the ion migration that occurs 

within the sample under the measurement conditions, 82 however, the hysteresis effect can be 

exacerbated by inefficient charge extraction at the interfaces. 65 Hysteresis makes determining 

the true performance efficiency of PSCs difficult and it has been argued that some practical 

guidelines on the measurement of PSCs should be established so that the effects can be better 

compared across different devices and laboratories. 83 

Finally, there are issues surrounding the toxicity of the materials used in PSCs. Lead is a well-

known poisonous material and long term exposure to lead can cause a range of health issues, 

including anaemia, increased blood pressure, severe kidney damage, reduction in fertility and 

can result in death. 84 If PSCs were widely employed, it would be difficult to exclude the 
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possibility of lead leaking into the environment, even if rigorous encapsulation and strict 

recycling procedures were used. 85 The consensus is that the lead content in PSCs is low 

enough to be safe, however, substitutes for lead such as bismuth would provide a safer 

alternative and pose less of a risk. 86 Furthermore, there are concerns that the leaching of halide 

ions, particularly iodide, could have adverse effects on the environment. 87 

1.4.3. Cesium Containing Perovskite Solar cells 

 

The very first PSCs used methyl ammonium lead iodide (CH3NH3PbI3), commonly referred 

to as MAPI, as the perovskite absorber layer.  The organic cation methylamonnium (MA) was 

used as the A-site cation in these PSCs, thus has subsequently been extensively researched. 37, 

88, 89 MAPI has a band gap of 1.5 eV which is close to the value of the ideal band gap for 

efficient light absorption. 51 However, a range of other A site cations have also been 

investigated. Formamidinium (FA) is another organic A-site cation that has been well studied; 

FAPbI3 devices have shown improved optoelectronic properties over MAPI. For example, it 

has a band gap of 1.48 eV, which is slightly closer to the ideal band gap. 40 Furthermore, the 

FA cation has a larger ionic radius of 2.79 Å compared to MA (2.70 Å), 90 thus allowing for 

the formation of a more symmetrical perovskite structure and allowing FAPbI3 to be more 

thermally stable than MAPbI3. 91 Single junction FAPbI3 devices have reached efficiencies of 

up to 25.6 %. 92 Nonetheless, devices containing organic A site cations suffer from an 

instability to moisture, heat and light, which causes irreversible degradation to the perovskite 

layer, and decreases the overall performance of the devices. 77, 93 Recently most devices use a 

mixture of the MA+ and FA+ cations on the A site, along with Cs+ as a third cation. This triple 

cation mixture is normally combined with a mixture of iodide and bromide anions on the X 

site, and these single junction devices have reached efficiencies of over 21 %. 90 Triple cation 

devices have increased in popularity, as adding a small amount of cesium to the organic A site 

cations has been shown to result in highly monolithic grains of more pure perovskite with 

increased stability, as well as fabrication being more reproducible. 90, 94, 95 Furthermore, whilst 

iodide remains popular as the X-site anion, mixed iodide/bromide compositions provide a 

range of benefits. Firstly, by increasing the amount of bromide in the sample, the band gap of 

the material increases, meaning that the band gap of the sample can be tuned to the desired 

application. 40 Additionally, increasing the bromide content can increase the stability of the 

sample to oxygen and light and even help supress ion migration in the samples. 96, 97 

Completely substituting the A site cation with the inorganic cation Cs+, to make fully inorganic 

perovskite PSCs, such as CsPbI3 or CsPbBr3, can help overcome the instability issues 

discussed above. These perovskites have increased moisture and thermal stability and are able 

to withstand temperatures above 300 °C. 71 CsPbI3 initially attracted a lot of attention as above 
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310 °C it forms a cubic black, perovskite phase material with a band gap of 1.73 eV. 98 These 

CsPbI3 devices have reached efficiencies of over 18 %, 99 however, the black perovskite phase 

is unstable at room temperature in ambient conditions, where it readily undergoes a phase 

transition back into a yellow non-photoactive phase. 98 There have been many attempts to 

stabilise the black CsPbI3 phase through the use of additives such as phenylethylammonium 

iodide (PEAI) or various polymers, 48, 100 yet the long term stability is still an issue for the 

widespread use of CsPbI3.  

CsPbBr3 is another all-inorganic perovskite that is more stable than other perovskites such as 

MAPbI3 and CsPbI3. Unlike CsPbI3 it does not undergo a phase transition at room temperature 

in ambient air. In fact, it is fully processable in ambient air as possesses good thermal stability. 

71 The majority of work in this thesis focuses on CsPbBr3 PSCs and their applications. 

 

1.4.3.1. CsPbBr3 PSCs 

 

CsPbBr3 has a Goldschmidt tolerance factor of 0.92, suggesting that it is able to form a cubic 

perovskite phase. In actuality, CsPbBr3 crystallises in the orthorhombic (Pnma) space group 

at room temperature. Here the corner sharing [PbBr]6
4- octahedra are tilted, presenting a 

pseudo perovskite structure. However, CsPbBr3 undergoes two phase transitions; one phase 

transition to a tetragonal crystal structure (P4/mbm) occurs at 88 °C, and a final transition to 

cubic system (Pm-3m) is observed at 130 °C. 101 CsPbBr3 perovskites are more thermally 

stable, and can be heated to temperatures above 300 °C. 102 Heating to these temperatures can 

help remove any undesirable Cs4PbBr6 or CsPb2Br3 phases. 102 However, once cooled back to 

room temperature, the orthorhombic phase is the most stable. 102 Figure 7 shows how the 

[PbBr]6
4- octahedra are tilted in the orthorhombic phase. 
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Figure 7: Orthorhombic Phase Perovskite Crystal Structure 

CsPbBr3 is a direct band gap semiconductor with a band gap of ≈ 2.3 eV at room temperature. 

101, 103 CsPbBr3 is yellow in colour and is a wide band gap semiconductor, with a band gap that 

is not close to the ideal band gap for efficient photon to electron conversion. This limits the 

efficiency of CsPbBr3 devices and thus the most efficient devices only reach a PCE of ≈ 11 

%. 104 On the other hand, as a result of this wide band gap, CsPbBr3 devices are able to achieve 

a very large open circuit voltage (VOC) and thus VOCs greater than 1.3 V are regularly reported. 

64, 104, 105 Reported methods for increasing the VOC in CsPbBr3 devices are discussed in detail 

in Chapter X. As a result of the wide band gap and large VOCs, CsPbBr3 PSCs have found 

potential applications in energy harvesting under indoor fluorescent lighting, 106 as well as in 

hydrogen production, through water splitting. 107 

1.5. Hydrogen Production 
 

Hydrogen accounts for ≈ 90 % of all atoms in the universe and is the most abundant atom on 

earth. 108 Therefore alongside solar energy, hydrogen has the potential to form a part of a 

feasible solution to the global energy issues discussed in section 1.1. Hydrogen has a high 

energy density and, per weight, can produce three times more energy than methane or gasoline 

combustion, 109 demonstrating its potential as a reliable energy carrier. Despite this, it is 
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important to mention that hydrogen storage is a key issue. Whilst hydrogen has good energy 

density, a large amount of space is required for storage. Under normal storage conditions, the 

volume required for hydrogen storage is around 3000 times more than that required for 

gasoline providing an equivalent amount of energy. 110 Nonetheless, the combustion of H2 

produces only water vapour and therefore hydrogen has the potential to be one of the ‘cleanest’ 

sources of energy available. However, this is only true if the hydrogen is produced from 

renewable sources. Hydrogen can also be used as an energy storage medium to allow the 

storage of excess energy produced by renewable systems, such as solar power. Nonetheless, 

despite being the most abundant atom on earth, most of it is ‘locked up’ in a range of molecules 

such as water,  hydrocarbons or hydrides, thus to obtain free H2 that can be used for energy, it 

must be liberated from these sources.  

Currently, most of the hydrogen produced comes from fossil fuels such as natural gas and oil. 

However, the majority of this hydrogen is not being used for energy purposes, but for purposes 

such as refining oil or in chemical industries to synthesise molecules such as ammonia. 111 

Obtaining hydrogen from hydrocarbons can be done using a range of different methods such 

as steam reforming or partial oxidation reactions. 112 Steam reforming is advantageous as it 

does not require oxygen, can be performed at lower temperatures than partial oxidation and 

produces the product with the highest H2 to CO ratio. Partial oxidation has advantages such 

as the fact it does not require a catalyst and it is less susceptible to sulphur poisoning than 

steam reforming, but results in a lower H2 to CO ratio. Steam reforming is the most commonly 

used process for hydrogen production in industry. 113   

Hydrogen can also be produced by conversion from biomass; this is considered a more 

sustainable source of H2 than that from fossil fuels. A large range of biomass resources can be 

used to produce hydrogen such as: crops, agricultural waste, forestry waste and community 

waste. The techniques used for H2 production from biomass fall into two categories, 

thermochemical or biological. 112 These thermochemical processes involve heat and include: 

combustion, pyrolysis and gasification. The main aim of combustion is to produce heat or 

electricity through the direct burning of biomass. This electricity can then be used for the 

production of hydrogen using other methods. The main aim of pyrolysis is to obtain bio-oils 

or charcoal from the biomass, whereas the main aim of gasification is to obtain gaseous 

products, both of these products can then undergo the conventional hydrogen conversion 

techniques that is used for extraction of H2 from fossil fuels. 112 Biological processes from 

biomass include fermentation, which uses anaerobic bacteria to break down the biomass. 

However, for fermentative processes the biomass that is used must be fully biodegradable and 

have a high carbohydrate content, therefore the sources of biomass that can be used are more 

limited and those such as pure sugars are preferred. 113 
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1.5.1. Water Splitting 

 

Given the fact it covers more than 70 % of the earth’s surface, it could be argued that water is 

one of the most logical sources for large-scale hydrogen production. Hydrogen can be obtained 

from water using a range of processes such as electrolysis, thermolysis, thermochemical cycles 

and photolysis.  111 Water can be split into Hydrogen and oxygen gas thermally at temperatures 

above 2000 K, however, at 2000 K the degree of bond dissociation is only 1 %; this increases 

to 34 % at 3000 K. These high temperatures are due to the undesirable thermodynamic process 

of splitting water, which has a standard Gibbs free energy of 237 kJ/mol, 114 and means that 

the thermolysis of water is not a sustainable way of producing hydrogen from H2O. 111 

Thermochemical cycles can be used to reduce the temperatures required to split water in a 

more sustainable manner; typically the temperatures required are in the range of 700 – 2000 

K. 115 Popular cycles include the two step zinc oxide cycle or the three step sulphur-iodine 

cycle. 116, 117 These thermochemical cycles perform water splitting through a repetitive series 

of chemical reactions. The chemicals used in the cycles are all recycled so that the only overall 

product of the reaction series is H2 and O2. However, using thermochemical cycles for the 

production of hydrogen is not as cost effective as other methods of hydrogen production and 

there are corrosion issues that need to be solved in order for this technique to be scaled up 

easily. 115 

The electrolysis of water refers to the process of passing an electric current through water to 

break the bonds in the H2O molecules. This is performed in an electrochemical cell where H2 

gas forms at the cathode and O2 gas is produced at the anode. Nicholson and Carlisle 

discovered the electrolysis of water in 1800 and the process has since been well studied. 108 In 

order for the hydrogen produced from water electrolysis to be sustainable, the electricity 

required to perform this must come from renewable sources. There are several main types of 

electrolysis systems for H2 production. The alkaline water electrolyser (AWE) and the 

polymer electrolyte membrane (PEM) electrolyser are just two examples. The AWE consists 

of an anode and cathode, immersed in an alkaline solution, typically a KOH solution. This 

system requires a diaphragm to separate the electrodes and allow the transport of OH- ions 

from one electrode to the other; the diaphragm also helps prevent the recombination of oxygen 

and hydrogen. The best industrial AWE systems can produce 1000 m3/h of hydrogen. 118 

However, drawbacks making the widespread scale up of this technology difficult, include a 

slow start up time, corrosion issues and complicated maintenance issues. 119, 118 The PEM 

electrolyser system consists of an anode and cathode separated by a polymer electrolyte 

membrane. The PEM typically is composed of Nafion ™, a sulfonated tetrafluroethylene 

based polymer, which allows the transport of protons from one electrode to the other. The 
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PEM electrolyser system has a faradaic efficiency of close to 100 %. Despite this, at present, 

the best systems can only produce 400 m3/h of hydrogen. These systems also have high 

manufacturing costs, expensive metal electrodes and catalysts are also required. 119, 118 

1.5.1.2.  Photocatalytic Water Splitting 

 

It was discovered in 1972 that semiconductors can be used to split water without the need to 

apply external electric power.  Fujishima and Honda found that when an electrochemical cell, 

in which a TiO2 electrode was connected to a platinum back electrode, was illuminated with 

light, oxygen evolution occurred at the TiO2 electrode and hydrogen evolution occurred at the 

platinum electrode. 120 This unlocked the potential to directly convert solar energy into 

chemical energy, in the form of hydrogen. Chemical fuels which are produced using solar 

energy are often termed solar fuels. 107 There are a number of routes for achieving solar 

powered water splitting; these are illustrated in Figure 8. 

 

Figure 8: Schematic diagrams of different water splitting technologies a) fully integrated photovoltaic device for 

PEC (artificial leaf) b) non-integrated wired photovoltaic device with a separate anode and cathode c) partially 

integrated photoelectrode – electrode system d) unassisted partially integrated two photoelectrode system  e) 

powdered photocalatylsts. 
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Generally, all of the photocatalytic water splitting systems, pictured in Figure 8, involve the 

generation of electrons and holes inside a semiconductor material, the electrons and holes are 

separated and transferred to the surface of the semiconductor, where they can be consumed by 

the water oxidation and reduction reactions.  

The water splitting reaction is a thermodynamically uphill reaction, requiring a theoretical 

potential of 1.23 V. 121 However, due to the high kinetic barrier for oxygen evolution, 

additional potential, above the thermodynamic minimum, is required; this additional potential 

is termed the overpotential. Most industrial electrolysis cells use a potential between 1.8 – 2.0 

V.  In order to drive the water splitting reaction using solar energy, the semiconductor or solar 

cell used must generate a large enough voltage upon irradiation. Thus, most systems typically 

require the use of water oxidation and reduction catalysts to be applied at the surface, where 

water splitting is occurring, to reduce the amount of overpotential that must be applied. These 

catalysts are often based on expensive metals, for example platinum is widely regarded as the 

best water reduction catalyst, 122, 123 along with metal oxide compounds containing iridium or 

ruthenium for water oxidation. 124  

Water splitting can theoretically occur by using a single semiconductor or solar cell device as 

a light harvester, where upon irradiation, water oxidation occurs at the anode and water 

reduction at the cathode. These are fully integrated and wireless systems; they require no 

external potential and are driven only by solar light (Figure 8 (a)). They are inspired by 

photosynthesis and are often referred to as ‘artificial leaves’. TiO2
 was a material first 

considered for this as it has a valance and conduction band edge that are appropriately placed 

for driving both the water oxidation and reduction reactions, However, TiO2 has a large band 

gap of ≈ 3.2 eV and absorbs light mostly in the UV region. UV light only makes up around 5 

% of the solar spectrum, thus under 1 sun irradiation, a solar to hydrogen (STH) conversion 

efficiency of < 1 % is achieved using wide band gap materials such as TiO2. 125 Ye et. Al. 

achieved a higher STH of 4.3 % by employing a BiVO4 photoanode with an organic 

semiconductor as the photocathode. 126 This method employs two different semiconductors in 

one device, allowing for the selection of semiconductors that have more appropriate band gaps 

for solar light absorption. These systems pose the most ideal structure for efficient water 

splitting as ohmic losses are reduced due to the fact that there is no need for long distance 

charge carrier transport though wires. However, these devices have not been studied in as great 

detail as the other systems, possibly due to complexities of the device fabrication. 127 

Water splitting using solar energy can also occur in the simplest form; energy can be generated 

directly from solar cells and this energy can be supplied to two non-photoactive electrodes, 

where the water oxidation and reduction reactions can occur. This is a non-integrated, hybrid 
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photovoltaic-photoelectrochemical system (Figure 8 (b)). These systems are capable of 

achieving some of the highest STH conversions efficiencies. For example, a tandem silicon 

solar cell, wired to a PEM reactor reached achieved a STH conversion efficiency of 18 %, 

however, this was with the use of a frensel lens to concentrate the sunlight to 500 suns. 128 A 

STH conversion efficiency of 17.6 % was achieved using a tandem silicon perovskite device, 

without a concentrator at 1 sun. 129 These systems avoid the need for water stable materials, 

meaning a greater range of materials can be considered and generally, the lifetime of these 

systems is longer.  

Photoelectrochemical water splitting can be achieved by using a semiconductor or solar cell 

device as the light harvester in direct contact with the photoanode or cathode. This can be done 

using one device as the photoelectrode as pictured in Figure 8 (c), the photoelectrode is then 

connected through a wire to the counter electrode. Systems such as this include encapsulated 

perovskite solar cells, placed directly in the electrolyte. Wide band gap perovskites such as 

CsPbBr3 work particularly well for these applications. However, even though these materials 

can reach voltages above 1.23 V, an externally applied bias is still required in order to reach 

the required potential for water splitting. 107, 130  Conversely, the system can also be set up with 

both a photoanode and photoelectrode, in a wired tandem system (Figure 8 (d)). These systems 

can achieve unbiased water splitting. Zhang et al. demonstrated unbiased water splitting over 

120 h, with a STH efficiency of 3.24 % using a Mo-doped BiVO4 photoanode and a Cu2O 

based photocathode. 131 Park and co-workers, also demonstrated the potential of perovskite 

devices for water splitting in these systems. An unbiased system, using an encapsulated regular 

planar FAPbI3 based perovskite for the photoanode and an encapsulated inverted FAPbI3 

based perovskite for the photocathode, was able to reach a STH efficiency of 10.65 %. 132 

However, perovskites are highly unstable in water and currently issues with encapsulation 

mean that perovskites are not suitable for long-term water splitting applications in these 

partially integrated systems. 

Finally, photocatalytic powders/particles can also be used for water splitting. These systems 

are the simplest and present the lowest cost solution for potential scale up. Here, photocatalyst 

powders are simply dispersed in water and irradiated with light. These systems often require 

the presence of an electron mediator species that is capable of transferring the photogenerated 

carriers between the H2 and O2 photocatalysts. 133 Suitable photocatalyst powders for H2 

evolution include doped SrTiO3 powders, whilst BiVO4 or WO3 are suitable O2 evolution 

photocatalysts. 134 Unfortunately, gas separation of the resulting H2 and O2 from these systems 

can be difficult, although the use of zeolite membranes has shown promise for providing a 

solution to this issue. 135, 136 
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The work in this thesis focuses on the use of CsPbBr3 photoanodes for use in partially 

integrated photoanode - electrode water splitting systems. 
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Chapter 2. Theory 

 

2.1. Semiconductors 

 

In solid materials, such as those with crystalline structures, a large number of atoms come 

together to form an extended structure. Molecular orbital (MO) theory and the linear 

combination of atomic orbitals (LCAO) can be applied to the numerous of atoms in an 

extended solid, and their individual atomic orbitals can be viewed as a large number of energy 

levels. The interaction of an identical orbital from ‘n’ number of atoms, results in numerous 

energy levels that are so close together that they overlap and form a continuum of allowed 

energy levels. This continuum is often referred to as a ‘band’. The filled orbitals make up the 

valence band (VB), whereas the unfilled orbitals make up the conduction band (CB). 1 These 

bands can have different energy positions and band spacing, which determine some of the key 

properties of the material (Figure 1). 

 

Figure 1: A representation of the expansion of MO theory from 1, 2 and n atoms. The relative energetic positions 

of the valance bands (blue) and conduction bands (grey) in insulators, semiconductors and metals are shown. 

The energy difference between the VB and CB is known as the band gap and it has an energy 

of Eg. The energy at which the probability of an energy level being occupied by electrons is 

50 % is often referred to as the Fermi level (Ef). Depending on the energy difference between 

the bands, some electrons may be excited to energy levels that lie above the Fermi level. In 

insulating materials, the band gap is large (> ~ 4 eV) 2 and as a result, a large amount of energy 

would be required in order to promote one electron from the VB to the CB. Consequently, 
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insulating materials, do not conduct electricity as there are no free electrons and these 

materials have high resistivity values. In metallic materials, there is no band gap and there is 

only one continuous band that is partially filled with electrons. As a result, only a small amount 

of energy is required to excite an electron from the VB to the CB. This allows metallic solids 

to be good conductors of electricity with low resistivity. However, semiconductors have a 

larger band gap than metallic materials, but a smaller band gap than insulating materials, often 

in the range of 0.5 – 3.5 eV. 2 Therefore, semiconductors have low intrinsic conductivity 

properties, as whilst electrons cannot travel freely between the VB and CB, at room 

temperature, a small number of electrons will have sufficient kinetic energy to be promoted 

across the band gap to the CB. The number of electrons with sufficient energy to be promoted 

increases with temperature. However, the energy difference between the VB and CB in 

semiconductors often means that visible or UV light with sufficient energy can result in the 

promotion of an electron across the band gap. 

The band gap in semiconductors can be either direct or indirect. For a direct band gap, the 

energy minima of the CB is positioned directly above the energy maxima of the VB, i.e. they 

have the same value of the wave vector k. Subsequently, upon photoexcitation, an electron is 

easily promoted from the VB to the CB. In the case of an indirect bandgap, the VB maxima 

and CB minima are widely separated in k space (see Figure 2). As a result, the absorption of 

light alone cannot excite a valance electron across the band gap as there are no target energy 

states available in the conduction band that have both suitable energy and k vector. 

Consequently, the promotion of an electron from the VB to the CB minima requires a change 

in momentum of the electron, and the electron has to change energy as well as its wave vector 

k value. To excite an electron across an indirect band gap, the change in momentum that is 

required can be supplied by a phonon. However, phonon processes are slower, causing the 

absorption coefficient of materials with indirect band gaps to be smaller and more temperature 

dependent than that of those with direct band gaps. 3 
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Figure 2: Schematic representation of a direct band gap (left) and an indirect band gap (right). The VB is shown 

in green whilst the CB is shown in red. 

The promotion of an electron across the bandgap to the CB leaves behind a positively charged 

‘hole’ in place of the electron in the VB. The positively charged hole in VB and negatively 

charged electron in the CB create an exciton pair and they are still loosely bound to each other 

through columbic interactions. However, conduction throughout the semiconductor requires 

the movement of both of these charge carriers in opposite direction, thus once the charge 

carriers have been photogenerated, it is necessary to separate the charges and transport them 

to opposite electrodes where they can be collected. 4  Furthermore, the dielectric constant of 

the semiconductor material can influence the excition binding and materials with high 

dielectric constants have lower excition binding energies. 5, 6 This results in faster electron – 

hole separation.  

2.1.1. Recombination 

 

If the charge carriers are not separated, the photoexcited electron will eventually recombine 

with the hole and no photocurrent will be produced. Recombination is an electronic relaxation 

event that occurs when a photoexcited electron is able to decay to a lower energy state and 

recombine with a hole, reducing the number of free charge carriers available. The amount of 

time that the charge carriers are able to stay in the photoexcited, without recombination, is 

referred to as the charge carrier lifetime. The longer the charge carrier lifetime, the more likely 

the charges are to be extracted. Recombination occurs through three main processes, which 

are shown in Figure 3. Radiative recombination occurs when a photoexcited electron decays 

from the CB to the VB with the emission of a photon, with energy equal to that of the band 
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gap. Radiative recombination processes can take place in semiconductors with both direct and 

indirect band gaps; however, phonon scattering is required for radiative recombination to 

occur in indirect band gap semiconductors. 7  

Recombination can also be non-radiative and occur through defect/trap states that exist within 

a material; this process is called Shockley-Read-Hall recombination. 8 It can be assumed that 

due to defects, a crystal will contain a density of defect traps (Nt), which will contribute to the 

recombination process. These defect trap states can sit at an energy in between the CB and 

VB. These traps may capture an electron from the conduction band, with the resulting energy 

loss of the electron converted into heat. Recombination will occur if the hole is also able to 

move to this trap state, before the electron is able to free itself and be thermally released back 

into the CB. The opposite can also occur, where it is the hole that becomes trapped first. 

Generally, if the defect level is close to the conduction band minimum (CBM) electrons will 

be more easily trapped, however, it is difficult to trap a hole here. On the other hand, , if the 

defect level is close to the valance band maxima (VBM), holes can be more easily trapped but 

electron trapping is more difficult. As a result, the recombination process is determined by the 

slower trapping rate of the electron or hole. This leads to trap states that lie close to the middle 

of the band gap in energy, providing the most effective route for recombination. 9 

Auger recombination is a third type of recombination. Here, a photogenerated electron will 

combine with a hole in the VB. Instead of emitting the energy difference in the form of light 

or heat, this energy is transferred to a second electron in the CB. The second electron will be 

excited within the CB, before thermalising back down to the CB minimum. 10 
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Figure 3: An illustration of different recombination pathways within semiconductors. Radiative recombination 

(left), Shockley-Read-Hall recombination (center) and Auger recombination (right). 

2.2. The Fermi Level 

 

The energy level, up to which the states are filled at absolute zero, is called the Fermi energy.4 

Whereas above absolute zero, the Fermi level can be defined as the energy level where there 

is a 50 % chance of an electron occupying that level at equilibrium. The electron occupation 

of the energy levels in a semiconductor is given by the Fermi-Dirac distribution function (fE) 

(Eq. 1). Where E corresponds to the energy of an electron state, Ef is the Fermi level, kB is the 

Boltzmann constant and T is the temperature. 

 

𝑓𝐸 =  
1

1 + 𝑒𝑥𝑝
(𝐸−𝐸𝐹)

𝑘𝐵𝑇⁄
 

 (1) 

 

At absolute zero, the electrons in a material, have no kinetic energy, thus they always occupy 

the lowest available energy levels. The available energy levels are filled in order of increasing 

energy. However, at temperatures above 0 K, the electrons will have some kinetic energy and 

thus some electrons will be excited to energy levels above the Fermi level, leaving some 

unoccupied states below the Fermi level. For a semiconductor at absolute zero, the valence 
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band is completely filled with electrons, and the conduction band is completely empty. 

Therefore the Fermi energy will lie somewhere within the band gap. 4 This is illustrated below 

in Figure 4. 4 

 

 

Figure 4: The effect of the Fermi-Dirac distribution on the energy distribution of electrons in a semiconductor 

with parabolic bands. The Fermi-Dirac distribution, f(E), is shown (top) where 1 and 0 are the probability of 

finding an electron and the effect of a temperature greater than 0 K is shown in red. The energy distribution of 

electrons, n(E), (below) is shown by the shaded area at 0 K (left) and temperatures above 0 K (right). The Fermi 

energy is denoted by Ef. 

The Fermi level can be raised or lowered with changing temperature or by introducing 

impurities or dopants into the semiconductor. This changes the electronic properties of the 

semiconductor. This concept is discussed further in section 2.3.1. 

2.2.1. Quasi Fermi Levels 

 

The above section discusses a semiconductor at equilibrium, however, solar cells are designed 

to be operated under illumination, which disturbs this equilibrium. Both exposure to light, 

with an energy greater than Eg, and/or the application of an electrical bias, causes changes in 

the population of electrons and holes in the CB and VB. Instead, a separate ‘quasi’ thermal 

equilibrium is reached separately, for both the electrons and holes. As a result, the electron 

population, within the CB, will redistribute as though they are at equilibrium with a common 

Fermi level and the hole population, within the VB, also will redistribute as though they are 

in equilibrium, with another common Fermi level. These are called the ‘quasi’ Fermi levels, 

denoted EFn and EFp respectively, for both the electrons and holes (see Figure 5).  However, it 

is important to note that this is only an approximation, hence the term ‘quasi’. This 
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approximation holds true due to the fact that the relaxation within the two bands occurs on a 

much faster time scale than relaxation between the bands (10-12 – 10-15 s Vs 10-6 – 10-9 s). 4, 11  

 

Figure 5: Fermi level (EF) at equilibrium (left) and the Fermi level splitting under illumination, leading to the 

creation of the ‘quasi’ Fermi levels (EFn) and (EFp) (right). 

Consequently, the quasi Fermi levels are often referred to as the spitting of the Fermi level 

and the difference in the splitting gives a chemical potential Δµ.  

2.3. The p-n Junction in Semiconductors 

 

2.3.1. Impurities and Doping 

 

In an intrinsic semiconductor, there are no significant number of impurities within the crystal 

and the well-defined VB and CB are the only allowed energies, although some intrinsic defects 

and impurities will be present.  The semiconductor crystal can be altered by introducing 

impurity atoms or structural defects into the lattice. This impurity, or defect, causes a change 

to the distribution of electronic energy levels on a local level and impurity/defect energy levels 

are created. If these impurity energy levels lie within the band gap, the Fermi level will change 

accordingly. 

A semiconductor can be doped with ‘donor’ atoms, which introduce or donate extra electrons 

into the crystal lattice; this is referred to n-type doping. The extra electrons provided by the 
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donor atoms are not required for bonding in the lattice and are surplus to requirement; hence, 

the electrons are only loosely bound to the donor atoms. Consequently, the donor atom can be 

ionised easily, resulting in a free electron and a positively charged donor atom. This results in 

the formation of a new donor energy state close to the CB edge.  At absolute zero, this donor 

state is filled with electrons, thus the Fermi level must be raised to a position between the new 

donor energy state and the CB edge (see Figure 6). At temperatures above absolute zero, these 

extra electrons are easily promoted from the new donor level into the conduction band. This 

results in electrons being the majority carrier in n-type semiconductors and conduction within 

the material is mostly due to the movements of electrons. 4, 12 An example of this is, silicon 

doped with phosphorous atoms. Silicon atoms are tetravalent in a silicon crystal lattice, 

whereas phosphorous atoms have five valance electrons; the fifth electron is not needed for 

bonding. 

Conversely, a semiconductor can be doped with ‘acceptor’ atoms, which have too few valance 

electrons to be able to form all the required bonds within the crystal lattice; this is referred to 

as p- type doping. To compensate for the lack of electrons, the acceptor atom can remove a 

valance electron from another bond nearby. This has the effect of ionising the acceptor atom 

and creating a hole in the VB. This now results in a new acceptor energy state close to the VB. 

At absolute zero, the VB remains filled, whilst the acceptor level is empty, and the Fermi 

energy is lowered to a positon between the VB and the new acceptor energy state. In p-type 

semiconductors, the holes are the majority carriers and conduction is mostly due to the 

movement of holes. 4, 12 An example of a p-type semiconductor is silicon doped with boron. 

Boron is trivalent and can only form three bonds with the tetravalent silicon. Figure 6 

illustrates the differences between intrinsic, n-type and p-type semiconductors.  
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Figure 6: Energy level diagrams of an intrinsic semiconductor (left), a p-type semiconductor (centre) and an n-

type semiconductor (right). 

2.3.2. Junctions 

 

In semiconductor solar cell devices, a junction between two electronically different materials 

provides the required driving force for the separation of the charge carriers. To achieve charge 

separation, light illumination or a bias application, must produce a gradient in at least one of 

the quasi fermi levels. By placing two electronically different materials together, with different 

work functions, a potential drop across the interface and a ‘built in’ electric field is established 

at equilibrium. Under illumination, where there are increased numbers of charge carriers, the 

presence of this electric field results in a net drift current. Electrons will move down the 

gradient towards a lower energy, whilst the holes will move up the gradient to higher energies. 

However, there is also a diffusion gradient present. The diffusion gradient arises from a change 

in the concentration of charge carriers across the material; this occurs if there are changes in 

the generation or removal rate of charge carriers. Thus, the diffusion gradient leads to the 

presence of a diffusion current, which often acts in the opposite direction to the drift current. 

Placing two electronically different materials together, which have different work functions, 

causes a gradient in the overall vacuum level/work function and leads to the presence of this 

built in electric field, this is shown in Figure 7.  This is what happens when an n-type and p-

type material are placed together at am interface, to form what is known as the p-n junction.  

The work function of the p-type material (Φp) is greater than the work function of the n-type 

material (Φn) and the electrostatic potential energy difference across the junction is equal to 

the difference in the work functions. This variation in electrostatic potential energy is 

represented by a change in the vacuum level(Evac). When the two sides of the p-n junction are 
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isolated, the Fermi levels of the materials are independent of each other. However, when the 

two sides of the junction are brought together, the Fermi levels are required to equilibriate. 

Therefore, the CB minimum and VB maxima of the p-type material are at a higher energy 

than those of the n-type material. This causes band bending to occur in order to achieve 

continuity across the junction. The built-in field or bias (Vbi), is now not only equal to the 

difference in the work functions of the two materials, but also to the total amount of band 

bending. 4 Figure 7 demonstrates what happens when a p-type and n-type material are brought 

together to form a p-n junction under equilibrium. 

 

Figure 7: A band diagram of a p-n junction and charge carrier movement at equilibrium. 

When applying an external bias to the p-n junction, the Fermi level on one side of the junction 

is raised with respect to the other, this alters the work function of the materials, thus changing 

the potential across the device. An applied negative bias leads to an increase in the depletion 

of charge carriers from the junction, whereas an applied positive bias injects carriers into the 

junction region. If the applied forward bias is equal to that of Vbi, the built in bias of the device 

will be completely cancelled out. Therefore the asymmetry of the junction, which is essential 

for driving the photovoltaic effect, is removed. 4 

Under illumination, any electrons and holes that are generated at the junction between the p 

and n type semiconductors, will be immediately swept away due to the electric field. This 

region around the junction, is often called the depletion region or space charge region. In the 

depletion region, electrons are swept towards the n-type region, whilst holes are swept towards 
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the p-type region, thus separating the charge carriers and reducing their chance of 

recombination. Charge carriers that are generated away from the depletion region, will travel 

around in the VB and CB according to the diffusion gradient. Without the pull of the electric 

field, the charge carriers will travel an average distance, called the diffusion length, before 

they eventually recombine. Nonetheless, some of these carriers will enter the depletion region 

and also be swept away to the appropriate side. Only the minority carriers are able to cross the 

junction. This results in a net positive charge on the p-type side and a net negative charge on 

the n-type side. This build-up of positive and negative charges at opposite sides upon 

illumination, results in a potential difference, this potential difference is called the 

photovoltage (V). 13 When illuminated, or under bias, the splitting of the Fermi level that 

occurs is also equal to the voltage difference between the two contacts on either side of the 

junction. Therefore, the quasi-Fermi energies can be viewed as the energy of the mobile 

electrons and holes that are available to the external circuit. 14 This is shown in Figure 8. 

An ohmic contact is made to the semiconductor, often with metal, to allow for the extraction 

of the charge carriers from the semiconductor, into the electrical circuit. Contacts are made on 

both the n-type side and the p-type side. When an ohmic contact with a semiconductor is 

formed, the semiconductor band will bend in a way that encourages the transport of the 

majority carriers across the semiconductor-metal junction. This also inhibits the transport of 

the minority carriers. Thus, in an n-type semiconductor-metal contact, both the VB and CB 

edges bend downward at the junction. The opposite is true for a p-type semiconductor-metal 

contact, and both the VB and CB edges bend upwards at the junction (see Figure 8). 
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Figure 8: A band diagram of a p-n junction under illumination (or bias), with ohmic metal contacts. Φm(n) and 

Φm(p) refer to the work function of the two metal contacts. 

The p-n junction is the classic model for solar cells and is the most widely used structure for 

semiconductor devices. Therefore, most silicon solar cells are based on the p-n junction. 4 

However, other types of junctions are possible, such as; the p-i-n junction, where there is an 

intrinsic, undoped semiconductor layer between the p-type and n-type layers; 15 or p-n 

heterojunctions, where two different materials, with different band gaps are used to form a 

junction. 4  

2.3.3. Junctions in Perovskite Solar Cells 

 

Perovskite solar cells work in a similar way to devices with a p-i-n (or n-i-p depending on the 

order of the layer arrangement) junction. Here, the ETL functions as the n-type layer and the 

HTL functions as the p-type layer. The perovskite layer functions as the intrinsic 

semiconductor layer. There are also heterojunctions present, as the perovskite is sandwiched 

between two non-perovskite materials with different band gaps and different work functions. 

When the three different materials are brought together, the electric field extends over a wider 

area than in a p-n junction and the potential drop will extend across the intrinsic layer. The 

band diagram of a simple n-i-p junction is shown in Figure 9. 
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Figure 9: A band diagram for a simple p-i-n junction, at equilibrium in the dark. 

However, in lead halide based PSCs, the presence of mobile ionic species can complicate the 

matter. The different ionic species can move on different time scales, resulting in the presence 

of both ‘slow’ and ‘fast’ moving ions. 16 The movement of an ionic species leaves a vacancy 

in its place, with the opposite charge, which can also migrate. The slow moving charges in the 

perovskite layer can accumulate at the interfaces between the perovskite and the two different 

transport layers. The migration is driven by the potential drop that is produced by the built in 

bias. The ion migration results in a net ionic charge that establishes an opposing electric field 

to the built-in field. Once a steady state has been achieved and the ionic species have 

accumulated at the interface, they effectively screen the electrons and holes from the potential 

drop across the intrinsic perovskite layer. 16, 17 The electric field within the bulk of the 

perovskite is neutralised. The effect of this is shown in Figure 10. As a result, ion migration 

within PSCs often has a profound effect on device performance and has been shown to cause 

hysteresis in the measurement of the devices. 18 



 

59 

 

 

Figure 10: Band diagram showing the effect of mobile ion species in a perovskite p-i-n junction 

The p-i-n design is often used in devices where carriers that are generated in the n and p-type 

layers are unlikely to contribute to the photocurrent. 4 This is the case with most PSCs as the 

ETL and HTL are often materials with large band gaps, thus they will not absorb a large 

proportion of visible light and charge carriers will not be generated in these layers. Hence, the 

perovskite layer is often referred to the absorber layer in PSCs.  

The levels of the VBM and CBM in the ETL, perovskite and HTL can be easily altered either 

by using different materials, or by changing the electronic properties of the materials by 

doping. The appropriate band energy tailoring can alter the interface and thus can be used to 

improve the overall performance of PSCs. 19, 20, 21  

2.4. Solar cell parameters and device analysis 

 

The contacts deposited on either side of the junctions within a device, allow for the collection 

of the photogenerated charge carriers. When these contacts are connected to an external 

circuit, current can be drawn from the device. The photogenerated current that is produced 

under short circuit conditions, when the cell is under illumination, is dependent upon the 

incident light that falls on the active area of the device. When a solar cell is under short circuit 

conditions, the overall voltage of the device is zero, the quasi fermi levels are equal and the 

maximum possible current can be drawn from the device. 4 The external quantum efficiency 

(EQE) of a device, gives the probability that one incident photon, possessing an energy of E, 
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will result in one electron being available to the external circuit. In an ideal solar cell, the short 

circuit current and light generated current would be equal, and the device would have a EQE 

of 100 %. However, due to various resistive loss mechanisms, this is not the case. As a 

convention, solar cells are measured and characterised under light with the AM 1.5 spectrum 

and using EQE, the photocurrent density at short circuit (JSC) can be related to the incident 

spectrum of light that hits the device. Equation 2 shows the relationship between JSC and EQE, 

where bS is the incidental spectral photon flux density for energy (E) and q is the electronic 

charge. 4 

𝐽𝑆𝐶 = 𝑞 ∫ 𝑏𝑆 (𝐸)𝐸𝑄𝐸(𝐸)𝑑𝐸 

(2) 

In the dark, most photovoltaic devices behave like a diode. Therefore, under an applied bias, 

a current will flow across the device, often termed the dark current, acting in the opposite 

direction that the photogenerated current acts. The dark saturation current J0 is a temperature 

dependent constant that is a property of the materials used. The dark current reduces the net 

current of the device from the short circuit value and therefore, the overall current produced 

by a device, under illumination, at a given applied voltage (V), is described by the sum of the 

short circuit photogenerated current and the dark current. Thus, the net current density (J) can 

be described by the ideal diode equation. However, as photovoltaic devices are not ideal 

diodes, an ideality factor (m) is included to account for any non-ideal behaviour. This is shown 

in Eq. 3. 4 

𝐽 =  𝐽𝑆𝐶 −  𝐽0 (exp
𝑞𝑉

𝑚𝑘𝐵𝑇⁄ − 1) 

(3) 

The voltage that is observed when the net current is zero, is termed the open circuit voltage 

(VOC). This voltage corresponds to the amount of bias on the solar cell junction that is present 

from the light generated current. 22 Under illumination, at VOC, the splitting of the Fermi level 

causes the VB and CB of the perovskite to be flat (see Figure 11). Here the driving force for 

the collection of the charge carriers is cancelled out by the applied bias on the cell, thus, there 

is no photocurrent. The splitting of the Fermi levels represents the maximum VOC that is 

theoretically achievable from the device. 23 
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Figure 11: The schematic band diagram of a FTO/TiO2/MAPbI3/SpiroOMe-TAD/Au PSC under illumination at 

VOC. 

The VOC of a device can be related to the JSC and dark current of the device, using Eq. 4. 4 

𝑉𝑂𝐶 =
𝑚𝑘𝑇

𝑞
ln (

𝐽𝑆𝐶

𝐽𝑂
+ 1) 

 (4) 

A photovoltaic device will generate power when there is an applied bias at a value between 0 

and VOC. Thus, the cell power density (P) can be calculated using Eq. 5. 4 

𝑃 = 𝐽𝑉 

(5) 

The current density and voltage (J-V) characteristics of a photovoltaic device are measured to 

assess the over performance of the device. To carry out the J-V measurements, a device is 

placed under AM 1.5 illumination and the voltage is swept between VOC and JSC conditions. 

Before any measurements begin, a bias, often greater than the expected VOC, is applied to the 

device. This pre-bias application will cause the current to flow in the opposite direction to that 

of the photocurrent. The applied voltage will then begin to decrease towards 0 V, this is 

referred to as the reverse scan. During the reverse scan, when the applied bias reaches the VOC, 

the net current density will be at a value of 0 mA cm-2. When the applied bias reaches 0 V, the 

JSC value is obtained. The applied bias then is swept back from 0 V to its original value; this 
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is referred to as the forward scan. A typical J-V curve that can be obtained from these 

measurements is displayed in Figure 12. 

 

Figure 12: A representation of a current density – voltage (J-V) curve. The JSC, VOV and maximum power point 

(Vmp, Jmp) are indicated. 

The power density of a device will reach a maximum at a voltage (Vmp) that is close to the 

VOC and at the corresponding current density value (JMP), that is close to the JSC. This point is 

named the maximum power point (MP). This is the largest J-V product available, thus, to 

extract the most amount of power available from a device, solar cells should operate at the 

MPP. 24 The ideal J-V curve would be rectangular and the device would provide a constant JSC 

value, until the VOC was reached where the current density would drop to 0 V. A term called 

the fill factor (FF) describes the squareness of the J-V curve, and can be calculated using the 

MP as shown in Eq. 6. 

𝐹𝐹 =  
𝑃𝑀𝑃

𝐽𝑆𝐶𝑉𝑂𝐶
 

(6) 

Any resistance present in the device will have an effect on the FF. The two main parasitic 

resistances that affect performance are series resistance (RS) and shunt resistance (RSH). Series 

resistance arises from how resistive the materials within the solar cells are to current flow, 
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therefore, a series resistance will has the effect of reducing the FF of a device and a high series 

resistance will also reduce the JSC. On the other hand, a low shunt resistance means that there 

are alternative current paths available for the light generated current; this reduces the overall 

amount of current that flows through the junctions. Shunt resistance also reduces the voltage. 

Thus, a low shunt resistance has the effect of the reducing the FF of a device. 4, 25 

The FF, VOC and JSC, along with the incident light power density (PS), can be used to determine 

the power conversion efficiency (PCE, η) of a solar cell. For light that is equal to 1 sun, the PS 

is 1000 W. 4 Eq. 7 gives the equation for calculating the PCE of a device. 

𝜂 =  
𝐽𝑆𝐶𝑉𝑂𝐶𝐹𝐹

𝑃𝑆
 

(7) 

The PCE of a device is the parameter that is most commonly used to compare the performance 

of solar cells and as a result, the conditions of testing must be carefully controlled. Recognised 

test laboratories, such as those at N-Rel or Fraunhofer-ISE, independently confirm the 

efficiency of state of the art solar technologies under controlled conditions. 26 

2.4.1. Detailed Balance and the Shockley-Queisser Limit  

 

Fundamentally, detailed balance provides a basis for finding the maximum theoretical 

efficiency of photovoltaic devices. The upper limit is a consequence of the laws of physics 

and atomic processes that occur in solar cells. The model considers an ideal case, where the 

material absorbs light perfectly and is not reflective, so that all photons with energy greater 

than Eg are absorbed and result in the generation of an electron-hole pair. It is also assumed 

that there is perfect collection of the charge carriers and radiative recombination is the only 

allowed recombination route. This means that photocurrent is only a function of the band gap 

and the incident spectrum of light falling on the device. The net photocurrent of the device is 

the difference between the absorbed photon flux, which is distributed over a wide energy range 

over Eg, and the emitted photon flux. The emitted flux is due to the recombination of electrons 

and holes so is concentrated around photon energies that are close to Eg. As a result, the lower 

the band gap, the higher the photocurrent. As the voltage applied to a device increases, the 

photocurrent decreases because the emitted photon flux increases. At the VOC, the total 

absorbed flux is zero and the net photocurrent is also zero. If the voltage is increased past VOC, 

the device would act as a light emitting device, with the emitted photon flux exceeding the 

absorbed photon flux. 
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The assumption listed above means that the PCE limit a device can approach, is dependent on 

the band gap energy and the incident spectrum. If the incident spectrum is fixed at AM 1.5, 

the PCE only depends on the band gap. Figure 13 shows how efficiency varies with the value 

of Eg.  

 

Figure 13: A sketch of the efficiency as a function of the band gap. 

At small band gaps, the voltage produced by the device is too small to produce efficient 

devices as VOC and Vmp must always be less than the band gap. On the other hand, if the band 

gap is too large, whilst the VOC is large, the photocurrent is too small as the proportion of 

photons with E ≥ Eg is small. As a result, the maximum efficiency that can theoretically be 

reached by a single junction solar cell, hits approximately 33 % at a band gap value close to 

1.4 eV. 4, 27 

2.5. Band Gap determination Via the Optical 

Measurements of Thin Films 

 

Light can be used to examine most of the properties of a semiconductor, thus a range of optical 

measurements can be useful when characterising them. Absorption spectroscopy can be used 
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to determine the optical band of a material that lies in the near-infrared, visible and ultraviolet 

region of the electromagnetic spectrum. This technique is referred to as UV/Vis spectroscopy. 

At wavelengths of light that have an energy below the band gap, the absorption profile of a 

semiconductor is zero. However, once wavelengths of light, that have an energy equal to or 

greater than the band gap, have been reached, the absorption profile increases rapidly.  

UV/Vis absorption spectroscopy is commonly used for the characterisation of solutions. Here, 

a solution in a clear vessel (e.g. a cuvette) is placed directly in the path of light of a given 

wavelength. When the beam of light hits a solution, some of the incident light will be absorbed 

by the sample, a small portion of the light will be reflected and the remaining light will be 

transmitted through the sample. If a clear cuvette is used to measure an absorbing solute, in a 

non-absorbing solvent, the amount of light that is reflected is small and is often negligible. 

However, a background scan, using the clear cuvette and solvent can be taken first, to account 

for the minimal amount of reflection. The relationship between the intensity of the incident 

light (I0) and the transmitted intensity (I) allows the amount of light absorbed by the sample 

to be calculated. The Beer-Lambert law, shown in Eq. 8, describes the absorbance (A) of the 

sample. 

𝐴 = log (
𝐼0

𝐼
) =  𝜀𝐶𝐿 

(8) 

According to Beer’s law, the amount of light absorbed by the sample, is directly proportional 

to the number of molecules of the absorbing species that are present in the path of the light. 

Therefore, the absorbance of a sample can also be related to the extinction coefficient of the 

sample (ε), the concentration (C), and the path length that the light takes through the sample 

(L). The molar extinction coefficient is a characteristic of the absorbing species in the chosen 

solvent that determines how strongly a species absorbs light at a given wavelength. 28 

However. The Beer-Lambert law no longer holds true for a solid thin film that is supported on 

a substrate. Therefore, it is not possible to directly measure the absorbance of a thin film. 

Instead, the transmitted and the reflected light is measured separately and then the amount of 

light that has been absorbed can then be calculated. When it comes to the measurement of thin 

films, the amount of light that is reflected is no longer negligible and the reflection of light at 

each of the various interfaces within the sample must be considered. Hence, there is no suitable 

‘blank’ substrate for a solid film.  The optical properties of a solid are governed by the 

interaction between the solid and the electric field of the electromagnetic wave and therefore 

the interaction between light and a solid is now governed by the progressive wave equation. 
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Thus, the relationship between the absorption of light in a solid species and the extinction 

coefficient is different, and is described by Eq. 9. 

𝐼 =  𝐼0 exp (
−4𝜋𝑓𝜀𝑥

𝑐
) 

(9) 

Here, f is the frequency of light, x is the path length through the solid and c is the speed of 

light in a vacuum. For a solid, the absorption coefficient (α) can be related to the extinction 

coefficient as shown in Eq. 10. 

𝛼 =  
4𝜋𝑓𝜀

𝑐
 

(10) 

Radiation is absorbed by a solid to an extent that depends on both the wavelength of radiation 

and the thickness of the solid medium. Therefore, α can be described as the reciprocal of the 

depth of penetration of the incident light into the bulk solid. This gives the relationship shown 

in Eq. 11. Where x is the thickness of the solid. 29, 30 

𝐼 =  𝐼0 𝑒−𝛼𝑥 

(11) 

The multiple interfaces that the light will encounter within the sample must be considered. 

The incident light first experiences an interface between the ambient air and the front face of 

the thin film. Here, a portion of the light will be reflected (R) and the remaining portion of 

light ((1-R)I0), will pass through the interface into the film. A fraction of the light will be 

absorbed by the solid film, as expressed above in Eq. 11, thus, the light intensity that had 

travelled through the bulk of the film, to the back interface is ((1-R)I0e-αx). At the back 

interface, a fraction of the remaining light will be reflected back into the film (R(1-R)I0e-αx). 

The leftover fraction of light ((1-R)2I0e-αx) is transmitted out of the back of the film. This is 

the light that is available to be detected. 

However, the light reflected internally into the film, will travel through the thin film again to 

the front interface. Again some light is absorbed by the film during this process, so the light 

hits the front interface with an intensity of R(1-R)I0e-2ax. Here, some light is transmitted out of 

the front face of the film, whilst another internal reflections occurs. This process happens 

repeatedly inside the thin film and is depicted in Figure 14. 31, 32 
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Figure 14: A schematic diagram of the interaction of light within a thin film. 

The overall transmittance is a sum of all of the light, which is lost out of the back of the film. 

It can be expressed by the infinite series, shown in Eq. 12. 

𝑇 = (1 − 𝑅)2𝐼0𝑒−𝛼𝑥 + 𝑅2(1 − 𝑅)2𝐼0𝑒−3𝛼𝑥 +  𝑅4(1 − 𝑅)2𝐼0𝑒−5𝛼𝑥 + ⋯ 

(12) 

However, for ease, this series can be simplified to Eq. 13. 31 

𝑇 =
(1 − 𝑅)2𝑒−𝛼𝑥

(1 − 𝑅)2𝑒−2𝛼𝑥
 

(13) 

For materials which are highly absorbing, the αx term is very large and thus the second term 

in the denominator can be approximated to 0. This yields Eq. 14. This is case for most 

materials that are used as absorbers for solar cells.  

𝑇 = (1 − 𝑅)2𝑒−𝛼𝑥 

(14) 

Thus, the absorbance can be calculated through the combination of Eq. 14 with Eq.11 and Eq. 

8. This gives Eq. 15 and Eq. 16. 33 
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𝑇 =  
𝐼

𝐼0
 (1 − 𝑅)2 

(15) 

𝐴 =  −log (
𝑇

(1 − 𝑅)2
) 

(16) 

The collection of the transmission spectrum is simple. The solid thin film, it is placed into the 

path of the beam and the light that is transmitted out of the other side is collected as the 

transmission spectrum. However, the reflection spectrum is more complicated. The overall 

reflection of the film is made up of the specular and diffuse reflections. Specular reflection 

occurs when the reflected light has an angle of reflection that matches the angle of incidence. 

The amount of specular reflection is higher in thin films with a smoother surface. The diffuse 

reflection has no singular defined angel of reflection and the light is reflected back at all 

angles. Thin films with a rougher surface have more diffuse reflection. 31 As a result, both 

types of reflection must be measured to obtain the reflection spectrum. To measure the 

reflection spectrum, the thin film is placed at the back of an integrating sphere. However, it is 

important that a low angle (often 8°) wedge is placed between the sphere and the sample. 

When the light hits the sample, the diffuse reflection is reflected back at all angles, thus the 

light is caught within the integrating sphere and collected. The 8° wedge is important for the 

measurement of the specular reflection. This prevents the problem whereby if the thin film 

surface was placed directly perpendicular in the path of the beam, the specular reflection 

would be reflected back in the direction of the incident beam, exiting the integrating sphere 

without being collected. With the use of the 8° wedge, the specular reflection is offset from 

the incident beam by 8°, causing it to be collected by the integrating sphere. Whilst this 

measurement provides a sufficiently good approximation of the reflection of a thin film 

sample, it is not completely accurate.  

2.5.1. Tauc Plots 

 

To estimate the band gap, it is possible to plot the thin film absorption vs photon energy. The 

point of the absorption onset is indicated by a sharp linear rise in absorption. The onset in 

absorption is caused by the band to band transition of electrons, when energy greater than the 

band gap energy is absorbed. The point of the onset can then be interpolated along the linear 

region of the graph to the X axis, where the band gap value can be determined. This method 

can provide an estimate of the band gap of a material. However, there can be issues when a 

material has multiple band edges at similar energies. Multiple band edges can occur as a result 
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of defects in the semiconductor crystal. Defects can result in a spread of energy levels and 

cause the density of states near the CB minima and VB maxima to decay with energy into the 

band gap, instead of there being a sharp cut off. Defects are particularly common on the surface 

of a thin films, due to the loss of coherence of the crystal at the surface. To make up for this, 

the surface atoms will relax in an attempt to minimise the surface energy. Consequently, the 

crystal lattice and the molecular orbitals at the surface will distort. These defects cause a slight 

difference in the band gap at varying points across the surface of the thin film, resulting in a 

more gradual absorption onset. This gradual onset is referred to as the Urbach tail. 4, 34 The 

Urbach tail can make determination of the onset more difficult, meaning it is hard to accurately 

determine the band gap. Thus, to mitigate these effects, the Tauc transformation can be 

performed on the data and a Tauc plot can be constructed. This requires a mathematical 

transformation which minimises the contribution of the Urbach tail. 35  

To conduct the Tauc transformation, (αhν)1/r is plotted Vs photon energy, where α is the 

absorption coefficient, hν is the photon energy and r corresponds to the type of band transition 

that is responsible for the absorption onset. For a direct, allowed transition r = ½. The Tauc 

plot will be flat at energies below the band gap. 36 The gradient of the plot will increase rapidly 

around the band gap energy and will become linear. By extrapolating the linear region of the 

plot towards the X axis intercept, the band gap energy can be found. In the case that the 

thickness of the thin film is unknown, the value of αx can be used instead and (αxhν)1/r can be 

used for the Tauc transformation. This does not affect the overall shape of the Tauc plot, but 

has the effect of altering the scale of the plot. Nonetheless, the determination of the band gap 

does not change. Figure 15 demonstrates the Tauc plot. 
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Figure 15: A sketch of a Tauc plot, indicating the band gap energy (Eg) 

 

2.6. Using semiconductors for Water Splitting 

Water splitting is the first step of photosynthesis and requires the conversion of water into 

hydrogen and oxygen gas, through the overall chemical equation shown in Eq. 17. 

2𝐻2𝑂 (𝑙) → 2𝐻2 (𝑔) +  𝑂2 (𝑔) 

(17) 

This can be split into two half equations; the water oxidation (oxygen evolution) and the water 

reduction (hydrogen evolution) equations, shown in Eq. 18 and 19 respectively. These 

equations describe water splitting under acidic conditions. 

2𝐻2𝑂 → 4𝐻+ + 𝑂2 + 4𝑒−  

(18) 

4𝐻+ + 4𝑒−  →  2𝐻2 

(19) 
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The water oxidation reaction has a required potential of 1.23 V (Vs SHE) whereas the water 

reduction reaction requires 0 V (Vs SHE). Thus, the overall water splitting reaction has a 

required thermodynamic potential of 1.23 V (Vs SHE). This means that water splitting is a 

process that is not thermodynamically spontaneous and it requires external energy. 37 

However, due to the kinetic barriers of transferring four electrons, additional energy, above 

1.23 V, is required. This extra energy is termed the overpotential. Water oxidation catalysts 

are often used to help reduce the amount of overpotential required. 38 When the required 

external voltage is applied to the electrodes, water oxidation occurs at the anode and water 

reduction occurs at the cathode. During the oxidation process, electrons are transferred from 

the water to an acceptor state in the electrode.  

It is possible to use wide band gap semiconductors to provide the potential required for water 

oxidation. This can occur simply by placing the illuminated semiconductor in contact with the 

electrolyte as the photoanode. The holes that are generated by the semiconductor 

photoelectrochemical (PEC) anode are able to oxidise the water molecules, and the electrons 

flow around the circuit to the cathode.  Consider a PEC electrode consisting of a thin layer of 

a semiconductor. A barrier junction is established at the interface between the surface of a 

semiconductor and liquid electrolyte. If the electrolyte contains a redox couple, charge can be 

transported to and from the surface of the semiconductor. Charge transfer will occur across 

the interface until equilibrium is established and the Fermi level of the semiconductor is equal 

to the redox potential of the electrolyte. This establishes a space charge layer in the 

semiconductor and causes there to be an electric field at the interface; this is essential for 

charge separation. This is shown in Figure 16. There will also be a built in bias, established in 

the dark condition, due to the difference in the vacuum levels of the semiconductor and counter 

electrode (CE) 
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Figure 16: A schematic band diagram of an n-type semiconductor-electrolyte heterojunction at equilibrium. EHER 

and EOER are the standard potentials for the hydrogen evolution reaction and the oxygen evolution reaction 

respectively. Φn-type denotes the work function of the n-type semiconductor, Φe denotes the work function of the 

electrolyte and ΦM denotes the work function of the metal counter electrode. 

As a result of the space charge region in the semiconductor, a balancing charged layer is 

formed in the electrolyte. This layer is called the Helmholtz double layer, and results from a 

redistribution of ions or solvent molecules at the surface to counter the charge of the 

semiconductor surface; thus, there is a small potential drop across this layer. When a potential 

is applied to the metal counter electrode, the potential drops across the double layer at the 

electrode surface, as shown in Figure 16. The electrolyte has a redox potential (E°), referenced 

to the standard hydrogen electrode (SHE), this is essentially the Fermi level of the solution. 39 

The electrolyte also has two energy levels, that of the oxidised form and that of the reduced 

form. In the case of water, this equates to the oxygen and hydrogen gas products from the 

oxygen evolution reaction (OER) and the hydrogen evolution reaction (HER). We can relate 

these to the standard potential energies for the two evolution reactions that occur 

simultaneously at the anode (OER) and the cathode (HER), these should be theoretically 

separated by 1.23 V. In order for water oxidation and reduction to occur, the energy levels of 

the electrolyte should lie within the band gap of the semiconductor, thus the semiconductor 

needs a band gap wide enough to accommodate this requirement. The three potentials are pH 

dependant, the position of these energies will change with respect to the vacuum level, 

however, the relative energy gap between the CB edge, and EHER is not affected by pH. 40 
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Under illumination, the Fermi level in the semiconductor will split, thus the concentrations of 

the photogenerated electron-hole pairs are defined by the quasi fermi levels. The quasi-Fermi 

levels are a representation of the electrochemical potential of the electrons and holes under 

illumination. 41 The redox potential of the electrolyte does not change. The band bending at 

the interface is also reduced. Figure 17, demonstrates the system under illumination. 

 

Figure 17: A simplified schematic band diagram of an n-type semiconductor-electrolyte heterojunction under 

illumination 

Depending on the type of semiconductor doping, under illumination with light with E ≥ Eg, 

charge carriers will be generated within the semiconductor and electrons will be transferred 

either to or from the semiconductor surface. In the case of the n-type semiconductor in Figure 

17, electrons can flow from the electrolyte to the semiconductor surface, as there are unfilled 

energy levels in the conduction band of the semiconductor, that can accept an electron from 

the solution. Therefore, the semiconductor surface gains a negative charge. The electrolyte, 

close to the semiconductor working electrode (WE) gains a positive charge producing a 

photovoltage. The photovoltage can be described as a product of the electrostatic raising of 

the semiconductor Fermi level with respect to the redox potential. 42 The field in the space 

charge region means that photogenerated holes are able to flow from the semiconductor to the 

electrolyte, oxidising the water molecules. At the same time, the photogenerated electrons can 

flow through the external circuit, to the counter electrode (CE) to reduce the water. However, 

this will only occur if the VB potential is more positive than EOER and the CB potential and 

the counter electrode Fermi level is more negative than EHER.  41 As a result, often the 
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application of an external bias is needed to raise the level of the CB and the EFn. A simplified 

band diagram of this is shown in Figure 18.  

 

Figure 18: A simplified energy diagram for a n-type semiconductor photoannode, depicting water oxidation at 

the surface of the photoanode WE and water reduction at the cathode CE. 

The Faradaic efficiency is a useful parameter for determining how efficient photoanodes are 

and can also help to verify that the photocurrent produced is a product of water splitting and 

is not due to photocorrosion of the electrodes. It is expressed as a ratio of the experimental gas 

evolution vs the theoretical gas evolution; this is shown in Eq. 20. 

𝐹𝑎𝑟𝑎𝑑𝑎𝑖𝑐 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =  
𝑂𝑥𝑦𝑔𝑒𝑛 𝐸𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑

(
(

𝐽𝑝ℎ𝑜𝑡𝑜 𝐴 𝑇
𝑒 )

4 ) / 𝑁𝐴

 𝑥 100 % 

(20) 

The theoretical gas evolution is calculated using Jphoto as the photocurrent density (A cm-2) that 

is generated over a time T (s), A is the illuminated area of the photoelectrode (cm2), e is the 

charge of an electron and NA is Avogadro’s constant. The incident photon to current efficiency 

(IPCE) can also be used to assess the efficiency of a photoanode. Here the current is measured 

across a range of fixed incident wavelengths and the IPCE is defined as the number of 

photogenerated charge carriers that contribute to the photocurrent, per incident photon.  
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The solar to hydrogen conversion efficiency (ηSTH) is also commonly quoted. The solar to 

hydrogen conversion efficiency expresses the ratio between the total energy input from 

sunlight at 1 sun irradiation and the total generated energy. This is expressed in Eq. 21. 

𝜂𝑆𝑇𝐻 =  
Δ𝐺 𝑟𝐻2

𝑃𝑠𝑢𝑛 𝐴
 

(21) 

Where ΔG is the Gibbs free energy for the water splitting reaction of 237 kJ mol-1, rH2 is the 

rate of the hydrogen production (mol s-1), Psun is the light intensity and A is the area of the 

illuminated photoelectrode (cm2). 41 However, if an external bias is applied to the system, then 

added electrical energy must be subtracted. The solar to hydrogen efficiency can also be 

calculated easily using the Faradaic efficiency. 43 The equation is shown is Eq 22. 

𝜂𝑆𝑇𝐻 =
𝐽 ∗ 1.23 𝑉 ∗ 𝜂𝐹

𝑃𝑆𝑢𝑛
 

(22) 

 

Using a simple semiconductor surface as the photoanode presents some disadvantages. Many 

materials will react or degrade upon contact with water, especially under illumination. This is 

the case with perovskite materials. As a result, full photovoltaic devices can be protected or 

encapsulated and water oxidation can take place on the front surface of the device. 44 However, 

the band diagram here is more complicated, due to the multiple layers used in the device. This 

creates additional junctions within the device and the properties of the protecting layer, where 

the water oxidation reaction occurs, must also be considered. 
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Chapter 3. Experimental Methods 
 

3.1. CsPbBr3 Thin Film Deposition and Solar Cell 

Fabrication Materials and Methods 
 

All processes were conducted in ambient conditions, outside of a glovebox. 

3.1.1. FTO Glass Preparation 

 

Fluorine-doped Tin Oxide glass (TEC 15), with a thickness of 2.3 mm and resistivity of 15 

Ω/sq (Sigma-Aldrich) was cut into 2.5 x 2.5 cm pieces. A line with ~ 5 mm thickness, was 

etched from one edge of the glass slide, using 2 M HCl and Zn powder (Sigma-Aldrich). 

The cut and etched FTO glass was then cleaned thoroughly. It was placed in a vertical staining 

jar filled with 2% Hellmanex in deionised water and sonicated in an ultrasonic bath at 60 °C 

for 15 min. The Hellmanex solution was discarded and the jar was then sequentially filled 

with deionised water, acetone, isopropanol and ethanol. The glass was rinsed with deionised 

water and ultra-sonicated at 60°C between each step. The cleaned glass was dried quickly with 

nitrogen gas and placed in a UV/Ozone cleaner for 20 min before use. 

3.1.2. c-TiO2 Deposition 

 

The c-TiO2 precursor solution was prepared by diluting 549 μL of titamium 

diisopropoxide(bisacetylacetoneate) (75 wt% in IPA) (Sigma-Aldrich) in 10 mL of EtOH. The 

FTO glass substrates were preheated in a furnace at 500 °C for 10 min, before being transferred 

to a covered hotplate at 500 °C. The TiO2 precursor solution was sprayed, using a 

chromatography sprayer, onto the surface of the substrates, whilst on the hotplate, periodically 

over 4 min at 30 s intervals. The substrates were then post annealed at 500 °C for 10 min in a 

furnace. 

3.1.3. m-TiO2 Deposition 

 

The m-TiO2 layer was deposited as follows. 30 NR-D titania paste (Greatcell Solar) diluted 

with EtOH (150 mg/mL) and stirred vigorously overnight. The solution was deposited onto 

the substrates through spin-coating 100 μL of solution at 4000 rpm for 10 s, before being dried 

on a hotplate at 120 °C for a few minutes, then annealed at 350 °C for 15 min and then further 

annealed in a furnace at 550 °C for 15 min. After cooling, the m-TiO2 was doped with lithium 

using a solution of bis(trifluoromethane)sulfonimide lithium in acetonitrile (10 mg/mL). 100 
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μL of the solution was spin coated onto the substrates at 3000 rpm for 10 s, before being dried 

at 120 °C, then annealed at 350 °C and 550 °C for 15 min each. 

3.1.4. SnO2 Deposition 

 

A solution of tin oxide (IV) (15 % in H2O colloidal dispersion) (Alfa Aesar) and deionised 

water was prepared in a 1:5 ratio and placed in an ultrasonic bath at room temperature for 10 

min. The solution was then filtered using a 0.45 μm PTFE filter. 130 µl of the filtered solution 

was spin coated onto the c-TiO2 substrates at 4000 rpm for 30 s. The substrates were then 

annealed on a hot plate at 180 ° C for 1 h. 

3.1.5. PbBr2 Deposition 

 

The CsPbBr3 perovskite layer was deposited using a two-step method. A 1 M solution of PbBr2 

was prepared by dissolving PbBr2 (98 %) (Sigma-Aldrich) in DMF (anhydrous) (Sigma-

Aldrich) and stirred at 70 °C, before being filtered using a 0.45 μm PTFE filter. The substrates 

were held at 70 °C for ~ 5 min before 120 μL of PbBr2 was deposited via spin coating at 2500 

rpm for 30 s. The substrates were then annealed at temperatures between 70 - 90 °C for 45 

min. After cooling to room temperature the PbBr2 was converted to CsPbBr2.  

3.1.6. CsPbBr3 Conversion 

 

3.1.6.1. Dipping Method 

 

A 0.08 M CsBr solution was prepared by dissolving CsBr (99.9 %) (Sigma-Aldrich) solution 

in MeOH at 50 °C. Glass staining jars were also preheated at 50 °C. The CsBr/MeOH solution 

was placed into the warmed staining jars and the PbBr2 substrates were then immersed in the 

solution for 50 min, whilst the temperature was held at 50 °C. The substrates were then 

annealed on a hotplate 250 °C for 30 min. 

3.1.6.2. Spin Coating Method 

A 0.07 M CsBr solution was prepared by dissolving CsBr (99.9 %) (Sigma-Aldrich) solution 

in MeOH at 50 °C. 100 μL of the CsBr solution was deposited onto the substrates and left on 

the surface for 5 s, before spin coating at 3000 rpm for 30 s. The substrates were annealed at 

250 °C for 5 min. The spin coating and annealing process is then repeated as many times as 

was necessary to achieve full conversion from PbBr3 to CsPbBr3. Often this process was 

repeated seven times. 
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3.1.7. Carbon electrode deposition 

 

The substrates were cut in half. A carbon electrode was deposited directly on top of the 

CsPbBr3 layer via doctor blading of the carbon paste (Sun Chemical) and the substrates were 

annealed in a furnace at 360 °C for 30 min. Finally silver conductive paint (RS Components) 

was painted on to the cells to create contacts. 

3.1.8. B Site Substitution in CsPbBr3 

 

The following metal-bromide salts were used: ZnBr2 (Anhydrous, 99.99 %) (Sigma-Aldrich), 

CuBr (Anhydrous, 99 %) (Sigma-Aldrich), NiBr2 (Anhydrous, 99.99 %) (Sigma-Aldrich), 

CoBr2 (Anhydrous, 97 %) (Alfa Aesar), FeBr2 (Anhydrous, 98 %) (Sigma-Aldrich), MnBr2 

(Anhydrous, 99 %) (Alfa Aesar) and TbBr3 (Anhydrous, 99.99 %) (Sigma-Aldrich). The 

powdered metal-bromide salts were added to PbBr2 in the required ratios (0.2, 0.5, 1.0 and 3.0 

%) and dissolved in DMF (anhydrous) (Sigma-Aldrich). The solutions were heated and stirred 

at 80 °C until dissolved and a clear solution was achieved. Sonication in a water bath at 80 °C 

was required for NiBr2, FeBr2 and MnBr2. The metal ion containing PbBr2 solutions were 

filtered using a 0.45 μm PTFE filter, and then deposited onto the substrate as described in 

section 3.1.5. The films were then converted to CsPb1-XMXBr3 using the method described in 

section 3.1.5.  

The CsPb1-XMXBr3 devices were fabricated following the procedures described throughout 

section 3.1.  

3.2. CsPbBr3 Devices for Water Oxidation 
 

3.2.1. CsPbBr3 Device Encapsulation 

 

Planar carbon CsPbBr3 devices were encapsulated, first by sticking a self-adhesive graphite 

sheet (GS) (Panasonic, 1000W m-1 K-1), with a thickness of either 25, 70 or 160 μm on top of 

the carbon layer. These encapsulated devices formed with TiO2|CsPbBr3|Carbon|GS 

photoanodes. 

The device was then placed in front of a Teflon block, with a 1 cm diameter hole cut out and 

O-ring around the edges on either side. A glass microscope slide was placed the other side of 

the Teflon block and the stack was clamped together.  
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3.2.1.1. Graphite Sheet Preparation 

 

Before being placed on the CsPbBr3 device, the GS was soaked in a solution of [2-(pyridine-

2-yl)-2 propanato]iridium(IV) dimer solution (1 mM in 0.1 M aqueous NaIO3, Strem 

Chemicals) for 48 h. The GS was rinsed with deionised water and air dried. 

3.2.1.2. Graphite Sheet Ozone Treatment 

 

In some cases, the GS was pre-treated with UV/ozone before the WOC was applied. The GS 

was placed in a UV/Ozone cleaner for 2 h. 

3.2.1.3. Graphite Sheet K2HPO4 Treatment 

 

In some cases, the GS was pre-treated with K2HPO4 (1 M, aqueous) and held at 2 V Vs 

Ag/AgCl for 1 h. 

3.2.1.4. Graphite Sheet without Adhesive Layer 

 

In some cases, it was required to attach a GS layer, without the self-adhesive layer, to the 

CsPbBr3 device. In this case, during the fabrication of the CsPbBr3 devices, described in 

section 3.1, after the Carbon paste was applied (section 3.1.7), it was annealed at 100 °C for 5 

min. A small amount of carbon paste was applied to one side of the GS using a cocktail stick, 

and the GS was then placed onto the carbon electrode of the CsPbBr3 device. Pressure was 

applied to the GS, using a microscope slide, to ensure good contact with the carbon electrode 

below. A small weight was placed onto of the GS and the CsPbBr3|GS devices were annealed 

at 360 °C for 30 min. 

3.2.1.5. Graphite Sheet TiO2 Treatment 

 

In the cases where it was required to deposit c-TiO2 onto the non-adhesive GS, the GS was 

first pre-heated in a furnace at 500 °C for 5 min. The TiO2 precursor solution was prepared as 

described in section 3.1.2. The pre-heated GS substrates were placed onto a hot plate at 500 

°C, and the TiO2 precursor solution was sprayed onto the GS periodically at 30 s intervals. 

The substrates were sprayed between 4 and 12 times. 
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3.3. Characterisation methods 

 

The common methods that have been used to characterise the materials and devices are 

outlined below. These methods have been used throughout the work in this thesis, unless stated 

otherwise. 

3.3.1. X-ray Diffraction 

 

Powder X-ray diffraction (XRD) patterns were collected from thin film samples using a 

STSDI P diffractometer in reflection mode. Cu Κα radiation (λ= 1.54056 Å) was used at 298 

K. 

3.3.2. UV/Vis Spectroscopy 

 

Optical thin film transmission and reflectance measurements were obtained using a Perkin-

Elmer Lambda 650S UV/Vis spectrometer. Baseline measurements were taken using FTO 

glass. Both transmission and reflectance measurments were collected in % T mode between 

the range of 800 – 350 nm. Tauc plots were constructed by plotting (αxhν)1/r against the photon 

energy in eV. Where α is the absorption coefficient, x is the unknown thickness of the thin 

film and r = ½, corresponding to a direct and allowed transition. This is described in detail in 

Chapter 2. The absoption coefficient, αx, was calculated using Eq.1, where R is the reflectance 

and T is the transmission of light through a thin film. 

𝛼𝑥 = ln (
(1 − 𝑅)2

𝑇
) 

(1) 

  

3.3.3. Atomic Force Microscopy (AFM) 

 

AFM images were taken using a Nanosurf easy scan 2 FlexAFM system in phase contrast 

mode, using a ContAl-G tip. 

3.3.4. J-V Measurements 

 

J-V  curves were measured using a solar simulator, Class AAA, with a HMI Lamp (200 W/ 

70 V) under AM1.5, 1 sun light intensity and a Keithley 2601 A potentiostat. To calibrate the 
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light, a WPVS reference cell (Fraunhofer ISE) was used in accordance with international 

standard requirements of IEC 60904-2. Only the active area of the device was exposed and 

the non-active area was masked. The device was held at 1.6 V under illumination for 5 s, 

before scanning in reverse. The voltage was swept from 1.6 V to 0 V and then back to 1.6 V. 

A scan rate of 100 mV s-1 was used. 

3.3.5. Incident Photon to Current Efficiency (IPCE) Measurement  

 

The incident photon to current efficiency (IPCE) measurements were performed from 800 nm 

to 350 nm, with the light source passing through a monochromator. Calibration was carried 

out using a Bentham GaAs reference photodiode (0.47 PD) and this reference photodiode was 

used to assist the calculation of the IPCE of the measured device. The IPCE values were 

calculated as shown in Eq. 2. Where isample is the current measured from the sample, iDioide is 

the current measured from the reference diode and QE is the quantum efficiency of the 

reference diode. 

𝐼𝑃𝐶𝐸 =  
𝑖𝑆𝑎𝑚𝑝𝑙𝑒

𝑖𝐷𝑖𝑑𝑜𝑑𝑒
 𝑥 𝑄𝐸𝐷𝑖𝑑𝑜𝑑𝑒 

(2) 

3.3.6. Scanning Electron Microscopy (SEM) & Energy Dispersive X-ray (EDX) 

 

SEM images were taken using a JEOL JSM-6480LV at an acceleration voltage of 10 kV. 

Energy Dispersive X-ray (EDX) using an Oxford INCA X-ray analyser, was used for analysis 

of the elemental distribution throughout the sample. 

3.3.7. Fourier-Transform Infrared Spectroscopy 

 

FTIR spectra were collected using a Perkin Elmer Frontier FTIR instrument. Spectra were 

acquired between 800 and 3500 cm-1. 

3.3.8. X-Ray Photoelectron Spectroscopy (XPS) Measurements 

 

XPS data collection was performed at the EPSRC National Facility for XPS (HarwellXPS), 

operated by Cardiff University and UCL. X-ray photoelectron spectroscopy (XPS) was 

performed on a Thermo Fisher Scientific K-alpha+ spectrometer.  Samples were analysed 

using a micro-focused monochromatic Al X-ray source (72 W) using the “400-micron spot” 

mode, which provides an analysis defining elliptical X-ray spot of ca. 400 x 600 microns.  

Data was recorded at pass energies of 150 eV for survey scans and 40 eV for high resolution 
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scan with 1 eV and 0.1 eV step sizes respectively.  Charge neutralisation of the sample was 

achieved using a combination of both low energy electrons and argon ions. 

Data analysis was performed in CasaXPS v2.3.24 after calibrating the data to the lowest C(1s) 

component taken to have a value of 284.8 eV. Quantification was made using a Shirley type 

background and Scofield cross sections, with an electron energy dependence of -0.6. 

3.4. Electrochemical Measurements 

 

Throughout this thesis, electrochemical measurements were performed using a three electrode 

system. Pt wire and Ag/AgCL electrodes were used as the counter electrode and reference 

electrode, respectively. The measured potentials were converted to the reversible hydrogen 

electrode (RHE) scale using Eq. 3. Where Vref is the potential measured at the reference 

electrode and E0vsSHE is the potential of the reference electrode with respect to the standard 

hydrogen electrode (SHE). 

𝑉𝑅𝐻𝐸 =  𝑉𝑟𝑒𝑓 + (0.059 ∗ 𝑝𝐻) +  𝐸0𝑣𝑠𝑆𝐻𝐸 

(3) 

3.4.1. Linear Sweep Voltammetry (LSV) 

 

LSV measurements were collected to assess the performance of the TiO2|CsPbBr3|Carbon|GS 

photoelectrodes. LSV data was collected using a Compactstat Ivium potentiostat under 

simulated solar chopped, illumination (AM 1.5 G filtered 100 mW cm-2), with a 100 W Xe 

source. Measurements were performed at a scan rate of 50 mV s-1, in A 0.1 M KNO3 solution, 

adjusted to pH 2.5 using HNO3. 

3.4.2. Cyclic Voltammetry (CV) 

 

CV measurements were used to observe the Ir-based WOC on the surface of the GS. All CV 

measurements were performed using a Metrohm autolab potentiostat-galvanostat. A 0.1 M 

KNO3 solution was used, adjusted to pH 2.5 using HNO3. Measurements were performed at a 

scan rate of 50 mV s-1, in A 0.1 M KNO3 solution, adjusted to pH 2.5 using HNO3. 
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3.4.3. Chronoamperommetry 

 

Chronoamperommetry was performed on the TiO2|CsPbBr3|Carbon|GS based photoanodes. 

These measurements were carried out to observe the stability of the photocurrent. Potentials 

between 0 and 1.56 V were applied to the working electrode. In some cases the applied 

potential was raised by 0.2 V at 5 min intervals. The measurements were carried out using a 

Compactstat Ivium potentiostat under simulated solar illumination (AM 1.5 G filtered 100 

mW cm-2), with a 100 W Xe source. Measurements were performed in A 0.1 M KNO3 

solution, adjusted to pH 2.5 using HNO3. 

3.4.4. Open Circuit Potential (OCP) and Photovoltage Measurements 

 

OCP measurements were performed in the PEC cell, when the current flowing through the 

system was set to 0 A. The photovoltage was calculated by subtracting the OCP value 

measured in the dark from the OCP value measured under 1 sun illumination (AM 1.5 G 

filtered, 100 mW cm-2). Measurements were performed in A 0.1 M KNO3 solution, adjusted 

to pH 2.5 using HNO3. 
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Chapter 4. Planar Carbon CsPbBr3 Baseline Device 

Improvement 
 

4.1. Introduction 

 

One of the first reports of CsPbBr3 solar cells was by Kulbak et. al. in 2015, 1 in which CsPbBr3 

was investigated as the absorber layer in a variety of common PSC architectures with different 

ETL and HTL materials. The report concluded that the cell architecture FTO/c-TiO2/m-

TiO2/CsPbBr3/PTAA/Au gave rise to the cells with the best efficiency of 5.95 %. Since 2015, 

the use of CsPbBr3 as an absorber layer has continued to be investigated and the highest 

efficiency CsPbBr3 devices are now reaching efficiencies above 10 %. 2, 3 In 2019 a CsPbBr3 

PSC was reported reaching an efficiency of 10.91 % with a simple n-i-p cell architecture of 

FTO/c-TiO2/CsPbBr3/spiro-OMeTAD/Ag. 4 However, this was topped by Zhou et. al. in 2021, 

who reported that an efficiency of 11.08 % could be reached using a planar carbon cell 

architecture, through the incorporation of Ti3C2Clx MXene into the bulk and surface of the 

CsPbBr3 film. 3  

Recently, HTM free CsPbBr3 PSCs have become popular. 5 As previously mentioned in 

Chapter 1, many HTMs are made from expensive, organic materials, so there has been great 

interest in finding alternatives. When Kulbak et. al. investigated a mix of different device 

architectures, the use of no HTML at all was studied; the HTML free device exhibited an 

efficiency of 5.47 %. 1 Following this, many other HTM free CsPbBr3 devices have published 

in the literature, with many choosing to use a planar carbon electrode, deposited directly on 

top of the perovskite layer. 6, 7, 8  The first report of planar carbon CsPbBr3 PSCs comes from 

Liang et. al. in 2016, where FTO/c-TiO2/m-TiO2/CsPbBr3/carbon devices were fabricated, 

achieving a champion cell with a PCE reaching 6.7 %, although, it was noted that the average 

PCE, over 40 devices, was 5.4 %. 9 Over the past 6 years, this efficiency has slowly improved 

due to focus on fixing a range of issues that exist within these devices. For example, interface 

engineering is a strategy that is often employed to improve the physical contact and the energy 

level difference, between two layers within the cells. In CsPbBr3 planar carbon cells, there are 

two main interfaces that can be improved: the interface between the electron transport layer, 

often TiO2, and the perovskite layer, or the interface between the perovskite and the carbon 

layer. Improving the interfaces can help remove the causes of severe charge recombination 

which may occur at either site; this is desirable for improving the JV characteristics of a 

device, and thus ultimately the efficiency.  
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There are numerous studies in the literature that seek to improve the interface between the 

ETL and the CsPbBr3. Liu et. al. proposed a bilayered ETL, wherein a thin layer of SnO2 was 

deposited upon a c-TiO2 layer. 8 It was observed that after the addition of the SnO2, the 

roughness of the ETL surface was decreased and it was hypothesised that the reduced 

roughness facilitated the growth of a high quality perovskite film, which exhibited a smoother 

surface, with fewer defects. The higher quality, smooth film, allowed for better contact 

between both the ETL and the perovskite, and also between the perovskite and the carbon. 

The incorporation of the SnO2 layer was found to have a beneficial effect on the JSC and the 

PCE. Other strategies focus on the inclusion of small molecules to passivate defects on the 

TiO2 surface and perovskite surface at the interface. Defects on the surface of the TiO2, such 

as Ti3+ trap states, oxygen vacancies, or cations on interstitial sites on the surface of the 

perovskite, have been reported to decrease the electron extraction ability of the TiO2. 10
 For 

example, Zhu et. al. introduced the simple small molecule, NH4Cl, to the TiO2/CsPbBr3 

interface and observed an increase in charge extraction, resulting in an increase in PCE from 

6.59 % to 9.60 %. 11 It was suggested that the Cl- anions passivated the oxygen vacancies on 

the TiO2 surface, and the NH4
+ cation bonds with uncoordinated ions in the perovskite thus 

also passivating defects at the surface of the perovskite. Zhu et. al. also employed this strategy 

when using 2,2’-methylenebis(4-ter-octyl-6-benzotriazole phenol), which is also known as 

UV-360, this time suggesting that the hydroxyl groups in the UV-360 would passivate the 

TiO2 oxygen vacancies, whilst the triazole groups would ‘combine’ with the uncoordinated 

lead or cesium perovskite ions. However, this time it was suggested that the advantage of 

using UV-360 over NH4Cl, was that it would absorb high energy UV light which would help 

reduce and slow photodecomposition of the PSCs. Using UV-360 a champion device, with a 

marginally improved PCE of 9.61 % was achieved. The UV360 devices also exhibited 

increased stability under continuous illumination and UV light soaking conditions, with the 

UV-360 modified device retaining 84 % of the initial efficiency after 300 h, whereas the 

control device only retained 49 %. 12  

The work in this chapter builds upon the methodology that has been previously used in the 

PJC group to fabricate CsPbBr3 planar carbon cells, 13 and investigates a range of methods 

that can be employed to achieve high performing devices more consistently. The planar carbon 

cell architecture is shown in Figure 1. All the layers included in the CsPbBr3 planar carbon 

devices were deposited as described in Chapter 3, 
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Figure 1: CsPbBr3 planar carbon (FTO|TiO2|CsPbBr3|Carbon) device architecture. 

 

4.2. CsPbBr3 Thin film deposition methods 

 

CsPbBr3, is nearly always made using a two-step deposition method. 14 This is a result of 

solubility issues with CsBr, as it does not readily dissolve in commonly used perovskite 

solvents such as DMF or DMSO. 15 This solubility problem can cause morphology issues 

when using a one-step deposition method, with the CsPbBr3 thin films often exhibiting a great 

number of pinholes and a large excess of CsBr on the surface. 1  

Two common, solution based, two-step methods of making CsPbBr3 thin films are reported. 

13, 7, 16, 17 The first method, that was originally used in the PJC lab, is the ‘dipping method’. The 

dipping method requires a layer of PbBr2 to be deposited through spin coating and then it is 

annealed, before the PbBr2 film is dipped in a solution of CsBr in methanol for a set amount 

of time. During the dipping time, the Cs+ ions can intercalate into the PbBr2 lattice and a 

yellow, CsPbBr3 thin film is formed. However, if the film is not immersed in the CsBr solution 

for long enough, a Pb-rich phase of CsPb2Br5 will form. The Pb-rich phase occurs because not 

enough Cs+ ions have been intercalated thus CsPbBr3 cannot form stoichometrically. This 

phase has a tetragonal unit cell and forms a 2D structure, where the Pb2+ coordinates to eight 

Br- ions to form elongated polyhedra of Pb2Br5; the Cs+ ions are sandwiched between the 

PbBr2 layers. 18 This phase been described in the literature as optically inactive and has been 

found to have an indirect band gap of 3.1 eV. 18 On the other hand, if immersed for too long, 

too many Cs+ ions can intercalate and a Cs-rich phase of Cs2PbBr6 will form. This phase 

contains corner sharing PbBr6
4- octahedra in the Y-direction, with two Cs+ ions spaced in 

between the chains of PbBr6; this results in localised states which are confined to the individual 
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PbBr6
4- octahedra as there is minimal electronic overlap between the adjacent octahedra. 

Consequently, Cs2PbBr6 is also an insulating phase. 19 

In order to fully investigate the ideal dipping time required to form a pure phase of CsPbBr3, 

PbBr2 thin films were immersed in 0.08 M CsBr/MeOH solution at 50 °C for 30– 60 min. The 

resulting films where studied using XRD, the results are shown in Figure 2. 

 

Figure 2: XRD pattern of CsPbBr3 films immersed in 0.08 M CsBr/MeOH solution at 50 °C for 30, 40, 50 and 60 

minutes. The black diffraction pattern is taken from the literature for initial comparison. 20 The FTO peaks are 

shown by the diamond marker, whilst the CsPbBr3 peaks are indicated by a black dashes. 

The diffraction patterns show that dipping the substrates in the CsBr/MeOH solution for a 

time < 50 min, results in the Pb-rich phase coexisting with CsPbBr3. This is evidenced by the 

peak at ≈ 11 °, the peak at ≈ 24 ° and the peak at ≈ 29 °, which is present in the diffraction 

pattern of CsPb2Br5. 18, 21 After dipping the substrates for 50 min the peak at ≈ 11 ° is no longer 

visible and the diffraction pattern matches the literature diffraction pattern. However, the peak 

at ≈ 24 ° has been reduced in intensity, but is still present. On the other hand, when the 

substrates were left in the CsBr/MeOH solution for 60 min, the peak at ≈ 24 ° has now 

disappeared, but a small peak at ≈ 12 ° is visible; this can be attributed to the Cs-rich phase. 19 

Consequently, it was determined that the optimal dipping time to achieve the best conversion 

to CsPbBr3 was 50 min. However, trace amounts of the Pb-rich phase may still be present. 

The second method for making CsPbBr3 thin films, the ‘spin coating’ method, involves the 

deposition of a PbBr2 layer via spin coating with subsequent annealing. Then a solution of 

CsBr in MeOH is spin coated upon the PbBr2 layer, multiple times, until full CsPbBr3 
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conversion is complete. The substrate is annealed in between each consecutive spin coating 

step. It was observed that the sample turns yellow after first spin coating the CsBr solution 

onto the PbBr2 surface, however, upon annealing at 250 °C, the colour fades back to grey, 

indicating that not much conversion to CsPbBr3 has occurred and that PbBr2 is still the 

predominant phase. After repeating this step multiple times, the sample remained yellow upon 

annealing; this is exhibited in Figure 3. It was also observed that the number of seconds in 

which the CsBr/MeOH solution was in contact with the substrate before spin coating, was an 

important factor for consistently observing the colour changes shown in Figure 3. As a result, 

the solution was left in contact with the substrate for six seconds before the spin coating 

started. 

 

Figure 3: A photograph of PbBr2 thin films after spin coating 100 μL of 0.08 M CsBr solution on the surface and 

annealing at 250 °C. This was repeated 1 – 7 times and the subsequent photographs are shown in order from left 

to right. 

It was observed that the edges of the film retained the yellow colour first, before the rest of 

the film. Upon repeating the spin coating step 6 times, the film remained fully yellow after 

annealing. As CsPbBr3 is reported to be a yellow in colour, XRD was only performed on 

samples 4 – 7 from Figure 3. The results of the XRD are shown in Figure 4. 
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Figure 4: XRD pattern of PbBr2 films spin coated with 100 μL of 0.08M CsBr solution and annealed at 250 °C. 

This step was repeated 4 times (black), 5 time (red), 6 times (blue) and 7 times (pink). The FTO peaks are shown 

by the diamond marker, whilst the CsPbBr3 peaks are indicated by a black dashes. 

The XRD patterns show that after repeating the process seven times, an almost pure CsPbBr3 

thin film was achieved, whereas repeating the process 4-6 times resulted in a Pb-rich phase. 

This again is demonstrated by the peak at ≈ 11, 24 and 29 ° that corresponds to CsPb2Br5. The 

peaks at ≈ 11 and 29 ° disappear after the seventh spin coating step has been completed, with 

only a weak peak at ~ 24 ° remaining. Consequently, it was decided that seven spin coating 

cycles of CsBr on PbBr2 was the optimal number to achieve the best quality CsPbBr3 film. 

This is in contrast to the literature, where full conversion to CsPbBr3 was achieved after four 

cycles. 17, 22 

The XRD patterns for both of the CsPbBr3 fabrication methods seem to indicate that a trace 

amount of the Pb-rich phase may still be present. However, literature reports indicate that the 

presence of small amounts of the non-perovskite CsPb2Br5 phase may be beneficial for PSC 

devices, as it can help to passivate grain boundaries. However, an excess of the Pb-rich phase 

will introduce unwanted defects, resulting in detrimental effects to the PCE of any CsPbBr3 

devices. 2  

It can be noted that whilst the X-ray diffraction patterns of the CsPbBr3 samples, made using 

the two methods (Figure 2 and 4), both display peaks at the expected 2θ values for CsPbBr3, 

the intensity ratio of the peaks in the two patterns are not the same. The diffraction pattern of 
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the sample made using the dipping method (Figure 2), has the (110) diffraction peak with a 

much higher intensity compared to the others. However, the diffraction pattern of the sample 

made via the spin coating method (Figure 4), has the (100) and (200) diffraction peak showing 

a greater intensity compared to the other peaks. Thus, it could be hypothesised that the two 

different methods of making CsPbBr3 thin films results in a different preferred crystal 

orientation. These data suggest that samples made using the dipping method have a preferred 

crystal orientation in the (110) plane, whilst the samples made using the spin coating method, 

could be said to have preferred crystal orientation in the (100) plane.   

To further confirm that CsPbBr3 was formed in both of the methods above, the band gap of 

the two films was determined as shown in Figure 5. 

 

Figure 5: Tauc plots of CsPbBr3 thin films on FTO glass. a) is the sample made using the dipping method b) is 

the sample made using the spin coating method. Tauc plots were produced using UV/Vis transmission and 

reflectance data. 

The Tauc plots in Figure 5 show that the two methods for producing CsPbBr3, yield thin films 

with band gap values of 2.341 eV and 2.335 eV respectively. These values agree with the 

literature band gap value for CsPbBr3 of ~ 2.3 eV, 23, 24, 25, 26 further evidencing that CsPbBr3 

can be formed through the use of both of these methods. 

In order to further investigate the differences in the CsPbBr3 thin film quality, produced from 

using the two different fabrication methods, Atomic Force Microscopy (AFM) images of the 

CsPbBr3 thin film samples were taken. AFM images were taken on three different scales (50, 

25 and 15 µm) to enable comparison of the grain size and surface morphology. The images 

are shown in Figure 6. 
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Figure 6: AFM images of CsPbBr3 thin films on FTO/c-TiO2. Images a) to c) are CsPbBr3 thin films made using 

the dipping method, at 50 µm, 25 µm and 15 µm respectively. Images e) to g) are CsPbBr3 thin films made using 

the spin coating method, at 50 µm, 25 µm and 15 µm respectively. 

Overall, two sites from two different samples, made using the two different methods, were 

analysed in order to look in detail at the differences in surface roughness and grain size.  To 

look at the surface roughness, the mean roughness (Sa) values were calculated. This was found 

to be 74.46 ± 5.60 nm and 102.02 ± 10.91 nm for the dipping and spin coating methods 

respectively, thus indicating that using the dipping method can result in films with a smoother 

surface. The smoother surface is beneficial for forming better surface contact between layers 

in the device. 27 On the other hand, the AFM images seem to suggest that using the spin coating 

method result in the formation of larger CsPbBr3 grains than the sample made by dipping. 

Grain size analysis was carried out on the images by selecting 50 random grains from the 

images at 15 µm. The mean grain size for the dipped samples was calculated to be 1.13 ± 0.07 

μm, and the mean grain size for the spin-coated samples was found to be 2.19 ± 0.08 µm. 

Further statistical analysis of the grain size is shown in Figure 7. 



 

95 

 

 

Figure 7: a) Histogram of the projected surface area of 200 grains from four different AFM images, of samples 

made using the dipped method. b) Histogram of the projected surface area of 200 grains from four different AFM 

images of samples made using the spin coating method c) Box plot comparison of the projected surface area of 

200 grains from samples using the dipped method and 200 grains from samples made using the spin coating 

method. The median lines are shown. 

The statistical analysis of the projected surface area of the grains, shows that samples made 

using the spin coating method, have larger grains. Whilst both methods produce a high 

proportion of grains with a projected surface area below 1 μm2, the histograms in figure 5 a) 

and b) show that the spin coated samples have a smaller proportion of grains under 1 µm2 and 

the drop off in the count of the number of grains, as the values on the x-axis grow larger, is 

slower. The maximum projected surface area for the spin coated samples was found to be 9.13 

µm2, whereas this was only 5.60 µm2 for the dipped samples. Larger grain sizes are more 

beneficial for solar cell applications, as it results in fewer grain boundaries, which in turn, 

leads to improved charge transport properties, such as increased carrier mobility values and 

subsequently leads to improved device performance. 28, 29 Consequently, it could be 

hypothesised that CsPbBr3 PSCs made using the spin coating method, will perform better than 

those made using the dipping method. However, the fact that the samples made using the spin 

coating method have a higher surface roughness, could cause other issues, such as reduced 

contact between other layers, which can be detrimental to device performance. 
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 In order to investigate the best method for making CsPbBr3 carbon PSCs, planar carbon 

devices, with an n-i-p architecture of FTO/c-TiO2/CsPbBr3/carbon, were made using both 

methods; the results are shown in Figure 8 and 9. 

 

Figure 8:  The J-V curves of the champion devices from a) the cells made using the dipping method and b) the 

cells made using the spin coating method. 

Figure 8 shows the J-V curves of the champion device from each method of making CsPbBr3 

planar carbon cells. The champion device made using the spin coating method has a reverse 

PCE of 5.30 %, this is slightly higher than the champion device made using the dipping 

method, which has a reverse PCE of 5.19 %. The amount of hysteresis in the spin coated 

device is also less than half of the hysteresis in the dipped device, with a hysteresis factor of 

5.37% and 11.7 % respectively. On the evidence of the champion cells alone, it would suggest 

that using the spin coating method to deposit CsPbBr3 is superior to the dipping method. 

However, as the champion devices only tell us information about the very best devices and do 

not provide information about the reproducibility of the methods.  It is therefore important to 

look at the full range of devices produced, in order to draw any conclusions about which 

method may truly yield the best PSCs. Figure 9 below compares the J-V characteristics, over 

15 devices, for each of the two methods. 



 

97 

 

 

Figure 9: Box plots comparing the JV characteristics of 15 cells made using the dipping and spin coating 

methods. a) reverse PCE comparison, b) reverse Voc comparison, c) fill factor comparison, d) Jsc comparision 

and e) hysteresis comparision. The median lines are shown, whilst the mean values are represented by the large 

filled squares. 

The data in Figure 9 initially suggests that there is not much difference in device performance 

between the planar carbon CsPbBr3 cells, when the perovskite layer has been deposited by 

either dipping or spin coating. There is not a great deal of difference in the reverse PCE, the 

reverse VOC, the JSC or the reverse FF, with the mean reverse PCE being 4.09 % ± 1.00 and 

4.22 % ± 1.00 for the methods respectively. The mean and median values for the PCE and JSC 

is marginally higher for the devices made using the spin coating method. However, the devices 
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made using the spin coating method also appear to be prone to more hysteresis at a scan rate 

of 100 mV s-1 than the cells made using the dipping method.  

Whilst both methods are reported in the literature, the majority of the studies use the spin 

coating method. 30, 31, 32 The advantages of the spin coating method include; an increased level 

of control when making CsPbBr3 thin films, as the colour changes in the film from grey to 

yellow can be observed more easily; the increased crystallinity of the film and an increase in 

grain size. There are some advantages to the dipping method, for example, the method is less 

time consuming and the resulting film appear to have a smoother surface. However, it was 

hypothesised that the longer contact time of the MeOH solvent with the substrates could cause 

issues in future experiments, when looking at the effects of additives to CsPbBr3. 

Consequently, moving forward the spin coating method was chosen for making further 

CsPbBr3 planar carbon PSCs. 

4.3. Improvements to CsPbBr3 Planar Carbon PSCs 

 

In order to fully explore the use of planar carbon CsPbBr3 PSCs, in the research reported 

throughout this thesis, it is important that a baseline set of devices can be made with a 

consistent PCE, JSC, VOC and FF. This removes variables to allow better comparisons to be 

made when further altering the devices, and also helps to better exhibit the capabilities of these 

devices in applications such as water splitting. Subsequently, a range of methods have been 

investigated towards improving the JV characteristics of these PSCs. These methods include, 

observing the effect of the different ETLs, solvent rinsing and the PbBr2 annealing 

temperature. 

4.3.1. ETL modification 

 

Firstly, the addition of a m-TiO2 layer or a SnO2 layer, in tandem with the c-TiO2 layer was 

investigated. It was expected that the inclusion of these layers would improve charge 

extraction, by increasing the physical contact between the ETL and the perovskite, and by 

providing added protection from any pinholes in the thin c-TiO2 layer.  

The preparation of the m-TiO2 layer was taken from the work by Saliba et. al., in which they 

describe methods for making various layers for use in a range of PSC architectures. 33 In order 

to achieve the desired effect, the m-TiO2 must be doped with Li+ to help increase the 

conductivity. The deposition of the SnO2 layer was optimised by a previous PJC group 

member, and uses a colloidal suspension of SnO2. Both of the layers are deposited upon c-
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TiO2 using spin coating. In an attempt to characterise these layers, the XRD patterns of the 

resulting layers on top of FTO/c-TiO2 are shown in Figure 10. 

 

Figure 10: XRD patterns of FTO (black), c-TiO2 on FTO (red), m-TiO2 on c-TiO2 and FTO (blue) and SnO2 on 

c-TiO2 and FTO (pink). 

The XRD patterns of the various ETL layers, shown in Figure 10, do not reveal much about 

what has been deposited upon the substrates. This is because the ETL layers are very thin, for 

example, the optimum thickness for the c-TiO2 is ≈ 50 nm. 34 The FTO layer below is much 

thicker; hence, the peaks from the FTO dominate the diffraction pattern. However, the XRD 

pattern of the m-TiO2 layer does contain two extra weak peaks that do not correspond to the 

underlying FTO. There is a peak at ≈ 25 °; this peak appears in both rutile (110) and anatase 

(101) TiO2 XRD patterns. The peak at ≈ 43 ° however, only appears in the rutile phase 

diffraction pattern. 35 This could suggest that the m-TiO2 is crystallising in the rutile phase. 

To determine which layer had the biggest effect on the devices, 10 devices containing each 

ETL were made. The resulting champion JV curves are shown below in Figure 11, and the 

resulting JV characteristics are shown in Figure 12. 
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Figure 11:  The J-V curves of the champion devices from a) the devices containing a c-TiO2 layer, b) the devices 

containing a c-TiO2 and m-TiO2 layer and c) the devices containing a c-TiO2 and SnO2 layer. 

It was observed that the best device was the PSC containing the m-TiO2 layer, this champion 

device reached an efficiency of 6.07 %. The champion device containing the added SnO2 layer 

also had an improved reverse PCE of 5.76 %, compared to 5.19 % for the control device. The 

reverse VOC of the champion cell was also noticeably improved from 1.35 V in the control 

device, to 1.45 V in the m-TiO2 containing device. An increase in the JSC of the champion 

devices of both the m-TiO2 and the SnO2 containing cells, over the control, was observed, with 

the JSC increasing from 5.87 to 7.01 and 6.02 mA cm-2 respectively. However, to fully see the 

effects of the additional layers, the distribution of results across the whole set of devices must 

be considered. 
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Figure 12: Box plots comparing the JV characteristics over 10 devices of each type. FTO/c-

TiO2/CsPbBr3/Carbon architecture (black), FTO/c-TiO2/m-TiO2/CsPbBr3/Carbon architecture (red) and FTO/c-

TiO2/SnO2/CsPbBr3/Carbon architecture (blue). a) reverse PCE comparison, b) reverse VOC comparison, c) JSC 

comparison  d) reverse FF comparison and e) hysteresis comparison. The median lines are shown whilst the 

mean values are represented by the large filled squares. 

It was observed that the addition of both the m-TiO2 and the SnO2 layers, in combination with 

the c-TiO2 improved the overall performance of the CsPbBr3 planar carbon cells, with 

increases in reverse PCE and JSC observed, along with a reduction in the hysteresis factor. In 

particular, the average JSC was increased, indicating that charge extraction was improved by 

the addition of the m-TiO2 or SnO2 layers. This could be a result of fewer pinholes in the ETL 

and an improved interface between the ETL and the perovskite layers. The greatest 
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improvements came from addition of the m-TiO2 layer. The mean value of the reverse PCE 

has increased from 3.99 % ± 1.00 to 5.32 % ± 0.60. The range of the box plots was smaller 

for the cells with the added m-TiO2, suggesting that it can help increase the consistency of the 

cell performance. Importantly, the addition of the m-TiO2 layer has also reduced the amount 

of hysteresis observed in the cells at a scan rate of 100 mV s-1. The mean value of the hysteresis 

factor has fallen from 31.2 % ± 6.2 to 10.2 % ± 3.3. The difference in hysteresis when the JV 

measurements are performed at a scan rate of 100 mV s-1- can also be observed in Figure 11, 

where the champion JV curves for each type of device are displayed. Whilst it is important to 

remember than the observed hysteresis can be altered by changing the sweep rate at which the 

JV scans are conducted, it can also indicative of defects present in the device. 36, 37 The effect 

on the hysteresis in Figure 12 can be expected, as Xing Et. al. found that there is an electron 

transfer potential barrier between the perovskite layer and the c-TiO2 layer, formed by a 

number of surface states in both layers, resulting in the formation of an interfacial dipole as 

the charges are not extracted quickly. 38 This interfacial dipole and resultant barrier can cause 

a large amount of hysteresis in PSCs. Furthermore, the addition of the m-TiO2 layer, doped 

with lithium increases the efficiency of the photogenerated electron extraction due to an 

increase in the TiO2/perovskite interface, which also helps reduce recombination, through a 

reduced number of defects at the interface, resulting in a lower interfacial barrier. 39 

Although improvements to the device were observed by the addition of the SnO2 layer, it was 

not fully optimised for these devices and a wider range of thickness should be considered. 

However, due to the large improvements in PCE and hysteresis seen by the addition of the m-

TiO2, the optimisation of the SnO2 layer was not investigated further in this work. Due to the 

observed improvements in the JV characteristics of the cells, a m-TiO2 layer was included in 

the planar carbon CsPbBr3 cells moving forward. 

4.3.2. Rinsing Step 

 

Next, the effect of rinsing the CsPbBr3 surface with solvent, after the final conversion step, 

was investigated. This solvent rinsing step is commonly utilised in order to remove any excess 

CsBr that may be present on the surface of the film. 32 The majority of reported procedures 

employ IPA as the solvent of choice for this rinsing step. 8, 17 However, it has been suggested 

that other solvents, such as EtOH are a better choice due to the higher solubility of CsBr in 

EtOH and the use of IPA can lead to the formation of some of the undesirable Cs4PbBr6 phase. 

40 Subsequently, both IPA and EtOH were investigated as rinsing solvents. After the seventh 

conversion step from PbBr2 to CsPbBr3 was complete, the resulting thin films were rinsed 

with 100 μl of solvent and annealed, before the carbon electrode was deposited.  Sets of 10 
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devices were made to investigate these effects; either IPA or EtOH was employed during the 

rinsing step and the devices were compared to a control group featuring no rising step. The 

JV curves of the champion devices are displayed in Figure 13. 

 

Figure 13: The J-V curves of the champion devices from a) the devices where the CsPbBr3 was not rinsed with a 

solvent b) the devices where the CsPbBr3 was rinsed with IPA and c) the devices where the CsPbBr3 was rinsed 

with EtOH. 

The best device was obtained after rinsing the CsPbBr3 thin film with IPA, with the champion 

device reaching a PCE of 7.15 %, although, the champion EtOH rinsed device still achieved 

large improvement in PCE to 6.46 %, compared to 5.93 % the champion control device. This 

implies that adding a solvent rinsing step into the device making process can induce an 

increase in the efficiency of the cells. This PCE increase could be largely due to the observed 

increase in the JSC for both of the rinsed devices. The JSC has increased to 6.81 and 6.99 mA 

for the IPA rinsed and EtOH rinsed devices respectively, compared to 6.33 mA for the control. 

For further insight, a box plot comparison of all 10 devices for each set in shown in Figure 14. 
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Figure 14: Box plots comparing the JV characteristics of 10  devices of each type. The devices either having no 

solvent rinse at all (black) or have been rinsed with IPA (red) or EtOH (blue).  a) reverse PCE comparison, b) 

reverse Voc comparison, c) fill factor comparison, d) Jsc comparision and e) hysteresis comparision. The median 

lines are shown, whilst the mean values are represented by the large filled squares. 

The box plots in Figure 14 compare the J-V characteristics of all the devices made, and shows 

that overall, rinsing the CsPbBr3 film with IPA produces the best devices. Increases in reverse 

PCE, JSC and reverse FF can be seen. The mean reverse PCE has increased from 5.21 % ± 0.60 

to 5.93 % ± 1.70 after rinsing with IPA. However, there are two outlier devices for the IPA 

rinsed samples, which decreases the mean value; without these, the mean reverse PCE would 

be 6.71 % ± 0.40. This is a large increase compared to both the un-rinsed samples and the 

EtOH rinsed samples. There is an increase in the mean JSC for the devices rinsed with both 
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IPA and EtOH. There has also been a large increase in the mean reverse FF of the devices 

rinsed with IPA, going from 63.1 % ± 4.9 to 69.1 % ± 9.0; this is an overall increase of 6%. 

This JSC and FF increase contribute to the increased PCE seen for the IPA rinsed devices. 

To examine further what could be causing the observed increase in device efficiency, the 

resulting CsPbBr3 films were studied using XRD and AFM. Figures 15 and 16 show the 

results. 

 

Figure 15: XRD patterns of CsPbBr3 thin film on FTO with no rinse (black), CsPbBr3 thin film on FTO rinsed 

with EtOH (red) and CsPbBr3 thin film on FTO rinsed with IPA (blue). 

The XRD pattern shown in Figure 15, suggests that rinsing the CsPbBr3 with both IPA and 

EtOH leads to the formation of some of the undesirable Pb-rich CsPb2Br5 phase, evidenced 

by the peaks at ≈ 11, 24 and 29 °. The peak at ≈ 24 ° is also visible in the control CsPbBr3 

films, although it has a very weak intensity. Comparatively between the IPA and EtOH rinsed 

samples, the CsPb2Br5 XRD peaks appear much weaker in the cells washed with IPA. This 

contrasts with the report suggesting that rinsing with IPA can lead to the formation of the Cs-

rich phase. 
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Figure 16: AFM images of CsPbBr3 on FTO/TiO2 a) with no rinsing of the thin film b ) after rinsing with IPA c) 

after rinsing with EtOH. Images taken on a scale of 25 μm x 25 μm. Three examples of residual CsBr crystals are 

circled in red. 

The AFM images shown in Figure 16, show that there is a reduction of residual CsBr crystals 

left on the surface of the two rinsed films. The CsBr can be seen as the small, bright crystals 

appearing most notably in the image of the un-rinsed sample. However, it does appear that 

rinsing with EtOH has removed more surface CsBr than the IPA. Notably, it also appears that 

rinsing the CsPbBr3 thin films, with solvent, leads to a reduction in grain size. The largest 

grains displayed a diameter of ≈ 2.5 μm after rinsing with both IPA and EtOH, reduced from 

> 3 μm without rinsing. 

This could indicate that there is a trade-off between removing the excess surface CsBr, 

reducing the grain size and forming the Pb-rich phase. As previously discussed, inducing a 

very small amount of the Pb-rich phase could be beneficial for the passivation of defects. 2 

Using IPA as the rinsing solvent removes some CsBr from the surface and induces a small 

amount CsPb2Br5 formation. However, CsBr is more soluble in EtOH hence more surface 

CsBr in removed, but more CsPb2Br5 is formed. This offers an explanation for the observed 

trend in J-V characteristics seen in Figure 14. 

With these data in mind, it was concluded that a rinsing step with IPA was beneficial for 

improving the performance of the CsPbBr3 planar carbon devices; hence, it should be included 

in the fabrication process moving forward. 

4.3.3. PbBr2 Annealing Temperature 

 

Next, the temperature of the PbBr3 annealing was investigated. The original method used in 

the PJC research group, anneals the PbBr3 films at 70 °C. 13 However, many literature reports 

anneal the PbBr2 at 90 °C. 8, 16, 17 Tang and co-workers found that the porosity volume and the 

film thickness of the PbBr2 layer increased with an increase in annealing temperature. The 

optimal temperature for PbBr2 crystallisation and annealing was found to be 90 °C as an 

increase in the number of pinholes in the film was observed at annealing temperatures greater 
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than 90 °C. 16 An increase in porosity volume of the PbBr2 is important for the diffusion of the 

CsBr into the lattice, as when the PbBr2 and CsBr interact, the total lattice volume must 

expand. If the PbBr2 film is too dense, not only is the number of CsBr diffusion pathways into 

the lattice reduced, there is also insufficient space for expansion, thus hindering crystal 

growth. Heating to 90 °C accelerates the evaporation of the DMF solvent, used to dissolve the 

PbBr2. This can increase the rate of the crystallisation process. In turn, this produces a more 

porous PbBr2 film and provides the pre-expanded volume needed for the growth of large 

CsPbBr3 grains. 41 AFM images of the surface of the PbBr2 after annealing at 70, 90 and 100 

°C were taken (Figure 17), in order to look more closely at the effect of annealing temperature 

on the morphology of the PbBr2 surface.  

 

Figure 17: AFM of PbBr2 thin films on FTO after being annealed at a) 100 °C b) 90 °C and c) 70 °C. AFM 

images taken at 50, 25 and 15 μm shown from left to right. 

The AFM images appear to confirm that annealing the PbBr2 at 100 °C increases the number 

of pinholes in the PbBr2 film, however, there appears to be better surface coverage when 

annealing at 70 °C. Nonetheless, based on the literature, it should be expected that an increase 

in the annealing temperature from 70 °C to 90 °C should improve the device performance of 

CsPbBr3 planar carbon cells.  

Two sets of 12 devices, both of those with the PbBr2 annealed at 70 and at 90 °C, were made 

and the device performances are displayed in Figures 18 and 19. 
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Figure 18: The J-V curves of the champion cells from a) the devices where the PbBr2 layer was annealed at 70 

°C b) the devices where the PbBr2 layer was annealed at 90 °C. 

Figure 18 shows the J-V curves of the two champion cells, one where the PbBr2 was annealed 

at 70 °C and the other where the PbBr2 was annealed at 90 ° C. The champion cell annealed 

at 90 °C performed the best, with an increase of 0.32 % in reverse PCE from 7.15 % to 7.47 

%. As these devices become closer to the standard of those, which are reported in the literature, 

any increases in device performance are likely to be small. Figure 18 shows the distribution 

of the J-V characteristics across the set of devices and allows for further comparison. 
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Figure 19: Box plots comparing the JV characteristics of 12 cells annealed at 70 °C (black) and 90 °C (red). a) 

reverse PCE comparison, b) reverse VOC comparison, c) JSC comparision, d) fill factor comparison and e) 

hysteresis comparision. The median lines are shown, whilst the mean values are represented by the large filled 

squares. 

Overall, it appears that the increase in PbBr2 annealing temperature from 70 °C to 90 °C 

improves CsPbBr3 device performance and results in increases in the average (mean and 

median) reverse PCE, VOC, JSC and FF. The mean reverse PCE increased from 5.91 % ± 1.50 

in the devices annealed at 70 °C to 6.62 % ± 1.20 in the devices annealed at 90 °C. The JSC 

also increased from 6.04 mA cm-2 ± 0.90 to 6.52 mA cm-2 ± 0.50. However, there is not much 

difference in the hysteresis factor of the two types of devices. As a result, it was confirmed 

that annealing the PbBr2 at an increased temperature of 90 °C can improve CsPbBr3 planar 
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carbon device performance. The standard deviation is also smaller across the PCE, VOC, JSC 

and FF for the devices annealed at 90 °C, indicating that increasing the temperature of the 

PbBr2 annealing step can lead to a set of devices, which display more consistency. 

Figure 20 sums up the incremental improvements in PCE of the CsPbBr3 planar carbon 

devices that have been achieved through making small changes to the fabrication process. 

Consequently, the ‘standard’ device that can be made in our laboratory has improved in 

efficiency from a mean average of 4.22 % ± 0.99 to 6.62 % ± 1.30, with the best performing 

cells now reaching efficiencies over 7 %. Showing that the new method for making ‘standard’ 

CsPbBr3 planar carbon cells has more than doubled the mean reverse PCE value of the original 

‘standard’ cells, yielding a 55.8 % increase compared to the original value. 

 

Figure 20: Box plot of the reverse PCE of CsPbBr3 planar carbon devices, made using different methods. The 

median lines are shown, whilst the mean values are represented by the large filled squares. 

Whilst the increase in the reverse PCE, traditionally considered the key parameter, is 

impressive, increases were also observed in the average JSC and VOC. The mean average JSC 

improved from 5.29 mA cm-2 ± 0.70 to 6.51 mA cm-2 ± 0.60, whilst the mean reverse VOC 

increased from 1.35 V ± 0.02 to 1.41 V ± 0.06. The increase in voltage is particularly of 

interest to enable use of these devices in water splitting applications. 
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To further examine the improvements that have been made in the standard planar carbon 

CsPbBr3 devices, the IPCE of the original baseline devices and the improved baseline devices, 

was measured (Figure 21). 

 

Figure 21: IPCE the champion CsPbBr3 planar carbon cells made using two different methods. Cell containing a 

m-TiO2 layer, the PbBr2 was annealed at 90 °C and the CsPbBr3 film was rinsed with IPA (Black squares). Cell 

containing only a c-TiO2 layer (red circles). 

Figure 21 shows the IPCE of the original FTO/c-TiO2/CsPbBr3/Carbon device Vs the FTO/c-

TiO2/m-TiO2/CsPbBr3/Carbon, where the PbBr2 has been annealed at 90 °C and the surface 

of the CsPbBr3 has been rinsed with IPA. The IPCE shows an onset at ≈ 530 nm, 

corresponding to the band gap of CsPbBr3 at 2.3 eV and the IPCE begins to drop off as the 

wavelength enters the UV portion of the spectrum at 350 nm. The improved device shows an 

IPCE between 75 – 84 %, whereas the original device displays an IPCE between 59 – 69 %. 

This demonstrates further that the changes in the device fabrication process have improved 

the electron generation and extraction in CsPbBr3 cells and thus has improved the ability of 

the device to efficiently convert photons into energy. 
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4.4. Conclusions and future work 

 

Overall, the work in this chapter has been successful in improving the standard CsPbBr3 planar 

carbon cell that will be used as a baseline for future work carried out in this thesis. All of the 

standard J-V characteristics of the device were improved, with the top PCE reaching 7.47 %, 

the top VOC that was achieved was 1.46 V and the highest JSC achieved reached 7.1 mA cm2. 

Furthermore, at the scan rate of 100 mVS-1, the extent of hysteresis in the devices has been 

considerably reduced. Notably it was found that adding a m-TiO2 layer upon the c-TiO2 layer 

helped increase the average JSC of the device and resulted in a large reduction in hysteresis at 

the scan rate used. Rinsing the CsPbBr3 layer with IPA was also beneficial and lead to further 

increases in the JSC and improvements to the FF. Finally, an increase in the annealing 

temperature of the PbBr2 layer led to small improvements in all of the parameters used to 

characterise the devices. 

However, there are many opportunities for future work. On a small scale, investigations into 

the optimal layer thickness of the added ETL layers could be carried out to see if charge 

extraction could be further improved. Furthermore, methods to increase the average grain size 

of the CsPbBr3 again, after the solvent rinsing step has decreased it, could be investigated. 

This could include observing the effect of solvent annealing, using a common perovskite 

solvent such as DMF or DMSO. 

The impact of adding small molecules or other additives into the device could be explored 

further. Whilst there was no observed improvement after adding either NH4Cl- or UV360, a 

range of other small molecules, which are able to passivate defects in either the TiO2 or the 

CsPbBr3 layer, could be added at the interface, to observe the effect this also has on charge 

extraction. The effect of adding small molecules has been shown to not only increase the PCE 

of a device, but also increase the VOC. 11 With the aim of increasing the VOC of the devices, 

the use of transition metal additives could also be explored. Transition metal in the 2+ state 

have been shown to help increase the quality of perovskite films by inducing larger growth, 

which can result in large VOC values. 30 An increased VOC, above the 1.46 V that has been 

achieved in this chapter, would be beneficial for the use of these cells as photoanodes for water 

oxidation. The use of transition metal ions is investigated in detail in Chapter 5. 
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Chapter 5 Investigation into the Effects of Transition 

Metal Ions in CsPbBr3 Planar Carbon Devices 
 

5. Introduction 
 

As discussed in Chapter 2, the large bandgap of ≈ 2.3 eV for CsPbBr3 results in large VOC 

values. The mean average VOC value that has been obtained in this thesis from CsPbBr3 cells 

with an architecture of FTO/c-TiO2/m-TiO2/CsPbBr3/Carbon is ≈ 1.4 V; this value is above 

the theoretical required potential for water oxidation of 1.23 V. As seen in chapter 4, CsPbBr3 

is a good choice of semiconductor for performing photoelectrochemical water oxidation, 

however, due to the required overpotential, the voltage across the CsPbBr3 device is still not 

enough to drive the water splitting reaction alone and extra potential from the potentiostat is 

required in order to reach the onset potential for water oxidation. Thus, it has been theorised 

that by increasing the VOC of these devices to high enough values, less applied potential may 

be needed and it could even be possible to perform unassisted water splitting.  However, a 

potential of ≈ 1.8 V is often quoted as the minimum amount of energy needed for unassisted 

water splitting, 1 and increasing the VOCs by as much as 0.4 V may difficult. Nonetheless, there 

are a range of available methods that can help increase the VOC of a device.  

There are a number of strategies that can be employed in order to increase the VOC of CsPbBr3 

planar carbon devices. It is important to minimise any losses to the VOC. It is understood that 

voltage loss can be related to charge recombination. Perovskites films are polycrystalline 

solution processed materials and hence there are a number of defects present both on the 

surface of the material and at the grain boundaries. These defects can act as trap sites and 

provide potential route for recombination in perovskite devices and can lead to losses in the 

VOC of the device. 2  

Past reports have shown that the addition of small amounts of transition metals or rare earth 

metals, substituted in at the Pb2+ site, can lead to overall device improvements. In 2017 Zhao 

et al. found that substituting small amounts of the divalent Zn2+ ion into the B site in MAPbI3 

improved the quality of the resulting perovskite thin film and increased the grain size, 

therefore non-radiative recombination in the device was reduced. The biggest increases in 

PCE and VOC were seen when 5 % Zn2+ was used, with the VOC increasing from 1.10 V to 1.14 

V. 3 Divalent zinc was also used to substitute the Pb2+ in CsPbI2Br. It was found that Zn2+ 

slows the crystal growth and results in larger grains. This reduces the number of grain 

boundaries present, the excess Zn2+ was also shown to passivate trap states at the grain 
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boundaries. As a result, both the PCE and VOC of the device improved from 11 % to 13.6 % 

and from 1.1 V to 1.18 V respectively, when 10 % Zn2+ was used. 4 

These studies inspired later work to investigate the effects of substituting Pb2+ in planar carbon 

CsPbBr3 devices. Tang and co-workers reported that divalent transition metal (TM) ions such 

as Mn2+, Ni2+, Cu2+ and Zn2+, when substituted in to CsPbBr3 at a 0.5 % of the original Pb2+ 

content to form CsPb0.995TM0.005Br3, showed increases PCE, JSC, VOC and FF. The biggest 

increase was seen when Zn2+ was substituted in at 5 %, with the PCE increasing from 6.37 % 

in the pristine CsPbBr3 device, to 9.18 %; the VOC increased from 1.43 V to 1.56 V.  

Improvements over the control CsPbBr3 devices, without ion substitution, were still observed 

when increasing the ratio of the TM ions to 1 %, but these improvements were not as large as 

those observed using 0.5 %. However, upon increasing the ratio of the TMs to 3 %, the PCE 

and VOC were drastically reduced. 5 

Whilst all the TM ion substitution has involved divalent 2+ ions, Duan et. al. found that that 

the substitution of rare earth metals, in the 3+ oxidation state, could also induce increases in 

the VOC of CsPbBr3 devices. All the rare earth metals ions used in the study (Yb3+, Er3+, Ho3+, 

Tb3+ and Sm3+) showed improvements. The device with architecture FTO/c-TiO2/m-

TiO2/CsPb0.97Sm0.03Br3/carbon achieved an efficiency of 10.14 % and an ‘ultrahigh’ VOC of 

1.59 V. 6  

There have been plenty of studies that centre on the effects of TM and rare earth ions in 

CsPbBr3 nanocrystals, 7, 8, 9, 10 however, the range of studies observing the effect of these ions 

in CsPbBr3 devices is limited; these studies have been summed up in Table 1. From the table 

it is clear to see that the inclusion of small amounts of TM/rare earth ions could be used to 

improve the VOC of CsPbBr3 devices for water splitting applications. However, the majority 

of the studies, very small changes in the XRD and XPS spectra are given as proof for the Pb2+ 

substitution, 3, 5, 6 and it could be possible that substitution is not occurring but the presence 

of the metal ions in the solution is influencing the crystallisation process, resulting in larger 

grains. 
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Table 1: Summary of planar carbon CsPb1-xMxBr3 champion devices with metals substituted at the B site. 

 

Additionally, a range of computational studies have also been done to study the effect of 

divalent TM substitution in CsPbBr3. Kanoun and Goumri-Said found that doping CsPbBr3 

with Mn2+ up to 12.5 % should result in stable structures. This doping substantially modifies 

the electronic structure of the material and thus leads to a reduced band gap and an increase 

in the carrier effective masses. 13 These effects could in fact be detrimental to achieving a high 

VOC as instead both larger band gaps and lower effective masses are known to produce high 

VOCs. 14 In reality, achieving 12.5 % Pb2+ substitution with Mn2+
 would be difficult, due to the 

low solubility of MnBr2 in DMF preventing its use in device fabrication. Further 

computational studies have shown that substitution of the Pb2+ with Zn2+ and Mn2+ could also 

improve the optoelectronic properties of CsPbBr3 by reducing structural disorder, lowering 

the band gap and enhancing optical absorption in the visible region. 15 It was suggested that 

the Pb2+ content could be reduced by 50 %, which is beneficial for producing less toxic 

perovskites. Nonetheless, the study was purely theoretical and the majority of the Pb2+ devices 

that have been fabricated in the literature suggest that small amounts of substitution give the 

best results. 5, 6 Furthermore, a large reduction in the band gap is not favourable for achieving 

VOC values. 

This chapter explores the effect of substituting transition metal ions (Zn2+, Cu2+, Ni2+, Co2+, 

Fe2+ and  Mn2+) and the lanthanide Tb3+ at the Pb2+ site in CsPbBr3 in planar carbon devices. 

The aim of this chapter is to explore substitution as a method for achieving VOC increases in 

CsPbBr3 devices, with the end goal of using them as photoanodes for water oxidation. 

 

Composition PCE (%) VOC (V) JSC (mA cm-2) FF (%) 

CsPb0.995Mn0.005Br3 
5 6.98 1.443 6.10 79.29 

CsPb0.995Ni0.005Br3 5 8.03 1.479 6.80 79.49 

CsPb0.995Cu0.005Br3 5 8.23 1.530 6.97 79.22 

CsPb0.995Zn0.005Br3 5 9.18 1.560 7.30 80.61 

CsPb0.998Co0.002Br3 11 8.57 1.357 7.45 84.84 

CsPb0.998Co0.002Br 12 8.67 1.38 7.48 84 

CsPb0.97Yb0.03Br3 6 9.20 1.536 7.45 80.2 

CsPb0.97Er0.03Br3 
6 9.66 1.563 7.46 82.8 

CsPb0.97Ho0.03Br3 
6 9.75 1.572 7.45 83.2 

CsPb0.97Tb0.03Br3 
6 10.06 1.588 7.47 84.8 

CsPb0.97Sm0.03Br3 
6 10.14 1.59 7.48 85.1 
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5.2. Partial Pb2+ Site Substitution with Metal Ions 
 

In order to incorporate metal ions into the CsPbBr3 lattice, a solution of Pb1-XMxBr2 in DMF 

was made, where M is a metal ion. Figure 1 shows photographs of the solutions containing 

copper, nickel, cobalt and iron ions. Note that only four out of seven ions investigated are 

pictured, this is because these were the only ions that produced significantly coloured 

solutions. The colours show that the transition metal ions are present in the initial solution. 

This solution is used in the first part of the two-step CsPbBr3 deposition process. Whilst the 

ions were originally added in the MBr2, 2+ oxidation state form, the orange colour of the iron 

solutions, suggests that it has been oxidised in solution to the 3+ oxidation state form. The 

solutions containing NiBr2, MnBr2 and FeBr2 required multiple rounds of sonication and 

heating to dissolve the powder in full. 

To attempt to replicate the results shown in Table 1 the methods used for Pb2+ substitution 

were followed from the literature. Tang et al. stated that transition metal ions doped CsPbBr3 

perovskite was fabricated by adding a certain proportion of TMX2 to the PbBr2 solution.  

 

 

 

 

 

Figure 1: Photographs of Pb1-xMxBr2 DMF solutions, with 0.2, 0.5 and 1 % copper (top left), 0.2, 0.5, 1 % 

nickel (top right), 0.2, 0.5, and 1 % cobalt (bottom left), 0.2, 0.5 and 1 % iron (bottom right). 
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5.2.1.  UV/Vis Analysis 

 

The Pb1-XMxBr2 solutions were spin coated onto the substrate and annealed. The resulting thin 

films were light grey, with no discernible colour difference. CsPb1-XMxBr2 was then formed 

using the two-step method, described in detail in Chapter 4. The resulting thin films were 

yellow. The thin films, with 1 % of the Pb2+ substituted for TM ions (3 % for Tb3+) were 

analysed using UV/Vis to see if the substitution has an effect on the band gap. Tauc plots were 

constructed (Appendix 1.1 and 1.2), and the resulting band gap energies calculated. Three 

films containing each of the different ions. were measured in order to get a mean average value 

for the band gap. The results are shown in Figure 2.  

 

 

Figure 2: The mean band gap energies of CsPb1-xMxBr2 thin films on an FTO substrate, with error bars to 

indicate the standard deviation. 

The range in the band gap energies in Figure 2 is small, with overlap in the standard deviation 

between all samples. Whilst the band gap energy values are given to three decimal places, it 

is unlikely that this is accurate. Issue can arise due to noise in the measurement and the 

decision on where to fit the linear part of the Tauc plot. Overall, it appears that the inclusion 

of metal ions in to the CsPbBr3 has no effect on the bandgap of the sample. It has been reported 

in the literature that alloying of the B site can be an effective way to the tune the band gap of 

CsPbBr3. 16 The literature suggests that addition of TM ions, such as Zn2+ decreases the  optical 

band gap of CsPbBr3 due to a change in the electron density. 5 The mean band gap value of 

the Zn2+ containing samples in Figure 2, was 2.33 compared to 2.35 for the pristine sample, 

although there is largest amount of standard deviation around the Zn2+ containing 
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samples. However, the band gap of the resulting Pb2+ substituted CsPbBr3 films is not 

routinely examined in the literatures. Although it was noted that Zhu et al. did not observe a 

change in the band gap in CsPb0.99Co0.01Br3 thin film, suggesting any proposed changes in 

band gap may not be detectable. 12 Whilst the mean value of the optical band gap, for 

CsPb0.99Zn0.01Br3, CsPb0.99Cu0.01Br3 and CsPb0.99Ni0.01Br3 are smaller than that of the pristine 

CsPbBr3, the large overlap in standard deviation, suggest that the true values could lie 

anywhere in that range. 

5.2.2. Analysis Using X-rays 

 

5.2.2.1.  XRD Analysis 

 

The XRD patterns of the resulting CsPb0.99M0.01Br3 thin films were also analysed, to ensure 

that the expected perovskite structure was formed and to look for evidence of the presence of 

the substituted metal ions. It was hypothesised that as TM ions have a smaller ionic radius 

than Pb2+, the peaks in the diffraction pattern should be shifted to larger 2θ values, due to 

shrinkage in the perovskite crystal lattice. The ions have ionic radii, as determined by 

Imperial College (Materials Department), of Pb2+ = 1.19 Å, Zn2+ = 0.74 Å, Cu2+ = 0.77 Å, 

Ni2+ = 0.69 Å, Co2+ = 0.65 Å, Fe2+ = 0.61, Mn2+ = 0.67 Å and Tb3+ = 0.92 Å. 17 Upon first 

inspection, the 1 % Zn, 1% Ni, 1 % Fe and 3 % Tb diffraction patterns all had peaks at ≈ 11 

°, indicating that the Pb rich phase of CsPbBr3 was present (see Appendix 1.3). To remedy 

this, an extra spin coating cycling with the CsBr/MeOH solution was performed. Figure 3 

displays the resulting XRD patterns. The diffraction patterns were normalised around the 

FTO peaks, allowing comparison of CsPbBr3 peak position. 
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Figure 3: XRD patterns of the CsPb1-xMxBr3 thin films on FTO. The expected CsPbBr3 peaks are indicated by the 

black dashes, the FTO peaks are indicated by the black diamonds. The XRD patterns have been normalised to 

the FTO peaks. 

The XRD patterns show that the majority of the metal ion containing films now have a small 

peak at ≈ 12°. This indicates that the Cs rich phase is now present, this is consistent with the 

majority of the other impurity peaks present. 18 The full diffraction patterns published in the 

supporting information by Tang et al. also exhibited large peaks at ≈ 12°, including the pristine 

CsPbBr3 sample, 5 suggesting that the Cs rich phase was present in the literature work and 

does not negatively impact CsPbBr3 device performance. It was also observed in Figure 3 that 

the (110) peak intensity increased with respect to the (100) and (200) peaks in the substituted 

samples, this could indicate an increase in the number of grains with orientation in (110) 

direction. Although, overall it appears that the addition of the metal ions does not affect the 

CsPbBr3 perovskite structure. The 2θ peak positions are analysed in Table 2. 
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Table 2: The 2θ values of the (100), (110), (200) and (210) CsPbBr3 XRD peaks for CsPb1-xMxBr3, where X = 

0.01 for Zn2+, Cu2+, Ni2+, Co2+, Fe2+ and Mn2+, and X= 0.03 for Tb3+. 

 (100) (°) (110) (°) (200) (°) (210) (°) 

CsPbBr3 15.24 21.68 30.77 34.62 

CsPb0.99Zn0.01Br3 15.24 21.67 30.72 34.53 

CsPb0.99Cu0.01Br3 15.23 21.67 30.74 34.55 

CsPb0.99Ni0.01Br3 15.24 21.67 30.74 34.55 

CsPb0.99Co0.01Br3 15.22 21.70 30.74 34.56 

CsPb0.99Fe0.01Br3 15.22 21.66 30.72 34.54 

CsPb0.99Mn0.01Br3 15.22 21.66 30.72 34.54 

CsPb0.97Tb0.03Br3 15.22 21.67 30.72 34.53 

 

Table 2 clearly shows that there is no obvious shift to higher 2θ values for the ions with a 

smaller ionic radius than Pb2+. Work by Tang et al. exhibited very minor shifts (< 0.05 °) in 

some peaks of the XRD patterns of CsPb0.995X0.005Br3 thin film samples.  5 As a result, it is not 

clear whether the added ions have been integrated into the lattice onto the B site. However, as 

such small amounts of the substituted ions were added, any change in peak positions could be 

difficult to detect, perhaps the expected shift would be visible if larger substitution 

concentrations were used. 

5.2.2.2. XPS analysis 

 

Next, the XPS spectra of the thin films were obtained and normalised. The Pb4f, Br3d and 

Cs4d peak positions were analysed to look for changes in the binding energies. Work by Tang 

et al. suggests that the addition of smaller ions onto the B site of the perovskite lattice shifts 

the peaks to higher binding energy values. 5 Figure 4 shows the positions of the Pb4f peak, the 

Br 3d and the Cs 4d peaks. 

 

Figure 4: XPS spectra of the Pb4f (left) and Cs4d/Br3d (right) for the CsPb1-xMxBr3 thin films. 
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It is clear that there is some change in the binding energy peak positions for the samples 

containing metal ions. Both the Pb4f, Cs4d and Br3d have been shifted to higher values, as 

was expected. However, they do not necessarily follow the expected trend. Tb3+ is the ion 

closest in size to Pb2+, so a smaller shift would have been expected, however, it appears that 

the substitution of Tb3+ for Pb2+ has caused the largest shift in binding energy of the Pb4f, 

Cs4d and Br3d peaks. Similarly, the sample containing Mn2+ also shows a larger shift in the 

Pb4f and Br3d than the samples containing Co2+ and Fe2+. Whilst the shift in the position of 

these peaks could indicate the presence of the metal ions within the perovskite lattice, the 

shifting could also be a result of poor calibration. The XPS spectra are calibrated to a C1s 

peak. 

XPS was also used to investigate the metal 2p binding energies of the TM ions and the 3d 

binding energy of Tb3+. The presence of the expected binding energies would help confirm 

the presence of the expected metal ions. The resulting spectra are shown in Figure 5.  
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Figure 5: XPS spectra of the a) Zn2+ b) Cu2+ c) Ni2+ d) Co2+ e) Fe2+ f) Mn2+ 2p binding energies and g) Tb3+ 3d 

binding energy. 
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A compositional analysis failed to identify the expected metal ions in all samples, apart from 

the sample containing Co2+. This is shown in Figure 5 (d) where a peak between ≈ 785 – 780 

is observed, corresponding to a Co2+ spin S= 3/2 peak. However, whilst similar expected peaks 

were not observed in the samples containing the other metal ions, it does not necessarily mean 

that they are not present. Identifying the presence of and quantifying small amounts of metal 

ions is difficult, especially if there is overlap with other peaks, such as Auger peaks. This is 

the case here, as many of the expected metal ion 2p peaks are expected where there is already 

a peak, or the spectra is noisy. For example, Zn2+ 2p peaks can be expected at ≈ 1021 eV for 

S=3/2 or 1044 eV for S=1/2, 19 and Cu2+ peaks can be expected at ≈ 935 eV for S =2/3 or 950 

eV for S = 1/2. 20 However, there are small peaks and noise present in the spectra at these 

positions making it difficult to accurately determine whether the ions are present. Potentially 

if the metal ions had been present in a greater concentration (> 3 %) they may have been 

detected more easily with a stronger signal in the expected regions. Other reasons the metal 

ions may not have been identified include the fact that the metal ions may be distributed better 

within the bulk of the thin film, than the surface. Nonetheless, the identification of Co2+ in the 

CsPb0.99Co0.01Br3 sample, indicates that the other ions could indeed be present in the other 

respective samples. 

5.2.2.3. EDX Analysis 

 

In an attempt to further investigate the thin films, to find evidence of the metal ions, SEM 

EDX analysis was undertaken on the films containing 1 % of the substituted metal ions. Both 

surface and cross-sectional measurements were taken. Nonetheless, neither analysis of the 

surface or of the bulk gave indication that the expected ions were present in the films. See 

Appendix 1.4 – 1.10 for the SEM/EDX analysis. It was suggested that such small amounts of 

the ions would be difficult to detect using EDX. The EDX detection limit is considered to be 

≥ 0.1% for atoms with atomic numbers greater than 4, however, for standardless quantative 

EDX, the error can be as large as ± 5 %. 21 The error also increases when the surface is rough, 

as the topography of the sample can block the emitted X-rays preventing them from reaching 

the detector; 21 this is likely to be the case for the thin film surfaces of the perovskite sample. 

Nonetheless, it was unexpected to not observe some evidence of the metal ions in the film, as 

SEM/EDX images reportedly showing the presence of transition metal ions in smaller 

amounts, have been published in the literature. 5, 6, 12  However, further analysis of the images 

in the literature provided some cause for disagreement. The images in the literature showed 

images of TM ions in CsPbBr3 down to concentrations as small as 0.2 %, with the images 

appearing to show a larger than expected concentration of the ions present. Using the EDX 

software, it is possible to predefine a list of elements that would be expected in the sample. 
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Whilst this can be useful for including elements that are definitely present e.g. Cs, Pb and Br 

and for excluding other elements that should not be present, this feature can cause issues. 

When selecting a particular element, the software will look for any peaks in the spectra that 

could correspond to the selected element. However, if the expected peak positions of the 

chosen element overlap with those of another element that is definitely present in the sample, 

or other small background peaks, it can mistake these peaks for the selected element, even if 

it is not actually present. Therefore, whilst the EDX mapping images may suggest the presence 

of the metal ions in the samples, it is possible that they are not present or not identifiable.  

5.2.3. AFM Analysis 

 

AFM images of the surface of the thin films were taken to analyse the effect of the metal ions 

on the morphology and grain size of the samples. An increase in the perovskite grain size 

results in the reduction of grain boundaries within the sample, thus leading to reduced charge 

carrier combination; 22 this would be beneficial for CsPbBr3 device performance.  The 

literature suggests that the inclusion of metal ions increases the perovskite crystal grain size. 

3, 5, 6 In the PbBr2 solution, each Pb2+ can form Lewis base adducts with the oxygen atom in 

one DMF molecule. 23 However, transition metal 2+ ions are stronger Lewis acids than Pb2+ 

due to their smaller ionic radii; Tb3+ is also a stronger Lewis acid than Pb2+ due to the increased 

level of charge. As a result, the added ions can coordinate to the DMF solvent molecules more 

strongly than the Pb2+
 ions, which slows down the solvent evaporation in the device fabrication 

process. In turn, this slows down the crystallisation of the thin film, reducing the number of 

nucleation sites and yielding larger grain sizes. 24 Thus, it was expected that the partially 

substituted CsPbBr3 thin films would exhibit larger grain sizes than the control. Thin films 

where the Pb2+ site had been substituted with 0.5 % and 1 % of the transition metal ions were 

investigated. However, in the case of Tb3+ 3 % substitution was investigated as larger 

concentrations of lanthanide ions within CsPbBr3 have been reported to yield larger grain sizes 

and better device performance. 6 The AFM images are shown below in Figures 6 and 7. 
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Figure 6: AFM images of 0.5% TM metal substituted CsPbBr3. a) pristine CsPbBr3 b) 0.5 % Zn c) 0.5% Cu d) 

0.5 % Ni e) 0.5% Co f) 0.5% Fe and g) 0.5% Mn, taken at 15 x 15 µm2. The scale bar represents 5 µm. 
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Figure 7: AFM images of the 1 % TM metal and 3 % Tb3+ substituted CsPbBr3. a) pristine CsPbBr3 b) 1 % Zn c) 

1 % Cu     d) 1 % Ni e) 1 % Co f) 1 % Fe g) 1 % Mn, and f) 3 % Tb taken at 15 x 15 µm2. The scale bar 

represents 5 µm. 

At first glance it does appear that the incorporation of metal ions into the perovskite crystal 

lattice can increase the size of the grains. Excluding the samples containing Zn2+, all of the 

metal ion substituted samples included some grains that were much larger than those seen in 
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the AFM images of the pristine sample. Grains with a diameter greater than 3 µm observed in 

the Cu2+ and Tb3+ containing films. However, to truly assess whether certain conditions or 

additives give rise to larger grain sizes, it is important to consider the range in grain size over 

multiple samples. As a result, AFM images were taken from four samples and various 

parameters were investigated. The mean roughness (Sa), the mean grain size and the mean 

grain area were examined across the four samples. Figures 8 and 9 show the results. 

 

Figure 8: AFM grain size comparison of the 0.5 % substituted CsPbBr3 samples showing a) the mean roughness 

(Sa) of the thin films b) the mean grain size and c) the mean grain area. The error bars show the standard 

deviation. 

Figure 8 shows that the substitution of the TM ions into the Pb2+ site at a concentration of 0.5 

% can produce some large grains, with Ni2+ giving rise to a mean grain size of over 900 nm 

and a mean grain area of over 1.1 µm2, compared to 761 nm and 0.73 µm2 respectively for the 

pristine CsPbBr3. However, there is a large amount of variation around the mean values, 

shown by the large error bars. Thus, whilst the Cu2+, Ni2+, Co2+ and Mn2+ samples all have 

mean grain sizes and areas larger than the pristine sample, the fact that the grain sizes and 

areas vary so much within and across the samples mean that potentially a much larger 

population of samples would be more useful to fully determine the effect of substitution on 

the grain size of CsPbBr3 thin films. Unexpectedly, 0.5 % Zn2+ resulted in a smaller grains 

than the pristine sample; this contrasts what was found by Tang and co-workers. 5 It was also 
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noted that the pristine CsPbBr3 had the lowest mean roughness value of 52 nm, compared to 

the values for the 0.5 % substituted samples. Smoother perovskite thin film layers are 

associated with higher PCE values in devices as contact between the ETL and HTL is 

improved, with reduced surface defects facilitating charge transfer between the layers. 25 

 

Figure 9: AFM grain size comparison of the 1 % substituted CsPbBr3 samples showing a) the mean roughness 

(Sa) of the thin films b) the mean grain size and c) the mean grain area. The error bars show the standard 

deviation * Tb3+ samples are substituted at a concentration of 3 %. 

Figure 9 also shows that the substitution of the Pb2+ site in larger concentrations can give rise 

to the presence of some large grains, with Ni2+ again providing the largest mean grain size of 

900 nm and largest mean grain area of just below 1.1 µm2. Despite this, the grains were not as 

large as those seen in the 0.5 % samples. Again, there is a large amount of variation around 

the mean values.  

Whilst the AFM images and analysis give some indication that the substitution of Pb2+ in 

CsPbBr3 for ions such as Ni2+ or Tb3+ can result in larger perovskite crystal grain, more 

samples are needed to definitively determine this. In fact, work by K O’Grady et. Al. 

concluded that over 500 thin film samples of data would be required to be able to accurately 

determine the average grain size. 26 Due to the sheer number of samples and time this would 
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require, the suggested number of samples was not met, and it is unlikely that detailed grain 

sizes analyses are carried out regularly throughout the literature. As a result, a larger sample 

size and further statistical analysis, both within this work and throughout the literature would 

be useful to determine whether the difference in the mean grain sizes and areas are statistically 

significant. 

5.2.4. Device Performance 

 

CsPbBr3 devices with an FTO|c-TiO2/m-TiO2|CsPb1-xMxBr3|Carbon|Ag architecture were 

fabricated in ambient conditions to investigate the effects of Pb2+ substitution on device 

performance. Based on previous literature findings, it was expected that substitution of the 

Pb2+ site for transition metal ions would enhance the device performance and lead to large 

increases in the VOC for some of the ions. 5, 6 However, this was not necessarily the case. Table 

3 shows the champion device for each substitution condition investigated.  
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Table 3: Champion CsPb1-xMxBr3 carbon devices.  

 

Overall, the champion cell with the highest PCE was the pristine CsPbBr3, with a reverse PCE 

of 8.99 % and a VOC of 1.48 V. This was unexpected as PCE values greater than 9.0 % have 

been achieved by Pb2+ substitution with transition metal ions, reaching over 10 % when 

lanthanide ions are used, as reported by Tang et al. 5, 6 The data in Table 3 is visulised in 

Figure 10, which displays the JV curves of the champion cells at each substitution 

concentration.  

 Reverse PCE 

(%) 

Reverse VOC 

(V) 

JSC (mA 

cm-2) 

Reverse FF (%) 

CsPbBr3 8.99 1.48 8.53 71.3 

CsPb0.998Zn0.002Br3 6.88 1.40 6.73 72.5 

CsPb0.995Zn0.005Br3 7.81 1.45 7.18 75.0 

CsPb0.99Zn0.01Br3 7.97 1.48 7.04 76.5 

CsPb0.998Cu0.002Br3 6.37 1.42 6.22 71.6 

CsPb0.995Cu0.005Br3 7.55 1.44 6.99 75.1 

CsPb0.99Cu0.01Br3 8.25 1.44 7.83 73.3 

CsPb0.998Ni0.002Br3 7.68 1.46 6.63 79.4 

CsPb0.995Ni0.005Br3 8.61 1.47 7.52 77.9 

CsPb0.99Ni0.01Br3 6.94 1.46 5.91 80.4 

CsPb0.998Co0.002Br3 7.35 1.45 6.59 76.9 

CsPb0.995Co0.005Br3 6.82 1.41 6.40 75.7 

CsPb0.99Co0.01Br3 6.70 1.39 6.83 70.6 

CsPb0.998Fe0.002Br3 1.92 1.18 3.15 51.6 

CsPb0.995Fe0.005Br3 1.05 1.19 1.75 50.4 

CsPb0.99Fe0.01Br3 0.77 1.14 1.28 52.5 

CsPb0.998Mn0.002Br3 5.84 1.37 5.93 71.9 

CsPb0.995Mn0.005Br3 2.74 1.25 4.15 52.9 

CsPb0.99Mn0.01Br3 1.27 1.16 3.29 33.3 

CsPb0.995Tb0.005Br3 6.86 1.44 6.36 75.0 

CsPb0.99Tb0.01Br3 6.64 1.45 6.27 73.1 

CsPb0.97Tb0.03Br3 6.26 1.45 5.91 73.1 
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Figure 10: JV curves a) champion CsPb0.998M0.002Br3 devices, b) champion CsPb0.995M0.005Br3 devices c) 

champion CsPb0.99M0.01Br3 devices and c) CsPb1-xTbxBr3 devices. 

Figure 10 clearly shows that the pristine champion cell out performs the substituted devices, 

this is likely due to the large current density value of 8.53 mA cm-2, which is the largest value 

of all the champion devices, with the substituted devices all having current densities below 8 

mA cm-2. However, the champion device has a worse FF value than some of the substituted 

devices. Despite the unchanged CsPbBr3 champion device displaying the best JV 

characteristics, it is important to look at the spread of values across a number of devices to 

determine whether the Pb2+ site substitution has a positve effect. As a result, a set of 12 devices 

were made for each substituion condition and compared to the set of the pristine devices. 

Student t-tests were carried out to determine whether there was a significant statistical 

difference between the pristine CsPbBr3 and substituted CsPbBr3planar carbon devices. The 

null hypothesis was defined as ‘there is no significant difference between the control CsPbBr3 

devices and the CsPb1-xMxBr3 devices’. A value of p < 0.05 was taken as the threshold to reject 

the null hypothesis and therefore it would infer that there was a significant statistical difference 

between the two sets of devices that were being tested.  
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5.2.4.1. Zn2+ Substituted Devices 

 

The divalent zinc ion was substituted for Pb2+ on the B-site of the perovskite at concentrations 

of 0.2, 0.5 and 1.0 %. It was expected that all three substitution concentrations would improve 

the JV characteristics of the devices as Tang et al. found that Zn2+ was the transition metal ion 

that yields greatest improvements in the devices.  5 Consequently, large PCE and VOC values 

were anticipated. The box plots in Figure 11 compares the reverse PCE, the reverse VOC, the 

JSC, the reverse FF and the hysteresis factor of the devices.  

 

Figure 11: Box plots comparing a) the reverse PCE, b) the reverse VOC c) the JSC d) the reverse FF and e) the 

hysteresis factor of CsPbBr3, CsPb0.998Zn0.002Br3, CsPb0.995Zn0.005Br3 and CsPb0.99Zn0.01Br3 planar carbon 

devices. The mean values are represented by the square symbol. 
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The pristine CsPbBr3 devices has the highest mean reverse PCE value of 7.09 %, compared to 

5.81, 6.89 and 6.27 % respectivley, for the 0.2, 0.5 and 1 % substitued devices. Nonetheless, 

no significantly statiscial difference was observed between the PCE of the pristine CsPbBr3 

and the 0.5 and 1 % substituted devices. Furthermore, there was a statisical difference between 

the reverse PCE values of the pristine and the 0.2 % substituted devices, with the Zn substited 

devices performing worse in this case. 

The 1 % Zn substittued devices did achieve the largest reverse VOC values, with two of these 

devices reaching VOCs above 1.5 V and five devices reaching VOC values greater than any of 

the pristine devices. The top VOC of 1.53 V, achieved by one device with a substituion 

concentration of 1 % Zn, was the largest VOC value achieved by any device in this thesis, 

perhaps demonstrating that in some cases, the use of Zn2+ can be used to achiev high VOC 

values. However, it is impossible to attribute this increase soley on the addition of the Zn2+. 

Despite this, there was no significant statistical difference between the pristine devices and 

any of the Zn substituted devices, so it cannot be concluded that Zn2+ has an overall benefical 

effect on the VOC of CsPbBr3 planar carbon devices. The PCE and VOC values shown in Figure 

11, were also much lower than the values of 9.18 % and 1.56 V for the champion 

CsPb0.995Zn0.005Br3 cell that was achieved in the literature. 5 

The very small p values of 0.0026 and 0.00617 show that JSC of the 0.2 % and 1 % substitued 

devices were significantly worse than the standard devices. However, there was no statisical 

difference in either the reverse FF values or the hysteresis factor values. Overall it was 

concluded that were was no substanital beneficial effect of substituting Pb2+ for Zn2+. 

5.2.4.2. Cu2+ Substituted Devices 

 

The divalent copper ion was substituted for Pb2+ on the B-site of the perovskite at 

concentrations of 0.2, 0.5 and 1.0 %. Improvements in the PCE and VOC were once again 

expected. The box plots in Figure 12 compares the reverse PCE, the reverse VOC, the JSC, the 

reverse FF and the hysteresis factor of the devices. 
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Figure 12: Box plots comparing a) the reverse PCE, b) the reverse VOC c) the JSC d) the reverse FF and e) the 

hysteresis factor of CsPbBr3, CsPb0.998Cu0.002Br3, CsPb0.995Cu0.005Br3 and CsPb0.99Cu0.01Br3 planar carbon 

devices. The mean values are represented by the square symbol. 

Statistical differences were found between the reverse PCE of the pristine CsPbBr3 devices 

and the Cu2+ substituted devices; however, these differences are not in favour of the Cu2+ 

substitution. The P values between the PCE of pristine and the 0.2 % devices and the pristine 

and the 1 % substituted devices were 0.000179 and 0.0211 respectively. The mean reverse 

PCE values were 7.09, 5.43 and 5.89 % respectively. However, the P value between the PCE 

of the pristine devices and the 0.5 % substituted devices showed no significant difference to 

the performance of the device. Overall, this indicates that Pb2+ substitution for small amounts 

of Cu2+ is not beneficial for CsPbBr3 planar carbon devices 
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Additionally, there is no obvious benefit to the VOC of these devices, with the p values showing 

that the devices containing Cu2+ are either no different (1 % Cu2+) or statistically worse (0.2 

and 0.5 % Cu2+) than the control. There was also no statistically significant improvement in 

the JSC or the reverse FF. However, the results in Figure 12 do suggest that a small amount of 

copper (0.2 %) may be able to reduce hysteresis within the devices under the measurement 

conditions used, although overall the performance of the 0.2 % Cu2+ substituted devices was 

worse than the control. As a result, a small reduction in the hysteresis factor is not necessarily 

beneficial compared to the loss in performance. 

5.2.4.3. Ni2+ Substituted Devices 

 

The divalent nickel ion was substituted for Pb2+ on the B-site of the perovskite at 

concentrations of 0.2, 0.5 and 1.0 %. Although the literature results for Ni 2+ substitution did 

not yield improvements as great as those for Zn2+ and Cu2+, 5 improvements in the PCE and 

VOC were still expected to be observed.  The box plots in Figure 13 compares the reverse PCE, 

the reverse VOC, the JSC, the reverse FF and the hysteresis factor of the devices. 
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Figure 13: Box plots comparing a) the reverse PCE, b) the reverse VOC c) the JSC d) the reverse FF and e) the 

hysteresis factor of CsPbBr3, CsPb0.998Ni0.002Br3, CsPb0.995Ni0.005Br3 and CsPb0.99Ni0.01Br3 planar carbon devices. 

The mean values are represented by the square symbol. 

The data in Figure 13, shows that the mean reverse PCE value for 0.5 % substituted Ni2+ 

samples is 7.41 %, compared to 7.09 % for the pristine devices, initially suggesting that a 

small amount of Ni2+ could help improve the efficiency of CsPbBr3 planar carbon devices. 

Despite this, once again, the p values demonstrate that there was no statistically significant 

improvement in any of the JV characteristics for the devices where Ni2+ was substituted in at 

the Pb2+ site. However, the values of the champion PCE and VOC for CsPb0.995Ni0.005Br3 was 

comparable to that of the literature Ni2+ containing champion device. 5 
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5.2.4.4. Co2+ Substituted Devices 

 

The divalent cobalt ion was substituted for Pb2+ on the B-site of the perovskite at 

concentrations of 0.2, 0.5 and 1.0 %. Although the literature results for Co2+ substitution did 

not yield VOC values greater than the average VOC values achieved for the pristine devices in 

this thesis, 11, 12 improvements in the PCE were still expected to be observed.  The box plots 

in Figure 14 compares the reverse PCE, the reverse VOC, the JSC, the reverse FF and the 

hysteresis factor of the devices. 

 

Figure 14: Box plots comparing a) the reverse PCE, b) the reverse VOC c) the JSC d) the reverse FF and e) the 

hysteresis factor of CsPbBr3, CsPb0.998Co0.002Br3, CsPb0.995Co0.005Br3 and CsPb0.99Co0.01Br3 planar carbon 

devices. The mean values are represented by the square symbol. 
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The substitution of Pb2+ for Co2+ resulted in statistically significantly worse device 

performance, with the 0.2, 0.5 and 1% Co2+ devices exhibiting poorer PCE, VOC and JSC values 

than the control devices. The champion PCE for the 0.2 % substituted devices in the literature 

was 8.67 %, 12 which was not reached by any of the Co2+ containing devices shown in Figure 

14. However, the champion VOC for CsPb0.998Co0.02Br3 achieved by Wang and co-workers, was 

1.38 V, 12 whereas the same devices in Figure 14 reached an average VOC of 1.41 V. In Figure 

14, the average value of 1.41 V for the 0.2 % substituted devices, is less than the average VOC 

of 1.44 V for the pristine devices. It is therefore clear that the use of Co2+ in CsPbBr3 devices 

is not advantageous. Additionally, it appears that increasing the substitution concentration to 

1 % could increase the hysteresis factor of the devices measured under these conditions. 

5.2.4.5. Fe2+ Substituted Devices 

 

The divalent iron ion was substituted for Pb2+ on the B-site of the perovskite at concentrations 

of 0.2, 0.5 and 1.0 %.  Whilst Fe2+ has been shown to be beneficial when doped in CsPbBr3 

quantum dots, 27 there is not much work in the literature that incorporates Fe2+ into CsPbBr3 

planar carbon devices. As a result, this was investigated and the box plots in Figure 15 

compares the reverse PCE, the reverse VOC, the JSC, the reverse FF and the hysteresis factor of 

the devices. 
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Figure 16: Box plots comparing a) the reverse PCE, b) the reverse VOC c) the JSC d) the reverse FF and e) the 

hysteresis factor of CsPbBr3, CsPb0.998Fe0.002Br3, CsPb0.995Fe0.005Br3 and CsPb0.99Fe0.01Br3 planar carbon 

devices. The mean values are represented by the square symbol. 

It is clear from the five box plots in Figure 15, that substituting Fe2+ into the B-site in CsPbBr3 

negatively affects CsPbBr3 planar carbon device performance. The p values calculated 

between the pristine devices and the Fe2+ containing devices are very small, indicating that the 

decreases in the device performances are statistically significant. The mean reverse PCE for 

the three substitution concentrations are 1.11, 0.53 and 0.34 % with p values of 2.10 x 10-9, 

2.56 x 10-11
 and 8.90 x 10-11 respectively, compared to 7.09 % for the control devices. This 

shows that even small amounts of Fe2+ can cause a large drop in PCE and increasing the iron 

concentration results in the PCE decreasing further. Furthermore, a large decrease in the VOC, 
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the JSC and the FF were observed upon the addition of Fe2+. All of the sets of devices containing 

Fe2+
, had a mean reverse VOC below 1.23 V (the theoretical requirement for water oxidation), 

with VOC values of 1.03, 1.11 and 0.93 V respectively. This shows that substituting Pb2+ for 

Fe2+ is not beneficial in the use of CsPbBr3 devices for water oxidation. 

5.2.4.6. Mn2+ Substituted Devices 

 

The divalent manganese ion was substituted for Pb2+ on the B-site of the perovskite at 

concentrations of 0.2, 0.5 and 1.0 %.  Again, Mn2+ has been shown to be beneficial when 

doped in CsPbBr3 quantum dots, 9 and work by Qi et al. demonstrates that small quantities on 

Mn2+ (0.5 % substitution concentration) can improve CsPbI1.01Br1.99 carbon devices. 28 It was 

expected that these benefits could also apply to CsPbBr3 carbon devices, thus this was 

investigated. The box plots in Figure 16 compares the reverse PCE, the reverse VOC, the JSC, 

the reverse FF and the hysteresis factor of the devices. 
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Figure 17: Box plots comparing a) the reverse PCE, b) the reverse VOC c) the JSC d) the reverse FF and e) the 

hysteresis factor of CsPbBr3, CsPb0.998Mn0.002Br3, CsPb0.995Mn0.005Br3 and CsPb0.99Mn0.01Br3 planar carbon 

devices. The mean values are represented by the square symbol. 

Once more, is clear from the five box plots in Figure 15, that substituting Mn2+ into the B-site 

in CsPbBr3 negatively affects CsPbBr3 planar carbon device performance. The p values 

calculated between the pristine devices and the Mn2+ containing devices are very small, 

indicating that the observed decreases in the device performances are statistically significant. 

Similarly to Fe2+, as the concentration of Mn2+ in the CsPbBr3 crystal lattice increases, the 

device performance decreases. For example, the average reverse PCE of the devices 

containing 0.2 % Mn2+ is 3.99 %, decreasing to 1.88 % for 0.5 % Mn2+ and dropping again to 

0.50 % for 1 % Mn2+. The same trend is observed in the reverse VOC values, where the mean 

values are 1.29 V, 1.19 V and 0.82 V respectively. The JSC and reverse FF values also follow 
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the same pattern with increasing Mn2+ concentration. Once again, all of the sets of devices 

containing Mn2+
, had a mean reverse VOC below 1.23 V (the theoretical requirement for water 

oxidation), demonstrating that substituting Pb2+ for Mn2+ is not favourable for the use of 

CsPbBr3 devices for water oxidation. 

The results in Figure 16 contrast those published by Tang et. al. where small amounts of Mn2+ 

increased CsPbBr3 device performance. 5 However, it is clear from the box plots in Figure 16 

that Mn2+ can negatively affect these devices. 

5.2.4.7. Tb3+ Substituted Devices 

 

This time the trivalent terbium ion was substituted for Pb2+ on the B-site of the perovskite at 

concentrations of 0.5, 1.0 and 3.0 %. Higher substitution concentrations were chosen as work 

by Tang et al. demonstrated that larger amounts of lanthanide ions could improve CsPbBr3 

planar carbon device performance, with a substitution concentration of 3 % producing the best 

outcomes. 6 Whilst Sm3+ was shown to produce the devices with the highest PCEs and VOCs, 

SmBr3 was difficult to obtain, so the lanthanide ion producing the second-best results, Tb3+, 

was used instead. Consequently, large PCE above 10 % and VOC values greater than 1.5 V 

were anticipated. The box plots in Figure 17 compares the reverse PCE, the reverse VOC, the 

JSC, the reverse FF and the hysteresis factor of the devices. 
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Figure 18: Box plots comparing a) the reverse PCE, b) the reverse VOC c) the JSC d) the reverse FF and e) the 

hysteresis factor of CsPbBr3, CsPb0.995Tb0.005Br3, CsPb0.99Tb0.01Br3 and CsPb0.97Tb0.03Br3 planar carbon devices. 

The mean values are represented by the square symbol. 

The results shown in Figure 17 were disappointing. The inclusion of Tb3+ resulted in 

significantly poorer device performance compared to the pristine devices, with small p values 

demonstrating this. The mean reverse PCE values were 5.36, 5.94 and 5.23 % respectively, 

compared to 7.09 % for the control. The champion Tb3+ containing devices did not even reach 

efficiencies above 7 %, illustrating that Pb2+ substitution for Tb3+ does not improve device 

performance.   

The VOC values produced by the Tb3+
 containing devices were also not statistically better than 

the control devices. Mean reverse VOC values of 1.35, 1.43 and 1.46 V were achieved 
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compared to 1.44 for the pristine devices. Whilst the 3 % substituted set produced two devices 

with a VOC of 1.50 V, the expected VOC values greater than 1.50 V were not observed. The 

results did not achieve the super high VOC values of 1.59 V nor the large efficiencies of 10 % 

reported by Tang et al. 6 Thus, Tb3+ containing CsPbBr3 devices do not yield the properties 

required to achieve water splitting using reduced applied overpotentials. 

5.3. Conclusion and Future Work 
 

In summary, this chapter investigated the effect that substituting Pb2+ in CsPbBr3 with small 

amounts of a range of metal ions had on band gap, grain size and planar carbon device 

performance. However, finding evidence to determine the presence of the added ions within 

the thin films proved difficult. No obvious effect on band gap was observed, and small 

variations within the band gap are difficult to detect and error may occur during the 

extrapolation process. 29 Therefore, if the ion substitution did have a minor effect on the band 

gap, it may not have been detected. XRD was used to confirm that the thin films with the 

substituted ions still formed the perovskite structure. Whilst the expected CsPbBr3 peaks were 

observed, additional peaks, corresponding to the Cs rich phase were also present. However, 

the expected shift to higher 2θ values was not observed. Furthermore, XPS analysis failed to 

detect and quantify the presence of the metal ions, except for Co2+, in the surface of the thin 

films, although a shift in the Pb 4f and the Br 3d peaks was observed. However, the observed 

peak shift could be down to poor calibration. The EDX data also did not provide any evidence 

for the presence of the metal ions, as the specified ions were not detected, although this may 

have been due to the detection limits of the instrument. Nonetheless, the ions could still be 

present within the film and the concentration within the surface of the films may have been 

too low to detect accurately with the techniques available. The methods used for metal ion 

detection in the CsPbBr3 thin films, were the same methods used to confirm the metal ions 

presence in the literature, 5, 6 yet the analysis of the result may need further examination. 

Firstly, the literature XRD results show minimal shifting of the peaks and the magnitude of 

the shifting does not correlate to the ion size. 5, 6 Furthermore the EDX data in the literature 

raises questions about the data collection methods used, thus they may not accurately depict 

the true concentration of the metal ions in the thin films. 5, 6, 12 

The grain size of the thin films was also analysed. Whilst there is some evidence that 

substituting Pb2+ for metal ions such as Cu2+ and Ni2+can help to increase CsPbBr3 grain size, 

a larger number of samples would be required to determine this definitively. However, the 

number of samples required to fully investigate this is very large, thus, that number was not 

met in this thesis, nor is it routinely met in literature work. 5, 6 As a result, it is difficult to truly 
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establish the effect of the metal ion’s presence on the surface morphology of the perovskite in 

both the work in this chapter and the results in the literature. 

The investigation into CsPbBr3 planar carbon device performance, clearly demonstrated that 

no metal ion investigated for substation had the desired positive effect. Statistical analysis of 

the devices in section 5.2.4 of this chapter concluded that the substitution had either no effect, 

with no difference observed from the pristine devices, or had a negative impact on device 

performance. The VOC of the devices was of particular interest, as large VOCs could be useful 

in reducing the amount of over potential required to perform water splitting, or even allow for 

unassisted water splitting. It was concluded that the use of metal ions could not increase the 

VOC of the devices to values appropriate for unassisted water oxidation. However, the method 

for the substitution of metal ions into the CsPbBr3 lattice was followed as described in the 

literature by Tang e. al. 5, 6 where large improvements in device performance was reported. 

This is contradictory to the findings of this chapter and thus further information as to the 

methods used by Tang et al. would be beneficial.  However, performing statistical analysis on 

the data sets from the literature would provide further insight into the proposed improvements 

achieved by substituting Pb2+ in CsPbBr3 for metal ions. Furthermore, 12 devices were 

included in each set of data in section 5.2.4, which consisted of two separate set of cells that 

were made on different days. However, for some of the substitution conditions, more than two 

sets of devices were made for various reasons, such as wanting to confirm results. As a result, 

this led to having to choose which dataset to include in this study. Datasets were used in their 

entirety and the best devices were not cherry picked, which may contribute to these 

discrepancies. However, the pristine CsPbBr3 control devices that were made in this chapter 

out-perform those made by Tang et al. where the champion pristine device has a PCE of 6.37 

% and a VOC of 1.43 V. 5 If a set of control devices that had a poorer performance were chosen, 

in line with the literature devices, the substitution of Pb2+ for a range of metal ions would have 

appeared to improve the CsPbBr3 devices. Thus, whilst, using the data in this chapter, it is not 

possible to state that Pb2+ substitution had a beneficial effect on CsPbBr3 device performance, 

the data used in the literature may need further examination. Statistical analysis of data sets 

should be routinely used to show that any changes to device performance are significant. An 

increased number of devices measured in each data set to provide a wider range of data points 

would also be beneficial. 

Further work could be carried out to observe the stability effect of the substituted CsPbBr3 

devices under water oxidation conditions. Future work in this field could also extend to the 

investigation of other ions to partially replace Pb2+ to determine whether the substitution 

improves planar carbon CsPbBr3 devices enough to be suitable for water splitting applications. 

For example, group 2 elements have also been investigated by Tang et al. and have also shown 
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improvements in PCE and VOC. 30 The effects of doping in small amounts, instead of 

substitution, of metal ions could also be investigated. Furthermore, the addition of metal ions 

to the layer interfaces could be explored to determine whether there is any defect passivation 

effect.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

151 

 

5.4. References 
 

1 H. C. Fu, P. Varadhan, C. H. Lin and J. H. He, Nat. Commun. 2020 111, 2020, 11, 1–

9. 

2 A. Buin, P. Pietsch, J. Xu, O. Voznyy, A. H. Ip, R. Comin and E. H. Sargent, Nano 

Lett., 2014, 14, 6281–6286. 

3 W. Zhao, D. Yang, Z. Yang and S. (Frank) Liu, Mater. Today Energy, 2017, 5, 205–

213. 

4 H. Sun, J. Zhang, X. Gan, L. Yu, H. Yuan, M. Shang, C. Lu, D. Hou, Z. Hu, Y. Zhu 

and L. Han, Adv. Energy Mater., 2019, 9, 190896. 

5 M. Tang, B. He, D. Dou, Y. Liu, J. Duan, Y. Zhao, H. Chen and Q. Tang, Chem. 

Eng. J., 2019, 375, 121930. 

6 J. Duan, Y. Zhao, X. Yang, Y. Wang, B. He and Q. Tang, Adv. Energy Mater., 2018, 

8, 1802346. 

7 H. Kim, S. R. Bae, T. H. Lee, H. Lee, H. Kang, S. Park, H. W. Jang and S. Y. Kim, 

Adv. Funct. Mater., 2021, 31, 2102770. 

8 B. Wang, L. Liu, B. Liu, J. Li, B. Cao, Z. Zhao and Z. Liu, Phys. B Condens. Matter, 

2020, 599, 412488. 

9 D. Parobek, Y. Dong, T. Qiao and D. H. Son, Chem. Mater., 2018, 30, 2939–2944. 

10 Q. Hu, Z. Li, Z. Tan, H. Song, C. Ge, G. Niu, J. Han, J. Tang, Q. Hu, Z. Li, Z. Tan, 

H. Song, C. Ge, G. Niu, J. Tang and J. Han, Adv. Opt. Mater, 2018, 6, 1700864. 

11 D. Wang, W. Li, Z. Du, G. Li, W. Sun, J. Wu and Z. Lan, J. Mater. Chem. C, 2020, 

8, 1649. 

12 C. Wang, Y. Long, X. Liu, S. Fu, J. Wang, J. Zhang, Z. Hu and Y. Zhu, J. Mater. 

Chem. C, 2020, 8, 17211. 

13 M. B. Kanoun and S. Goumri-Said, Mater. Today Energy, 2021, 21, 100796. 

14 T. Kirchartz and U. Rau, Sustain. Energy Fuels, 2018, 2, 1550–1560. 

15 Y. J. Guo, J. Su, L. Wang, Z. Lin, Y. Hao and J. Chang, J. Phys. Chem. Lett., 2021, 

12, 3393–3400. 

16 D. B. Straus and R. J. Cava, Cite This ACS Appl. Mater. Interfaces, 2022, 14, 34890. 



 

152 

 

17 Database of Ionic Radii, http://abulafia.mt.ic.ac.uk/shannon/ptable.php, (accessed 4 

October 2022). 

18 Y. Li, W. Shao, L. Chen, J. Wang, J. Nie, H. Zhang, S. Zhang, R. Gao, X. Ouyang, 

X. Ouyang and Q. Xu, NPG Asia Mater., 2021, 13, 308. 

19 M. C. Biesinger, L. W. M. Lau, A. R. Gerson and R. S. C. Smart, Appl. Surf. Sci., 

2010, 257, 887–898. 

20 A. Waskowska, L. Gerward, J. S. Olsen, S. Steenstrup and E. Talik, J. Phys. 

Condens. Matter, 2001, 13, 2549. 

21 Electron Optic Documents, https://www.jeolusa.com/RESOURCES/Electron-

Optics/Documents-Downloads/can-i-trust-my-quantitative-eds-data, (accessed 5 

December 2022). 

22 M. Nukunudompanich, G. Budiutama, K. Suzuki, K. Hasegawa and M. Ihara, 

CrystEngComm, 2020, 22, 2718–2727. 

23 M. Liu, J. Zhao, Z. Luo, Z. Sun, N. Pan, H. Ding and X. Wang, Chem. Mater., 2018, 

30, 5846–5852. 

24 Q. Cai, C. Liang, Z. Lin, W. Zhang, G. Shen, H. Dong, X. Xu, H. Wang, C. Mu and 

G. Xing, Sustain. Energy Fuels, 2022, 6, 2955–2961. 

25 J. F. Wang, L. Zhu, B. G. Zhao, Y. L. Zhao, J. Song, X. Q. Gu and Y. H. Qiang, Sci. 

Reports 2017 71, 2017, 7, 1–9. 

26 G. . Jones, M. Jackson and K. O’Grady, J. Magn. Magn. Mater., 1999, 193, 75–78. 

27 S. Shyamal, S. K. Dutta and N. Pradhan, J. Phys. Chem. Lett., 2019, 10, 7965–7969. 

28 J. Liang, Z. Liu, L. Qiu, Z. Hawash, L. Meng, Z. Wu, Y. Jiang, L. K. Ono and Y. Qi, 

Adv. Energy Mater., 2018, 8, 1800504. 

29 G. (Associate professor of mechanical and nuclear engineering) Singh, A. Bhalla, M. 

M. Mahmoud, R. H. R. Castro, N. P. Bansal, D. Zhu, J. P. Singh, Y. Wu and O. 

Materials Science & Technology Conference (2015 : Columbus, Processing, 

Properties, and Design of Advanced Ceramics and Composites II, Wiley, 2016. 

30 Y. Zhao, Y. Wang, J. Duan, X. Yang and Q. Tang, J. Mater. Chem. A, 2019, 7, 

6877–6882. 

 



 

153 

 

Chapter 6. Ir-Based Water Oxidation Catalyst 

Interactions with Graphite Surfaces 

 

6.1. Introduction 

Due to the slow kinetics of the water oxidation reaction, discussed in Chapter 2, water 

oxidation catalysts (WOCs) are often used to help overcome this kinetic barrier and allow 

water oxidation reactions to be carried out at lower potentials. The slow water oxidation 

kinetics are often accredited to the intermediates that are formed during the four electron 

transfer step of the oxidation of water to O2(g). An effective WOC is able to stabilise these 

intermediates, therefore lowering the kinetic energy barrier for water oxidation and thus 

increasing the rate of oxygen production. 1 Developing effective WOCs can be challenging; a 

good WOC must allow the water oxidation to occur at a fast rate; must be capable of water 

oxidation at potentials above 1.23 eV and must be stable to air, water and heat. There are two 

main types of synthetic WOCs: oxides and molecular complexes. Metal oxides, such as those 

containing ruthenium and iridium, have been shown to be some of the most active and stable 

WOCs. 2, 3, 4, 5 Iridium oxides, such as IrO2, are popular due to their high catalytic activities, 

high turnover frequencies and good longevity. 6 However, some oxide materials have high 

dissolution rates and hence have short catalytic life times; this can be improved by using more 

robust oxide materials such as IrOx nanoparticles or SrIO3 . 7, 8 

The first molecular WOC was discovered when it was found that upon adding [(bpy)3RuIII]3+ 

to water, a blue coloured, cis-[(H2O)RuIII(bpy)2(μ-O)RuIII(bpy)2(OH2)]4+ dimer was formed 

and oxygen evolution resulted. 9 In the last 10 years, organometallic Cp*IrIII complexes (where 

Cp* = pentamethyl-cyclopentadienyl) have become popular as pre-catalysts for water 

oxidation, and it has been observed that active homogenous WOCs can be formed through the 

oxidative removal of the Cp* group. These compounds must possess a bidentate chelating 

ligand to help stabilise the complexes after the oxidative Cp removal. 10 In the absence of a 

chelating ligand, a layer of amorphous IrOx is instead deposited onto the anode, creating a 

heterogenous WOC layer. However, the homogeneous WOCs, formed in the presence of the 

chelating ligands, can be heterogenized to form surface bound, iridium based electrocatalysts 

for water oxidation, which operate in acidic conditions and have higher catalytic activity and 

a lower onset potential than IrOx. 11, 12 Brudvig et al. used dynamic light scattering (DLS) to 

confirm that the iridium complexes containing chelating ligands did not produce 

nanoparticles, thus it could be concluded that the Ir complexes themselves where behaving as 

water oxidation catalysts instead of IrOx nanoparticles. 1 Cp*IrIII precatalyst complexes can be 
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oxidised and dimerised, with the use of a oxidising agent such as NaIO4 or Ceric Ammonium 

Nitrate (CAN), to form a homogenous WOC (hom-WOC). The hom-WOC can then bind to 

the surface of metal oxides to form a heterogeneous WOC layer (het-WOC). 11 Figure 1 shows 

the transformation of the [Cp*Ir(pyalc)Cl] precatalyst into the het-WOC using NaIO4.  

 

Figure 1: Formation of the hom-WOC and then subsequent formation of the het-WOC. Oxidation of 

[Cp*Ir(pyalc)Cl] using NaIO4 to form the hom-WOC ([Ir(pyalc)(H2O)2(μ-O)]2+
2 ). Further heterogenization of 

the hom-WOC is shown at room temperature with a metal oxide surface. 

The hom-WOC, formed after the oxidation of the precatalyst, exhibits a deep blue colour 

which absorbs light close to 600 nm. Dynamic Light Scattering (DLS) was used to show that 

despite the fact that the deep blue colour is similar to that shown by IrOx in solution, the 

chelating ligands, prevented IrOx nanoparticle formation. 13 Hintermair et. al. proposed the 

water oxidation catalytic cycle of the hom-WOC ([Ir(pyalc)(H2O)2(μ-O)]2+
2), in acidic 

conditions shown in Figure 2, 14 the heterogeneous, surface bound catalyst is expected to 

behave in a similar manner. The cleavage of the O-H bond, depicted in the second step in, 

Figure 2, is the proposed rate determining step (RDS) for the oxidation of water, using the 

hom-WOC.  
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Figure 2: Proposed catalytic cycle for the oxidation of water with the dimeric hom-WOC ([Ir(pyalc)(H2O)2(μ-

O)]2+
2 ) complex in aqueous solution with NaIO4. 14 

Whilst, the mechanism above shows step 2 as the RDS for the hom-WOC, a kinetic study of 

the het-WOC, found that the rate-determining step for the het-WOC, may be electron transfer 

from the Ir catalyst centres to the oxygen functional group containing scaffold. 11 

As discussed in Chapter 2, the high VOC values that are produced by CsPbBr3 devices, as a 

result of its large bandgap, give these solar cells applications in water splitting. In previous 

work by Poli and co-workers, planar carbon CsPbBr3 devices were encapsulated using a 

commercially available graphite sheet (GS) with the iridium based het-WOC grafted to the 

surface. The devices were then used as photoanodes for water oxidation. 15 The π electrons in 

the layers of graphite mean that it is a good electrical conductor, thus it can conduct the 

photogenerated holes that are produced in the CsPbBr3 layer, bringing them to the surface 

where they can be used to oxidise water. The surface defects found in a sheet of graphite often 

consist of oxygen containing functional groups, 16 thus, after soaking the GS in the blue 

dimeric hom-WOC solution, the catalyst was able to bind to the GS at oxidised sites on the 

surface. The catalyst was able to lower the overpotential needed for the water oxidation 

reaction to occur on the surface of the photoanode and produce high water oxidation currents. 

15 This chapter further investigates the interactions between the GS and the 

([Ir(pyalc)(H2O)2(μ-O)]2+
2) WOC (Figure 1) and discusses the methods to increase the loading 

of the WOC onto the surface of GS to further increase the water oxidation capabilities of the 

GS-WOC anode. 
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6.2. WOC On Untreated 70 µm Thickness GS 
 

A commercially available GS, with a thickness of 70 µm was used and soaking the GS in the 

hom-WOC/NaIO4 aqueous solution for 48 h was the suggested method for adhering the WOC 

to the GS. 15 After soaking, the GS was rinsed thoroughly with deionised water to remove any 

loosely bound or non-covalently adsorbed catalyst. It was first ensured that the presence of 

the aq. NaIO4, which is an oxidant, did not cause any changes to the GS, nor was it 

electrochemically active on the surface of the GS. A cyclic voltammogram (CV) of the blank 

GS was compared with the CV of the GS after soaking in NaIO4 solution for 48 h; this is 

shown in Figure 3, to establish that the NaIO4 does not possess any catalytic properties for 

water oxidation. Figure 3 also compares the CV of the GS-WOC to that of the blank GS  

 

Figure 3 shows that the changes to the CV of the GS are minimal before and after soaking 

with NaIO4, the oxidation current at 1.63 V for the blank GS is slightly larger before soaking. 

However, the changes are small and insignificant compared to the changes after soaking in 

the hom-WOC solution. This shows that the NaIO4 has no effect on the water oxidation 

reaction. The GS that has been soaked in the hom-WOC shows noticeable differences 

compared the GS without any WOC. The oxidation and reduction peaks that are centred on ≈ 

0.95 V correspond to the Iriii/iv
 redox couple as the iridium centre is oxidised and reduced on 

the surface of the GS. The small oxidation peak at ≈ 1.5 V V is often referred to as the ‘pre-

Figure 3: Cyclic voltammogram (one scan) of the blank 1 cm2 GS (black), the GS soaked in 0.125 mM 

NaIO4  for 48 h (red) and the GS soaked in the hom-WOC solution (blue). Measured in 0.1 M KNO3 

at pH 2.5, at a scan rate of 50 mV s-1.  
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peak’ and could correspond to the Iriv/v
 oxidation that occurs during the water oxidation 

process, however this is unconfirmed and the peak is largely obscured by the onset of the 

water oxidation catalytic wave. The current value at 1.66 V gives the water oxidation current. 

However, if the potential was raised past 1.66 V (vs RHE), the current would also increase 

further. It is clear that the presence of the WOC on the GS surface, causes the water oxidation 

current to greatly increase. The water oxidation onset potential is also greatly decreased by 

the WOC. The onset potential, for the purposes of this thesis, can be defined as the value of 

the potential when the current begins to rise sharply. In Figure 3, the CV of the GS-WOC 

begins to rise sharply at ≈ 1.3 V (vs RHE), compared to the blank GS which begins to increase 

sharply at ≈ 1.4 V. This demonstrates that the WOC can lower the overpotential required to 

achieve water splitting. 

The optimal hom-WOC soaking time, for the GS, was investigated to observe when the 

maximum amount of catalyst had adhered to the surface of the GS. Thus, the GS was soaked 

in the WOC solution and a CV was taken every 4 hours from 0 – 72 h. The anodic peak current 

for the Iriii 
 Iriv oxidation was recorded and the water oxidation current at 1.66 V was also 

recorded; these results are shown in Figure 4. However, due to unexpected shifting in the 

anodic Iriii/iv  peak current, a potential for defining the anodic current could not be specified. 

 

Figure 4: a) anodic peak current for the Iriii/iv
 redox couple and b) water oxidation peak current at 1.66 V (vs 

RHE) after soaking the 1 cm2 GS in the hom-WOC for 0 – 72 h. 

From the plots in Figure 4, it is clear that the both the anodic peak current and the water 

oxidation current, increase with the catalyst soaking time, peaking at 52 h, with an anodic 

current of 34 µA and a water oxidation current of 153 µA. At soaking times greater than 52 h, 

both of the recorded current values decrease. This indicates that a soaking time of 48 – 52 h is 

optimal. It should be noted that there is variation in the currents that are achieved across 

different samples of GS, however, the observed trend still stands (see Appendix 2.1). The 

WOC forms a monolayer on surfaces with oxidised sites, such as ITO, 11 however, the typical 
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Langmuir shaped curve that would be expected, is not observed in Figure 4, with the current 

increase appearing to slow and even flatten out at ≈ 16 h of soaking, before beginning to 

sharply increase again after 32 h of soaking. Figure 5 shows how the CV of the GS-WOC 

changes with WOC soaking time up to 52 h clearly demonstrating the current increases in the 

anodic peak current and the water oxidation current. 

 

Figure 5: Cyclic Voltammograms of the 1 cm2 GS-WOC recorded after 0 – 52 h of soaking ), the colour gradient 

goes dark to light as the soaking time is increased. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-

1. 

Figure 5 demonstrates the effect that soaking time has on the anodic and water oxidation 

current. Despite the scan rate remaining the same at 50 mV s-1, for all of the scans, the Iriii/iv
 

anodic peak has shifted to slightly higher potentials as the soaking time increases. However, 

this effect is only observed after cumulative soaking and CV measurement rounds to reach the 

52 h mark and is not observed when the GS is soaked directly for 52 h without interruption. 

The anodic peak currents observed after more than 40 cumulative hours of soaking are greater 

than that observed in Figure 3, however, after 48 h of continuous soaking, the water oxidation 

peak current achieved is similar and peaks at 52 h. The onset of the water oxidation catalytic 

wave is decreased by the longer soaking times, this time from ≈1.55 V to 1.40 V. The evidence 

in Figure 5 suggests that the anodic peak current, the water oxidation current and the water 

oxidation onset potential, may be good indicators of the amount of the WOC bound to the 

surface of the GS. The pre-peak however, is difficult to use as an indicator for the amount of 
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WOC present as it is often not visible after multiple CV cycles have been ran, it is also difficult 

to define the peak as it gets lost in the current increase caused by the water oxidation. 

Next, the stability of WOC on the surface of the GS was investigated by running multiple CV 

scan cycles. This would reduce any surface catalyst residue that is not bound to the GS and 

provide a true picture of the GS-WOC interaction. The result is shown in Figure 6. 

 

Figure 6: Cyclic voltammogram of the blank 1 cm2 GS (red) and the GS soaked in the Ir-based WOC for 52 h 

(blue). Ten scans were measured, the colour gradient get lighter as the scan number increases. Measured in 0.1 

M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 

After 10 CV cycles, the CV shape is more stable and the anodic peak current and the water 

oxidation current do not change noticeably. However, the water oxidation current has 

drastically decreased from 240 µA to 78 µA. This indicates that despite rinsing the GS 

thoroughly with DI water, there is potentially loose WOC on the GS surface. It is important 

to remove this to get a true idea of relative amount of catalyst bound to the GS and to observe 

the true performance effect of the surface bound WOC. Under operating conditions, any loose 

WOC would detach from the surface over time, thus reducing the water oxidation capabilities 

of the photoanode. It was also noted that whilst the Iriv/v feature is visible at ≈ 1.45 V (vs RHE) 

in the first scan, the peak is not visible in subsequent scans and is fully obscured by the water 

oxidation onset; this was similar to the results observed by Schumuttenmaer et al. when the 

WOC was bound to an ITO surface. 11 
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It was observed that the CVs of the ≈ 1 cm2 blank GS and GS-WOC varied from piece to 

piece, despite all being cut from the same larger sheet. To account for variation in the GS 

whilst assessing the performance of the WOC on the GS surface, three samples were taken 

(See Appendix 2.2). Table 1 shows the outcome across three different ≈ 1 cm2 70 µm thickness 

GS anodes before and after soaking in the hom-WOC solution and gives the mean average 

currents. 

Table 1: Water oxidation current at 1.66 V on the 10th CV scan, taken of GS soaked in the Ir-based WOC for 52 

h. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1.  

 
GS Blank (µA) GS-WOC 

(µA) 

Current Difference 

after WOC (µA) 

GS 1 17.6 76.5 59.0 

GS 2 39.5 68.3 28.8 

GS 3 16.30 78.3 62.0 

Mean Average 24.5 ± 13.0 74.4 ± 5.0 49.9 ± 18.0 

 

From the data in Table 1, it is clear that even the blank GS samples hugely vary from piece to 

piece. The average increase in the water oxidation current, between the blank GS and the GS-

WOC was 49.9 ± 18 µA. Whilst the small increase in the water oxidation current is beneficial, 

the main advantage of using the WOC, is the increase in the water oxidation onset potential. 

This is shown by the earlier onset of the catalytic water oxidation wave; whereby the current 

of the GS-WOC begins to increase sooner than the blank GS to reach the maximum water 

oxidation current. This effect can be observed in Figures 3, 5 and 6. 

In order to improve the function of GS-WOC in the CsPbBr3 based photoanodes, it is proposed 

that a higher catalyst loading on the GS surface would increase the amount of water oxidation 

that is able to take place on the surface of the anode. As the WOC binds to the oxygen 

containing functional groups on the surface of the GS, it appears logical that further oxidation 

of the GS surface would increase the number of catalyst binding sites available, which in turn 

may increase the catalyst concentration. Graphite consists of a multiple layers of graphene, 

which can be oxidised to form graphene oxide (GO). When forming graphene oxide, it has 

been shown that epoxy and hydroxyl groups can form on the basal planes, whilst ketone, 

carboxyl and hydroxyl groups can form at the edges. 17, 18 Figure 7 demonstrates the oxygen 

containing functional groups found in oxidised graphite.  
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Figure 7: Proposed structure of oxidised graphene, reproduced from work by Barnes et al. 17 

Thus, within this chapter, a number of strategies are proposed to further oxidise the GS and 

introduce a higher concentration of oxygen containing functional groups at the surface. 

6.2.1. UV/Ozone treated GS (70 µm) 

 

UV/ozone exposure is often used to clean a variety of substrates by removing a wide array of 

surface contaminants. 19 Prudkovskiy and co-workers demonstrated that UV/Ozone treatment 

of graphene could remove any hydrocarbon surface contaminants, which lead to 

improvements in the charge-carrier mobility of the graphene. 20 This alone provides a reason 

to investigate the effect of UV/ozone on the water oxidation abilities of the GS. However, it 

is also well known that exposing graphite to ozone can lead to the formation of epoxy 

functional groups on the surface. 20, 21, 22 Mulyana and co-workers found that a layer of 

graphene could be oxidised into chemically homogeneous graphene oxide (GO), with epoxide 

groups forming on the graphene surface, after UV/ozone treatment. Epoxide groups are 

reactive electrophiles due to high ring strain, hence increasing the concentration of epoxide 

functional groups that are present on the GS surface could provide additional catalyst binding 

sites and lead to an increase in the quantity of WOC binding. 23 However, as epoxides are a 

reactive functional group, upon contact with the aqueous hom-WOC solution, the epoxide ring 

may spontaneously open to form hydroxyl groups instead, 24 although this may still be 

beneficial for increasing the WOC loading. 

Consequently, 1 cm2 GS pieces were placed into a UV/ozone cleaner for 2 and 24 h before 

being soaked in the hom-WOC solution. Figure 8 shows the CV scans of the UV/ozone treated 

GS-WOC and compares the UV/ozone treated GSWOC to the untreated GSWOC. 
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Figure 8: a) Cyclic voltammogram of the 1 cm2 blank GS (black), the 1 cm2 GS-WOC treated with UV/ozone for 

2 h (red) and the 1 cm2 GS-WOC  treated with UV/Ozone for 24 h (blue), b) cyclic voltammogram of the 1 cm2 

untreated GS-WOC (black) and the 1 cm2 GS-WOC treated with UV/Ozone for 2 h (red). Measured in 0.1 M 

KNO3 at pH 2.5, at a scan rate of 50 mV s-1. Ten scans were run; the tenth scan is shown. 

The cyclic voltammograms in Figure 8(a), show that pre-treating the GS with UV/ozone does 

not cause a change the water oxidation properties of the blank GS without the WOC, as the 

water oxidation peak current remains low at below 10 µA. There is no discernible difference 

between the CV of the GS-WOC treated for 2 h and 24 h, suggesting that after 2 h, no further 

change to the GS occurs. Figure 8(b) compares the UV/ozone treated GS-WOC to the 

untreated GS-WOC. It was observed that the water oxidation current of the UV/ozone treated 

GS-WOC was greater than that of the untreated GS-WOC. The anodic peak current from the 

Iriii/iv
 redox couple also appears higher in the UV/ozone treated sample, this could indicate that 

there is a higher concentration of Ir centres on the surface of the GS, thus indicating a higher 

a) 

b) 



 

163 

 

WOC concentration. The Iriii/iv
 anodic and cathodic peaks also have been shifted to a lower 

potential than those in the GS-WO without pre-treatment, although the size of the shift varies 

from sample to sample (see Appendix 2.3). However, the cathodic peak is more pronounced 

in the CV of the UV/Ozone treated GS-WOC, even after 10 scans have been run, perhaps 

suggesting that the WOC has been bound in a way that it is more stable on the GS surface and 

thus can be easily reduced and oxidised multiple times. This could provide potential 

improvements to the stability and lifetime of the WOC on the GS surface. Table 2 shows the 

outcome across three different ≈ 1 cm2 70 µm thickness GS anodes that have been pre-treated 

with UV/ozone exposure before being soaked in the hom-WOC solution for 52 h. 

Table 2: Water oxidation current at 1.66 V on the 10th CV scan, taken of GS cleaned with UV/ozone, then soaked 

in the Ir-based WOC for 52 h. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 

 
GS Blank 

(µA) 

GS Blank 

(UV/ozone 

Treated) (µA) 

GS-WOC 

(UV/ozone 

treated) (µA) 

Current 

Difference after 

WOC (µA) 

GS 1 4.3 10.1 112.5 108.2 

GS 2 5.0 10.5 93.8 88.8 

GS 3 4.8 12.0 99.1 94.3 

Mean Average 4.7 ± 0.4 10.9 ± 1.0 102 ± 10 97.1 ± 10.0 

 

It is apparent from Table 2 that exposing the GS to UV/ozone increases the water oxidation 

current of the blank GS, without the WOC, by a factor of ≈ 2. This could be a result of the 

removal of surface contaminants that may have been blocking the surface causing an increase 

in the charge-carrier mobility of graphite. 20 It is also apparent that the water oxidation current 

of the UV/ozone treated GS-WOC samples are larger than those of the untreated GS-WOC 

samples. This could further indicate that there is a higher concentration of the WOC bound to 

the surface of the GS, with the mean average current increase at 1.6 V, after the WOC addition, 

reaching 97.1 µA ±10. See Table 7 for a full comparison. 

6.2.2. Electrochemical GS (70 µm) Oxidation 

 

Graphite can be electrochemically oxidised using strong acids such as H2SO4 or HNO3.25, 26 

The graphite oxidation process occurs via intercalation of the acid between the graphene 

layers. HNO3 is able to spontaneously intercalate into the graphite once a certain 

electrochemical potential has been reached, whilst other acids cannot intercalate without the 

presence of a strong oxidant. 26 When HNO3 is used, both the HNO3 and the NO3
- species 

intercalate into the layers within the graphite, but it is the nitronium ion that is responsible for 
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oxidising the graphite, forming oxygen containing functional groups within the graphite and 

the NO2
+ ion. However, for electrochemical HNO3 oxidation, typically highly concentrated 

HNO3 is used at 15 M or above, 26, 27 this is not suitable for the GS anode with the self-adhesive 

back layer, nor for the Ag/AgCl dri-ref electrode used. Consequently, other methods of 

electrochemically oxidising the graphite were considered. 

In 2017 Kohakade and co-workers presented a method of preparing a stable oxidised graphite 

electrode, formed through the anodic oxidation of graphite in 0.5 M KH2PO4 at 2 V (Vs 

Ag/AgCl). 28 They found that KH2PO4 is a mild oxidising agent that does not exfoliate the 

graphite and only causes surface modification. The proposed mechanism involves 

intercalation of the PO4
3- anions along with H2O molecules and subsequent graphite oxidation. 

28 Thus, it was investigated whether KH2PO4 was a suitable oxidising agent for the GS and 

whether treatment of the GS with KH2PO4 could help increase the concentration of surface 

bound WOC molecules. 

The GS was placed in an aqueous 0.5 M KH2PO4 solution and held at a potential of 2 V (Vs 

Ag/AgCl) for 20, 40 and 60 min. Figure 9 shows the subsequent CV scans of both the blank 

GS and the GS-WOC as the oxidation time is increased. 

 

Figure 9: a) Cyclic voltammograms of the 1 cm2 blank GS after electrochemical oxidation with KH2PO4 for 0, 

20, 40 and 60 min b) cycling voltammograms of the 1 cm2 GS-WOC after electrochemical oxidation with 

KH2PO4 for 0, 20, 40 and 60 min. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. Ten scans 

were run; the tenth scan is shown. 

Figure 9 shows that as the KH2PO4 oxidation time increases so does the capacitance of the 

GS. Eq. 1 shows gives the equation for capacitance (C), where Q is the charge and V is the 

voltage. 

𝐶 =  
𝑄

∆𝑉
 

(1) 
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The charge can be calculated from the integrated area under a peak in a CV, 29, 30 and after 60 

min of oxidation, the integrated area of the blank GS CV is over 3500 times greater than the 

unoxidised blank GS. (See Appendix 2.4). Thus, it can be inferred that the capacitance is 

greater. This also suggests that the surface area of the GS may have increased. 31 This would 

also indicate that the GS surface has been oxidised, as graphene oxide exhibits higher 

capacitance than graphene, which can be attributed to a pseudo-capacitive effect of the newly 

attached oxygen containing functional groups. 32 After electrochemical oxidation with 

KH2PO4, the surface of the GS that was submerged within the KH2PO4, became black and 

flaky in appearance, this is shown in Figure 10. 

 

Figure 10: Photographs of the GS electrode after electrochemical oxidation in 0.5 M KH2PO4 aqueous solution 

at 2 V for 20, 40 and 60 min as shown from left to right. The tops of the samples were not immersed in the 

solution, thus are unchanged. 

 The images in Figure 10 demonstrate that as the oxidation progresses, the GS surface darkens 

and becomes more textured. This can be compared to the untreated GS, shown within the top 

portion of the GS in the three images, where the tops of the GS where not submerged in the 

solution. The untreated GS is grey in colour and smooth. Figure 11 shows SEM images of the 

GS before and after electrochemical oxidation. 
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Figure 11: SEM images of the untreated GS (top) and the electrochemically oxidised with 0.5 KH2PO4 at 2 V for 

60 min (bottom). Images shown a magnification of 60, 500 and 2000 from left to right. 

From the SEM images in Figure 10 it is clear that the surface texture of the GS has changed 

after the oxidation. The surface of the GS appears more textures and this is consistent with the 

flaky texture observed by Kohakade et al. after electrochemical oxidation of a graphite 

electrode with KH2PO4. 28 The textured surface likely arises from the intercalation of the 

KH2PO4 and the fact that graphene oxide cannot π stack as effectively as graphene can, due to 

the degradation of some of its carbon sp2 centres to sp3 centres with the introduction of oxygen 

containing functional groups. 32 

Despite the above evidence suggesting that the GS surface may have been oxidised, the FTIR 

analysis of the GS before and after electrochemical oxidation, did not demonstrate any 

differences (Appendix 2.5 and 2.6). However, both exhibit a sharp peak centred around 1713 

cm-1, without the presence of a broad O-H stretching peak in the region above 2500 cm-1, 

possibly suggesting the presence of ketone functional groups. Whilst there was no discernible 

difference between the FTIR spectra of the two samples, the other evidence suggests that the 

GS has been oxidised to some degree. 

As a result, it would be expected that a larger amount of the WOC can bind to the 

electrochemically oxidised samples. Despite the fact that the area under the curve of the 

background scans increases with the oxidation time, the water oxidation current at 1.6 V is 

still larger in Figure 9(b) is larger than the current at 1.6 V in Figure 9(a). This is shown in 

Table 3. 
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Table 3: The water oxidation current at 1.6 V (Vs RHE) of the blanks GS after electrochemical oxidation with 

KH2PO4 at 2 V for 0, 20, 40 and 60 min and the resulting GS-WOC. Data taken from the CVs in Figure 9. 

Oxidation Time 

(min) 

Blank GS Current at 1.6 V  

(µA) 

GS-WOC current at 1.6 V 

(µA) 

0 7.900 83.20 

20 2099 2907 

40 4341 5914 

60 6366 6671 

 

From Table 3, it is clear that the presence of the WOC increases the water oxidation current, 

the current increase on addition of the WOC, is larger after electrochemically oxidising the 

GS, as the current value at 0 min is 7.9 µA, however this increases to 6366.2 µA, after 60 min 

of oxidation. The Iriii/iv redox peaks are still clear in CV of the sample that was oxidised for up 

to 40 min, whilst they are not observable in the CV of the sample that was oxidised for 60 

min. As a result, it was decided that 40 min was the optimal oxidation time for the GS. Table 

4 shows the outcome across three different ≈ 1 cm2 70 µm thickness GS anodes that have been 

electrochemically oxidised with KH2PO4 at 2 V for 40 min. 

Table 4: Water oxidation current at 1.66 V on the 10th CV scan, taken of GS, electrochemically oxidised in 0.5 M 

aqueous KH2HPO4 at 2 V for 40 min, then soaked in the Ir-based WOC for 52 h. Measured in 0.1 M KNO3 at pH 

2.5, at a scan rate of 50 mV s-1. 

 GS Blank 

(µA) 

KH2PO4 

Oxidised GS 

Blank (µA) 

GS-WOC 

(µA) 

Current 

Difference 

After WOC 

(µA) 

GS 1 1.314 4316 5575 1258 

GS 2 4.162 1359 5917 4558 

GS 3 2.350 2008 2849 840.4 

Mean Average 2.61 ± 1.40 2562 ± 1500 4781 ± 1700 2219  ± 2000 

 

Whilst the impressive water oxidation currents that can be achieved using the pre-oxidised 

GS-WOC are shown in Table 4, it is also clear that again, there is a large amount of variation 

in the currents that are produced. Despite the variation, the water oxidation currents are larger 

than those of both the un-treated GS-WOC and the UV/Ozone treated GS-WOC (see Table 

7), which again suggests that there may be a higher concentration of the WOC present. 
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6.2.3. Electrochemical and UV/Ozone GS (70 µm) Oxidation 

 

In an attempt to further increase the number of oxidised sites on the surface of the GS, the GS 

was first electrochemically oxidised in 0.5 M aqueous KH2PO4 at 2 V for 40 min, before being 

placed under a UV/ozone cleaner for 2 h.  Figure 12 shows the difference in the appearance 

of the electrochemically oxidised GS, before and after UV/ozone exposure. 

 

Figure 12: Photographs of the GS electrode after electrochemical oxidation in 0.5 M KH2PO4 aqueous solution 

at 2 V for 40 min before (left) and after (right) being placed under a UV/ozone cleaner for 2 h. 

After electrochemical oxidation, the surface of the GS is black and textured with bubbles. If 

the sample is then exposed to UV/ozone, the surface keeps the texture that is obtained from 

the electrochemical oxidation, but the colour returns to grey. It is possible that the colour 

change is due to the removal of contaminants left on the surface from the KHPO4 

electrochemical oxidation processes. However, Mulyana and co-workers found that treating 

GO with UV radiation could reduce GO back to graphite. 23 Hence, it is also possible that the 

UV component is reducing the oxidising graphite, whilst the O3 component is re-oxidising the 

GS surface forming mostly epoxide groups. 

To observe the properties of the electrochemically and UV/Ozone oxidised GS as an anode 

for water oxidation, it was soaked in the Ir-based WOC for 52 h, in the hope that a greater 

concentration of the catalyst would bind to the surface. Again, cyclic voltammetry was used 

to investigate this. Figure 13 shows the CV of the modified blank GS and GS-WOC. 
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Figure 13: Cyclic voltammograms of the 1 cm2 blank GS before and after electrochemical oxidation with 

KH2PO4 for 40 min, the electrochemically oxidised blank GS after UV/ozone treatment and the subsequent GS-

WOC. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. Ten scans were run; the tenth scan is 

shown. 

From Figure 13, it is clear that the current at 1.66 V of the background scan increases further 

after treating the electrochemically oxidised GS with UV/ozone. The current is subsequently 

increased again after the addition of the WOC. Whilst the CV of the GS-WOC after 

electrochemical and UV/ozone oxidation appears stretched, the Iriii/iv
 anodic peak is still just 

visible at ≈ 1.15 V, demonstrating the fact that the WOC is still able to bind. However, due to 

the increased capacitance, it is not possible to determine if the onset potential has been 

decreased by the use of this GS-WOC surface modification. Table 5 shows the outcome across 

three different ≈ 1 cm2 70 µm thickness GS anodes that have been electrochemically oxidised 

with KH2PO4 at 2 V for 40 min and then treated with UV/ozone for 2 h. 

 

 

 

 

 



 

170 

 

Table 5: Water oxidation current at 1.66 V on the 10th CV scan, taken of GS, electrochemically oxidised in 0.5 M 

aqueous KH2HPO4 at 2 V for 40 min, placed under a UV/ozone cleaner for 2 h, then soaked in the Ir-based WOC 

for 52 h. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 

 GS Blank 

(µA) 

KH2PO4 

Oxidised GS 

Blank (µA) 

KH2PO4 + 

UV/Ozone 

Oxidised 

GS Blank 

(µA) 

GS-WOC 

(µA) 

Current 

Difference 

After WOC 

(µA) 

GS 1 22.64 2707 6026 6632 606.7 

GS 2 18.10 1738 4319 6592 2272 

GS 3 9.051 4314 5183 6705 1521 

Mean 

Average 

16.6 ± 6.9 2935 ± 1300 5176 ± 900 6643 ± 60 1466 ± 800 

 

Again, there is large variation in the currents produced by the GS anode; however, it is clear 

that the addition of the WOC still leads to a large increase in the water oxidation current. 

The water oxidation currents that have been achieved are the largest out of all the GS 

treatment methods, this is shown in Table 7. 

6.2.4. TiO2 modified GS (70 µm) Surface 

 

As the Ir-based WOC has been shown to bind well to metal oxide surfaces such as those coated 

with ITO, TiO2 and WO3, 11 it was thought that a thin metal oxide coating, on top of the GS 

may lead to an increased concentration of the WOC that is bound to the GS surface. It was 

also considered that a thin metal oxide layer may reduce the amount of any graphite oxidation 

that may occur under working conditions in the photoanode. 

TiO2 is a well-known metal oxide semiconductor. 33, 34, 35 In order to investigate the effect of 

a thin TiO2 coating on the water oxidation properties of the GS-WOC, TiO2 was deposited 

onto the GS via a spray coating method. However, as TiO2 requires high deposition and 

annealing temperatures (500 °C), a GS sample, without the self-adhesive layer was used. This 

may cause issues later when assembling the CsPbBr3 based photoanode. The TiO2 precursor 

solution was sprayed between 4 and 12 times, before annealing and soaking in the hom-WOC 

solution for 52 h. Figure 14 displays the resulting CVs. 
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Figure 14: Cyclic voltammograms of the 1 cm2 TiO2 modified GS-WOC after 4, 8 and 12 sprays of the TiO2 

precursor. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. Ten scans were run; the tenth scan is 

shown. 

After modifying the surface of the GS with TiO2, the Iriii/iv redox peaks are clearly visible, and 

the anodic current slightly increases as the amount of deposited TiO2 increases, demonstrating 

that the WOC is able to bind to the TiO2 and the GS. Figure 14 also shows that the water 

oxidation current increases as the amount of TiO2 that is deposited on the surface of the GS 

increases, hence implying that the TiO2 is providing an increased number of oxidised sites for 

the WOC to bind. This trend is confirmed by the data in Table 6 which shows the outcome 

across three different ≈ 1 cm2 70 µm thickness TiO2 GS anodes for each number of TiO2 

sprays. 
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Table 6: Water oxidation current at 1.66 V on the 10th CV scan, taken of TiO2 modified GS anodes, after 4, 8 and 

12 sprays of the TiO2 precursor and the resulting GS-WOC. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 

50 mV s-1. 

 GS Blank 

(µA) 

TiO2 modified 

GS Blank (µA) 

TiO2 modified 

GS-WOC (µA) 

Current 

Difference 

After WOC 

(µA) 

GS 1 (4 Sprays) 20.1 33.6 42.3 8.70 

GS 2 (4 Sprays) 9.70 9.10 33.4 23.7 

GS 3  (4 Sprays) 8.70 11.3 57.5 48.8 

Mean Average 12.8 ± 6.3 17.1  ± 14.0 44.4± 12.0 27.1 ± 20.0 

GS 1 (8 Sprays) 9.70 14.5 86.4 76.7 

GS 2 (8 Sprays) 9.60 21.9 43.3 33.8 

GS 3  (8 Sprays) 9.60 13.5 61.9 52.3 

Mean Average 9.6 ± 0.1 16.6 ± 4.6 63.9 ± 20.0 54.3 ± 20.0 

GS 1 (12 

Sprays) 

10.8 14.3 193 182 

GS 2 (12 

Sprays) 

10.3 21.9 85.7 75.4 

GS 3  (12 

Sprays) 

11.5 14.4 75.7 64.2 

Mean Average 10.9 ± 0.6 16.9 ± 4.0 118 ± 70 107 ± 70 
 

From Table 6, it can clearly be seen that as the as the amount of TiO2 deposited is increased, 

the water oxidation current, as a result of the WOC addition, also increases. Spraying the GS 

with the TiO2 4 – 8 times, does not appear to yield much benefit, as the water oxidation 

currents achieved after applying the WOC are similar or less than those achieved with the 

unmodified GS (see Table 7). However, after 12 sprays with TiO2, the water oxidation current 

has increased significantly. This suggests that a thicker layer of TiO2 could be more beneficial 

for increasing the WOC concentration and thus the water oxidation properties of the GS-WOC 

anode. However, Due to the roughness of the GS surface, quantifying the thickness of a thin 

layer of TiO2 layer is difficult. Whilst it is estimated that on FTO glass 8 sprays would result 

in a layer of c- TiO2 with a thickness ≈ 50 nm, this may not be the case when deposited onto 

the GS surface. Furthermore, whilst Schmuttenmaer and co-workers demonstrated the binding 

of the Ir-based WOC to TiO2 that was deposited on FTO substrates at a thickness of 21 nm, 11 

it is not possible to directly compare this to the TiO2 film deposited on the GS in this work. 

Schumuttenmaer and co-workers used a TiO2 nanoparticle paste deposited through doctor 

blading, whilst in this work the TiO2 was deposited using spray pyrolysis with titanium 

diisopropoxide bis(acetylacetonate) in EtOH as the precursor, thus resulting in TiO2 films with 

different morphology.  
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6.2.5. Summary and Comparison of the GS (70 µm) Modification Methods 

 

To allow for clear comparison, Table 7 sums up the data that has been discussed throughout 

section 6.2 

Table 7: Summary of the data in Table 1,2,3,4,5 and 6. Shows the average current at 1.66 V and the average 

current increase at 1.66 V before and after addition of the WOC across GS-WOC samples that have been 

modified using different methods. 

Sample Type Mean Average Water 

Oxidation Current of 

the GS-WOC (µA) 

Mean Average Increase in 

the Water Oxidation 

Current on addition of the 

WOC (µA) 

GS-WOC 74.4 ± 5.0 49.9 ± 18 

GS-WOC (UV/ozone) 101 ± 10 97.1 ± 10 

GS-WOC (KH2PO4) 4780 ± 1700 2220 ± 2000 

GS-WOC (KH2PO4 & 

UV/ozone) 

6640 ± 60 1470 ± 800 

GS-WOC (12 Sprays TiO2) 118 ± 70 107 ± 70 

 

The data in Table 7 clearly demonstrates how modifying the GS-WOC in a number of different 

ways, can increase the water oxidation current that is produced. All the modification methods 

investigated lead to increased differences in the water oxidation current before and after the 

WOC was applied. This indicates the modification methods may result in a higher 

concentration of the WOC on the surface of the GS. The electrochemically oxidised samples 

gave the largest increases in the water oxidation current upon addition of the WOC, perhaps 

suggesting that this method is the most effective at introducing oxygen containing functional 

groups to the GS surface, thus providing the most binding sites of the WOC. However, whilst 

UV/ozone treatment and TiO2 modification show smaller increases in the water oxidation 

current, there may be other benefits such as an increased stability of the WOC on the GS 

surface. 

6.2.5.1. XPS Analysis of the GS-WOC (70 µm) 

 

Inductively coupled plasma mass spectrometry (ICP-MS) and X-ray photoelectron 

spectroscopy (XPS) were considered as quantitative methods to confirm that modification of 

the GS surface could increase the WOC loading. ICP-MS is a sensitive trace analysis 

technique that can be used to detect metals at a sensitivity level of parts per trillion (at the 
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lower detection limit). 36 ICP-MS can be carried out using laser ablation or though digestion 

of the sample. However, the sample area that is covered using laser ablation is relatively small 

and would not allow for analysis of the whole 1 cm2 sample, 37 thus, it was decided that 

digestion of the sample would be more suitable for analysing the GS anodes.  Unfortunately, 

the GS samples proved difficult to digest in acid using microwave digestion (see Appendix 

2.12) without the use of HF; therefore, it was not possible to perform ICP-MS analysis of the 

GS-WOC samples with the facilities provided. As a result, XPS analysis of the GS-WOC 

samples was carried out. The amount of Ir present in the samples was of the most interest as 

this would allow us to compare the relative concentrations of the WOC in each sample, 

however, the oxygen concentration and the type of function groups present was also examined. 

The amount of carbon sp3 hybridisation can also be investigated as it corresponds to 

functionalisation of the formerly sp2 graphitic carbon. Table 8 and 9 display the data from the 

quantitative XPS analysis. The corresponding XPS plots can be found in Appendix 2.13 – 

2.17. 

Table 8: XPS Elemental Quantification of the 1 cm2 GS-WOC surface, the error in the quantification of the XPS 

spectra is taken as 5 %. 

Sample C 1s (%) Ir 4f (%) O 1s (%) Ti 2p (%) 

GS-WOC 87.5 ± 4.0 0.42 ± 0.02 12.1 ± 0.6 0 

GS-WOC (Uv/ozone) 90.1 ± 5.0 0.29 ± 0.01 9.58 ± 0.50 0 

GS-WOC (KH2PO4) 64.3 ± 3.0 0.39 ± 0.02 35.4 ± 2.0 0 

GS-WOC (KH2PO4 & UV/ozone) 79.9 ± 4.0 0.31 ± 0.02 19.8 ± 1.0 0 

GS-WOC (12 Sprays TiO2) 50.6 ± 3.0 0.25 ± 0.01 34.6 ± 2.0 14.5 ± 0.7 
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Table 9: XPS Quantification of the carbon – oxygen and carbon – carbon bonds present on the 1 cm2 GS-WOC 

surface, the error in the quantification of the XPS spectra is taken as 5 %. 

Sample C sp3 (%) C-O (%) C=O (%) Graphitic 

Carbon (%) 

O-C=O 

(%) 

GS-WOC 18.7 ± 1.0 9.90 ± 0.50 1.07 ± 0.05 69.8 ± 4.0 0.4690 ± 

0.020 

GS-WOC 

(UV/ozone) 

12.9 ± 0.6 9.00 ± 0.50 0.24 ±0.01 75.5 ± 4.0 0.9200 ± 

0.050 

GS-WOC 

(KH2PO4) 

21.1 ± 1.0 33.0 ± 2.0 7.77 ± 0.30 36.7 ± 2.0 1.890 ± 

0.100 

GS-WOC 

(KH2PO4 & 

UV/ozone) 

26.9 ± 1.0 16.3 ± 0.8 5.36 ± 0.30 49.1 ± 3.0 2.340 ± 

0.100 

GS-WOC (12 

Sprays TiO2) 

31.9 ± 2.0 6.11 ± 0.30 1.06 ± 0.05 60.4 ± 3.0 0.5170 ± 

0.030 

 

The data in Table 8 shows that the amount of iridium, therefore the amount of the WOC, 

present on the surface of the GS-WOC is very small (< 0.5 %). It also shows that, contrary to 

previous thought, the GS modification methods do not lead to an increase in the concentration 

of the WOC on the surface, as the unmodified GS-WOC sample has the highest concentration 

of iridium. It appears as through the UV/Ozone treatment of the GS reduces the amount of the 

WOC that is able to bind by approximately a third. The number of sp3 carbons and oxygen 

contacting functional groups has also been reduced for the UV/ozone treated sample, 

suggesting that the treatment has had the opposite effect to the desired effect and reduced some 

of the oxidised sites on the surface of the GS. Mulyana and co-workers showed that UV 

radiation can reduce oxidised sites in GO, 23 hence it is possible that the UV component in the 

UV/ozone cleaner had more of an effect than the ozone, causing overall reduction. It is 

therefore possible that the increased currents seen in the CV of the UV/ozone sample could 

have been a result of the increased electron mobility. 23 However, the O-C=O relative 

concentration did increase after UV/ozone treatment, suggesting the introduction of some 

carboxyl groups at the edges of the GS; however, this was not sufficient enough to increase 

the WOC loading on the GS surface. 

Despite the iridium concentration being lower for the electrochemically oxidised samples, the 

relative concentration of oxygen containing functional groups was higher, with the C-O 

concentration increasing from ≈ 10 % to ≈ 33 %; this could indicate an increase in the number 

of hydroxyl groups present within the sample. The C=O and O-C=O concentrations were also 
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increased by the KH2PO4 electrochemical oxidation, suggesting that the GS surface was 

successfully oxidised. Nonetheless, unexpectedly this did not lead to an increase in the WOC 

present on the surface. It was also observed that after treating the electrochemically oxidised 

sample with UV/ozone, the number of C-O and C=O functional groups was decreased and the 

concentration of graphitic carbon increased, which is consistent with the observation discussed 

in the paragraph above. 

Ti is detected in the TiO2 modified samples and the oxygen concentration is also increased, 

implying that the TiO2 has been successfully deposited on the GS surface. The number of sp3 

carbon centres has increased the most in the TiO2 modified samples, which may be because 

thermal treatment of graphite can cause mild oxidation at temperatures between 400 – 600 °C. 

38 However, the iridium concentration in the TiO2 modified sample, was the lowest of all the 

samples, suggesting that the TiO2 addition did not providing additional WOC binding sites. 

Despite the data above showing that the methods used to modify the GS were not successful 

in providing more binding sites for the iridium based WOC, only one sample for each of the 

modification methods was analysed. As shown throughout this chapter, there is huge variation 

in the properties of GS, hence submitting multiple samples of the GS-WOC for XPS 

quantification may have offered greater insight. However, due to time and material 

constraints, this was not possible.  

6.3. WOC On Untreated 25 µm Thickness GS 

 

Graphite is a good electrical conductor in the plane of the graphene sheets, however, is less 

conductive across layers of stacked graphene sheets, 16 thus a thinner GS could be more 

beneficial for hole transport in the CsPbBr3 based photoanode. The self-adhesive GS is 

commercially available at a range of different thicknesses, hence the water oxidation 

properties of the GS and GS-WOC with a thickness of 25 µm were investigated. Figure 15 

shows the CV of the GS-WOC (25 µm) compared to the GS-WOC (70 µm). 
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Figure 15: Cyclic voltammograms of the 1 cm2 GS-WOC (25 µm) and the GS-WOC (70 µm).  Measured in 0.1 M 

KNO3 at pH 2.5, at a scan rate of 50 mV s-1. Ten scans were run; the tenth scan is shown. 

Figure 15 shows that the water oxidation current reached by the thinner GS (25 µm), is not as 

great as the currents reached by the thicker (70 µm) GS. The Iriii/iv
 redox peaks are still visible 

in the CV of the thinner GS-WOC, however, the anodic and cathodic peak currents are reduced 

compared to those of the thicker GS. Table 10 shows the outcome across three different ≈ 1 

cm2 25 µm thickness GS anodes to allow for comparison of the mean average water oxidation 

currents between the thinner and the thicker GS. 

Table 10: Water oxidation current at 1.66 V on the 10th CV scan, taken of GS (25 µm) soaked in the Ir-based 

WOC for 52 h (blue). Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 

 GS Blank (µA) GS-WOC (µA) Current Difference 

After WOC (µA) 

GS 1 3.1 29 26 

GS 2 3.1 32 27 

GS 3 3.4 35 31 

Mean Average 3.2 ± 0.2 32 ± 3.0 28 ± 3.0 

 

The mean average current increase after the WOC addition for the thinner GS was 28.3 µA ± 

2.7, compared to 49.9 µA ± 18 for the thicker 70 µm GS. This might suggest that more of the 

WOC is able to bind to the surface of the thicker GS likely due to an increased surface area. 
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6.4.  WOC On Untreated 160 µm Thickness GS 

 

As it appears that greater water oxidation currents can be achieved by the GS with greater 

thickness, the water oxidation properties of the GS-WOC using a GS with a thickness of 160 

µm was investigated. Figure 16 shows the CV of the GS-WOC (160 µm) compared to the GS-

WOC (70 µm) and the GS-WOC (25µm). 

 

Figure 16: Cyclic voltammograms of the 1 cm2 GS-WOC (160 µm), the GS-WOC (70 µm) and the GS-WOC (25 

µm).  Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. Ten scans were run; the tenth scan is shown. 

The currents produced by the 160 µm thickness GS-WOC dwarf those produced by the 70 and 

25 µm thickness samples. The Iriii/iv
 redox peaks are still clearly visible, centred around ≈ 0.9 

V, however, the anodic peak at ≈ 1.45 V is also clearly visible, even after 10 cycles of the CV 

scans has been completed. This can be assigned to the Iriv/v redox couple that occur during the 

catalytic water oxidation reaction. 11 Normally, this feature is obscured by the early onset of 

the water oxidation catalytic wave; however, this is not the case for the 160 µm thickness GS-

WOC. The background scan of the blank GS also produces higher currents and shows a large 

integrated area under the curve (see Appendix 2.20) when compared to the background scan 

of the blank 25 and 70 µm GS samples. Therefore, the onset of the water oxidation curve is 

difficult to observe in Figure 16. Table 11 shows the outcome across three different ≈ 1 cm2 
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160 µm thickness GS anodes to allow for comparison of the mean average water oxidation 

currents between the thinner and the thicker GS. 

Table 11: Water oxidation current at 1.66 V on the 10th CV scan, taken of GS (160 µm thickness) soaked in the 

Ir-based WOC for 52 h (blue). Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 

 GS Blank (µA) GS-WOC (µA) Current Difference 

After WOC (µA) 

GS 1 833.1 1059 193.4 

GS 2 647.1 925.9 278.8 

GS 3 817.0 900.3 83.30 

Mean Average 765.8 ± 100.0 961.9 ± 86.0 185.2 ± 98.0 

 

The average increase of the water oxidation current after the WOC was added was much larger 

for the thicker (160 µm) GS, showing a mean average increase of 185.2 µA ± 98, compared 

to 49.9 µA ± 18 for the 70 µm GS. The large background scans of the blank GS may suggest 

a larger surface area. The larger surface area may provide an increased number of WOC 

binding sites, resulting in the larger increases in the water oxidation current observed. 

However, in this study, the 160 µm thickness GS is produced by a different manufacturer from 

the 70 and 25 µm thickness GSs. As a result, the amount of surface oxidation could vary 

between manufacturers which would also increase the number of WOC binding sites.  

6.5.  Summary and Conclusion 

 

A range of methods were investigated in an attempt to increase the WOC loading on the GS 

anode. The methods mostly aimed to increase the number of oxidised sites on the surface of 

the GS to provide a greater number of binding sites for the iridium based WOC. Methods 

investigated included the use of UV/ozone exposure, electrochemical oxidation using 

KH2PO4, a combination of UV/ozone with KH2PO4 oxidation, and the use of a TiO2 coating. 

However, it appeared that whilst the use of KH2PO4 and TiO2 were successful in introducing 

a higher amount of oxygen containing sites to the sample, the concentration of iridium detected 

did not increase. Hence implying that the WOC loading, on the surface of the GS, had not 

been increased. However, the error in the XPS analysis is large suggesting that perhaps it was 

not the best method for quantification.  

Despite no observable increase in the WOC concentration, the water oxidation currents that 

were achieved showed an increase after all four GS modification processes. Whilst this does 

not correspond to an increase in WOC concentration, it may still be beneficial for use in the 

CsPbBr3 photoanodes and allow a higher photocurrent to be achieved. Some of the 

modification methods, for example the UV/Ozone treatment, may have also improved the 
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stability of the WOC on the GS, which may lead to high photocurrents being achieved for 

longer periods of time.  

A deeper analysis of the GS surface modification would be beneficial. A larger range of 

UV/ozone exposure times could have been examined. A shorter exposure time may have been 

more beneficial for epoxide group introduction. 23 Investigating thicker TiO2 layers could have 

also been useful to see if the water oxidation current would increase any further. 

The thickness of the GS also appeared to have an effect on the water oxidation current that 

can be achieved by the photoanode, with a thicker GS giving the largest increase. This is 

probably a result of an increased GS surface area. The thicker GS may also provide greater 

protection against the water for the CsPbBr3 device within the photoanode. This would allow 

the photoanode to function for longer.  

Future work involves examining the various GS-WOC modification methods within the 

CsPbBr3 photoanodes for water splitting uses. This investigation is carried out in Chapter X 

of this thesis. However, further work could investigate additional ways to modify the GS. 

Other oxidation methods, such as acid oxidation, could be used. Other metal oxide coatings 

for the GS could also be examined. Hole transporting metal oxide layers such as NiOx or ZnO 

could be beneficial as they would provide additional oxygen sites for WOC binding, whilst 

also facilitating hole transport. However, it is worth noting that graphene oxide is more 

hydrophilic than graphene/graphite, which may cause problems when using the GS to protect 

the CsPbBr3 from water in the photoanode. 

Additionally, other carbon materials, such as glassy carbon, could be explored to see whether 

they are able to bind more of the WOC. Finally, other known water oxidation catalysts could 

be investigated to see whether they are more effective or whether a greater concentration of 

the other catalysts are able to be applied to the carbon electrode. 
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Chapter 7. New and Improved CsPbBr3 

Photoanodes 
 

7.1.  Introduction 

 

Photelectrochemical (PEC) water splitting is widely considered to be a promising approach 

for producing chemical energy directly from sunlight; the products are often referred to as 

solar fuels.  Interest in the topic of hydrogen production using semiconductors has grown 

immensely since 1972, when Fujishima and Honda first demonstrated water oxidation, using 

a TiO2 anode and a platinum cathode under UV irradiation with the application of an external 

bias, 1. 2, 3, 4, 5 Fujishima and Honda demonstrated that electromagnetic radiation can be used 

to provide the theoretical 1.23 V of energy required for water splitting. Nonetheless, the 

development of an adequately efficient and stable solar to hydrogen energy conversion device 

remains a considerable challenge. 

The majority of photoanodes that were first developed for water splitting applications use wide 

bandgap metal oxides such as TiO2 6 or ZnO. 7 However, this wide bandgap means that these 

materials only absorb photons in the UV portion of the AM 1.5 spectrum, resulting in these 

photoanodes only absorbing a small portion of sunlight. Hence wide bandgap semiconductors 

photoanodes have low solar to hydrogen conversion efficiencies. 8 Other metal oxide-based 

semiconductors, with slightly smaller band gaps that reach into the visible region of the 

electromagnetic spectrum, such as WO3, 9 or BiVO4 are also popular. 10 However, despite 

having a more suitable bandgap, many of these materials suffer from poor surface water 

oxidation kinetics and carrier recombination at the semiconductor/electrolyte interface, thus 

reducing their solar to hydrogen efficiency to values far below the theoretical values. 11 Many 

of these photoanodes function by placing the thin film of the chosen material directly in 

contact with the electrolyte, however often fast recombination will occur. The use of solar cell 

devices, such as PSCs, rather than a single semiconductor thin film, can help to supress carrier 

recombination during the water oxidation process, due to the hole and electron separation that 

occurs within the devices, thus overall improving solar to hydrogen efficiencies. 12 The 

tuneable bandgaps and high PCEs of PSCs make them a suitable choice for use as 

photoanodes, however the instability of PSCS to water remains a significant issue. As a result, 

a number of encapsulation methods to help PSCs withstand submersion in aqueous solutions 

have been developed.  
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In 2014, Grätzel et al. used MAPbI3 based devices, with a band gap of 1.5 eV and a PCE of 

17.3 %, in combination with NiFe based electrodes, to achieve a solar to hydrogen efficiency 

of 12.3 % and produce stable photocurrents above 10 mA cm-2. 13 However, this was not an 

integrated system, and the PSCs were placed outside of the electrolyte and were wired to the 

NiFe electrodes.  Using this non-integrated approach can be beneficial as the PSC acts as a 

means for simply producing energy to drive the water splitting reaction and the strict 

requirements for direct semiconductor water splitting can be relaxed. However, the integrated 

system, wherein the solar cell device is submerged in the electrolyte, can provide other 

benefits, such as saved space and reduced wiring which can also prevent some ohmic losses. 

14 

In 2015 Da and co-workers, used a thin nickel surface as a protection layer for a MAPbI3 based 

device, The Ni surface also functioned as a hole-transferring catalyst to aid the water oxidation 

reaction. 15 The Ni layer was deposited by sputtering and the photoanode was able to briefly 

reach a photocurrent of 10 mA cm-2 in a Na2S solution (pH 12.8) when connected to a Pt 

electrode and a Ag/AgCl reference electrode at 0 V. Despite the Ni layer, the photoanode was 

not stable for long, the 10 mA cm-2 photocurrent rapidly dropped to ≈ 2 mA cm-2 and this was 

only maintained for 20 min before water degraded the perovskite absorber layer. 15 However, 

the Ni encapsulation showed promise for protecting PSC based photoelectrodes. As a result, 

other metal encapsulation layers have also been developed as a means to prevent water 

degrading lead halide perovskite based photoelectrodes. Reisner et al. chose a InBiSn alloy 

(known as Field’s metal) to encapsulate their MaPbI3 based photocathodes. 16 The use of 

Field’s metal allowed the device to function for 1 h 45 min before water ingress occurred and 

the perovskite layer was degraded. Nam and co-workers also later employed Field’s metal 

with an additional Ni catalyst film to encapsulate a MAPbI3 based photoanode, that was able 

to survive in alkaline conditions for 5.5 h. 17 This again showed that whilst lead halide 

perovskites are not stable in water, with suitable encapsulation they can be used as 

photoelectrodes for direct solar fuel production. 

Carbon materials are also popular encapsulation materials for PSCs based photoelectrodes. In 

2019, Xu et al. encapsulated a MAPbI3 based photoanode using conductive carbon paste and 

silver conductive paint, followed by a second carbon paste layer. 18 This allowed the 

photoanode to be stable for 48 h in the dark, however, under 1 sun illumination, the device 

was able to produce a photocurrent above 8 mA cm-2 for 12 h with an applied bias of 1.23 V 

(Vs RHE). 18 Improving upon this, Poli and co-workers, encapsulated a CsPbBr3 planar carbon 

device using a commercially available GS layer, with a thickness of 70 µm, and epoxy resin 

to seal the edges. 4 The device operated under 1 sun illumination, in H2O (pH = 2.5), 
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continuously for 30 h, however eventually catastrophic failure of the glue allowed water 

ingress, thus degrading the perovskite layer. 

In 2022, Park et al. employed both a PSC based photocathode and photoanode to achieve 

unbiased water splitting under alkaline conditions. 19 A mixed cation 

(FAPbI3)0.85(MAPbBr3)0.15 perovskite was used as the two absorber layers, and the devices 

were protected using a nickel foil coated in NiPCoP and NiFe, then sealed using epoxy resin. 

A photocurrent of above 8 mA cm-2 was achieved, however, this value halved over 20 h. 19   

The longest reported operating time for a lead halide perovskite photoelectrode is 120 h, which 

was achieved by Choi et al. who developed a MAPbI3 based photocathode, encapsulated an 

In-Ga alloy with MoS2 coated Ti foil. 20 The lifetime of this PSC based photoelectrode showed 

that lead halide perovskite devices could operate in aqueous conditions for an extended period 

of time. A summary of the photoelectrode and operating times, from a range of lead halide 

perovskite-based devices in the literature, is shown in Table 1, as are the stability issues faced 

by lead halide based photoelectrodes. The devices must be stable enough to withstand the 

operating conditions for a substantial amount of time for direct solar-to-fuel conversion 

technology to be viable. 
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Table 1: A comparison of lead halide perovksite based photoelectrodes 

Photoelectrode System Electrolyte Photocurrent  Stability 

FTO/TiO2/MAPbI3/Spiro-

MeOTAD/Au/Ni  Photoanode 15 

0.1 M NaS, pH 

12.8 

12 – 2 mA 

cm-2 (0 V vs 

Ag/AgCl) 

20 min 

FTO/PEDOT:PSS/MAPbI3/PCBM/Au/

InBiSn Photocathode 16 

0.1 M BBS, pH 8.5 - 7 mA cm-2 

(0 V Vs 

RHE) 

1.5 h 

FTO/TiO2/MAPbI3/Spiro-

OMeTAD/Au/InBiSn/Ni 

0.1 M KOH, pH 14 > 13 mA cm-

2
 (1.23 V Vs 

RHE) 

5.5 h 

FTO/TiO2/ZnO2/Carbon/MAPbI3/ 

Carbon/Ag/Carbon Photoanode 18 

1 M KOH  > 9 mA cm-2 

(1.23 V Vs 

RHE) 

12 h 

FTO/TiO2/CsPbBr3/Carbon/Ag/GS 

Photoanode 4 

0.1 M KNO3, pH 7 > 2 mA cm-2 

(1.23 V Vs 

RHE) 

30 h 

ITO/PTAA/ (FAPbI3)0.85(MAPbBr3)0.15 

/PCBM/Au/Ni Foil/NiPCoP 

Photocathode 19 

0.1 M KOH - 20 - - 10 

mA cm-2
 (0 

V Vs RHE)  

40 h 

ITO/SnO2/ (FAPbI3)0.85(MAPbBr3)0.15 

/Spiro-OMeTAD/Au/Ni Foil/NiFe 

Photoanode 19 

0.1 M KOH < 23 mA cm-

2
 (1.23 V Vs 

RHE)  

20 h 

ITO/PTAA/MAPbI3:Proline/PCBM/ 

Cu/GaIn/Ti foil/MoS2 Photocathode 20 

0.5 M H2SO4 -22 -  - 12 

mA cm-2  (0V 

Vs RHE) 

120 h 

 

This chapter follows work done by Poli et al. using the self-adhesive GS-WOC, which was 

discussed in detail throughout Chapter 6, to encapsulate planar carbon CsPbBr3 solar cells. 

The aim was to increase the operating stability of these photoanodes to times above 30 h. 
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7.2. Improved CsPbBr3 Photoanode Encapsulation for 

Water Oxidation 

 

Poli et al. used epoxy resin to seal around the edges of the GS, to protect the CsPbBr3 device. 

However, after approximately 30 h, the sealant failed and water ingress occurred, which in 

turn lead to catastrophic failure of the device. 4 Thus, an encapsulation method that would 

avoid the need for the epoxy resin sealant was sought. In this work, the CsPbBr3 devices were 

encapsulated using the GS (70 µm) and a well-designed flow system to ensure that water was 

only in contact with the GS. A small Teflon cell, with a hole cut through the middle was 

designed. The hole had a diameter of 0.75 cm. Grooves around the hole on either side of the 

cell were added to allow O-rings to encompass the hole. An inlet and an outlet were added at 

the top and bottom of the cell, and two holes were also cut out to allow for insertion of the 

reference and counter electrodes. The Teflon cell is pictured below in Figure 1. 

 

Figure 1: Schematic diagram of Teflon cell (left). Photograph of Teflon cell (right) 

The Teflon cell was sandwiched between the TiO2/CsPbBr3/Carbon/GSWOC device and a 

thin sheet of glass. This was clamped together in a frame to allow the O-rings to provide a seal 

and create a circular chamber. This resulted in an area of the GS exposed to the solution, thus 

the active area of the photoanode, of 0.44 cm2. It was important to ensure that the O-ring was 

positioned fully within the area of the GS to fully seal the device. An aqueous 0.1 M KNO3 

solution, adjusted to a pH of 2.5 using HNO3 was then flowed into the chamber at the bottom 

of the Teflon cell, and out through the top at a flow rate of 2 mL min-1. Figure 2 demonstrates 

the new encapsulation and operating method. 
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Figure 2: Schematic diagram of CsPbBr3 photoanode encapsulation (top), photograph of water splitting set up 

(bottom).  

The set up pictured in Figure 2 meant that the system is now free from epoxy resin, hence 

water oxidation should be able to continue past 30 h without failure. A peristaltic pump was 

used, set to a flow rate of 2 mL/min, to continuously fill the chamber with fresh electrolyte 

solution. This also allowed gas bubbles to be easily removed from the chamber, thus the 

electrodes could always remain in contact with the solution. 

To further improve this operation, planar carbon CsPbBr3 devices with VOC values ≤ 1.4 V 

were selected for use in measurements. These voltages values are larger than those that were 

achieved by Poli et al. which may also lead to the need for less externally applied potential. 

The reverse PCE values of the devices chosen were also ≤ 5.5 % and JSC values were ≤ 5.5 

mA cm-2, which again are greater than values achieved by Poli et al., which may also lead to 

improved water oxidation photocurrents.  

7.2.1. Water oxidation setup tests 

 

The CsPbBr3 devices were chosen for their high VOC values. As a result, when the 

TiO2/CsPbBr3/Carbon/GS-WOC photoanode was placed under 1 sun illumination, large 

photovoltages were observed. Figure 3 shows the voltage difference between a set of 

TiO2/CsPbBr3/Carbon/GS-WOC photoanodes in the dark and under illumination. 



 

190 

 

 

Figure 3: The open circuit potential (OCP) of four TiO2/CsPbBr3/Carbon/GS-WOC anodes measured in 0.1 M 

KNO3 at pH 2.5. Measurements performed in the dark are represented with solid black triangles, whereas the 

measurements performed under 1 sun illumination are represented with open triangles. 

The open circuit potential values, given in Figure 3, show that large photovoltages, close to 

the expected VOC values, can be achieved with these devices. Across four photoanodes, the 

average photovoltage was 1.25 V, although photovoltages as large as 1.40 V are achievable. 

These values are above the theoretical required potential for water splitting of 1.23 V thus 

theoretically could drive the water splitting reaction. However, in practice the application of 

an external bias is required to reach the necessary overpotential values. Poli et al. clearly 

demonstrated that use of the Ir-based WOC, applied to the surface of the GS, reduces the 

extent of the overpotential required. 4 To investigate the performance of the photoanodes and 

to observe the amount of overpotential that is required for water splitting to be observed, 

chronoamperometry measurements were run. The applied voltage was increased every 5 min 

from 0.36 V to 1.56 V (vs RHE). The 5 min period at each voltage stage, allowed the current 

to stabilise so that a true idea of the water oxidation current could be observed. 

First, a test was run using 0.1 M CF3KO3S in dry acetonitrile. This was used to measure the 

oxidation current in the absence of water and to observe any electrode oxidation effects under 

1 sun illumination. The potential was stepped from 0 -1.4 V (vs Ag/AgCl) and 1 mL of water 

was spiked into the electrolyte reservoir at 40 min. The result is shown in Figure 4. 



 

191 

 

 

Figure 4: a) Chopped light (1 sun) linear sweep between 0 – 1.4 V (vs Ag/AgCl) 50 mV s-1 in 0.1 M CF3KO3S in 

MeCN b) Chronoamperometry under 1 sun illumination, in 0.1 M CF3KOS in MeCN,. The voltage was stepped 

up 0.2 V every 5 min, from 0. V to 1.4 V (vs Ag/AgCl). At 40 min, 1 mL of H2O was spiked into the solution 

reservoir 

Figure 4 demonstrates that there is minimal current without the presence of water, and that 

light and an applied potential alone are not enough to produce a substantial current. Figure 

4(a) shows that the current is light responsive, with the signal increasing to a maximum of ≈ 

400 nA at potentials greater than 0.5 V (vs Ag/AgCl) when the light is on. The reason for the 

photocurrent could be a small amount of water present in the MeCN solvent as the experiment 

was carried out in ambient air. Figure 4(b) again shows that in MeCN currents below 400 nA 

are achieved, until 1 ml of water is spiked into the system, after which the current increases to 

reach a maximum of 1300 nA. This would suggest water oxidation is the main cause for the 

current that is produced under illumination. However, as acetonitrile is an aprotic solvent, 

adjusting and measuring the pH is difficult and converting the potential in line with the 

Reversible Hydrogen Electrode (RHE) is not possible. Thus, this measurement cannot be 

directly compared to the other measurements in the chapter that are performed in 0.1 M KNO3 

at pH 2.5 at potentials between 0.36 – 0.56 V (vs RHE). 

A similar measurement was then performed in aqueous 0.1 M KNO3 (pH 2.5), both in the dark 

and under illumination, to observe the effect of light on the current when water is present. This 

is shown in Figure 5. 
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Figure 5: Chronoamperometry measurements of the TiO2/CsPbBr3/Carbon/GSWOC based photoanode in 0.1 M 

KNO3, pH 2.5, in the dark (black) and under 1 sun illumination (red). The voltage was stepped up 0.2 V every 5 

min from 0.36 V – 1.56 V (vs RHE). 

Figure 5 clearly shows that the current is a result of the light. When the measurement is 

performed in the dark, the photocurrent appears flat, and reaches a maximum of 400 nA at 

1.56 V (vs RHE). On the other hand, under illumination, the photocurrent begins to increase 

when the potential is stepped to 0.76 V (vs RHE) and reaches a maximum photocurrent of ≈ 

2.4 mA at 1.56 V (vs RHE), this corresponds to 5.5 mA cm-2 when adjusted for the area of the 

exposed photoanode. 

To further investigate the effect of light on the photocurrent, the light intensity was increased 

from 0.3 to 1 sun and the average photocurrent measured.  The photocurrent was expected to 

increase linearly as the intensity of light increased. Figure 5 confirms this trend. 
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Figure 6: Plot of the average photocurrent value over 5 min at light intensities between 0.3 and 1 sun. The 

measurements were performed at 1.23 V (vs RHE) in 0.1 M KNO3 pH 2.5. 

There was a strong corelation between the light intensity and the current measured in Figure 

6, further showcasing the dependence of the current on the light. 

7.2.2. Water Oxidation Long Term Performance Tests 

 

Table 1 in section 7.1 shows that many water oxidation tests using photoanodes are performed 

with an external bias of 1.23 V vs RHE thus, this was taken as a suitable potential to apply. 

The stepped voltage chronoamperometry measurements and a chopped light linear sweep 

measurement of the photoanode (Appendix 3.1) determined that a suitable current could be 

producing at an applied external potential of 1.23 V (vs RHE).  During the long-term 

performance tests a potential of 1.23 V vs RHE was applied to the TiO2/CsPbBr3/Carbon/GS-

WOC based photoanodes. Figure 7 shows the resulting chronoamperometry trace. Whilst an 

applied potential of 1.23 V (vs RHE) would result in a STH efficiency of 0 %, this value was 

chosen to allow direct comparison to the literature. 
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Figure 7: Chronoamperometric trace of TiO2 /CsPbBr3/m-c/GS/ WOC recorded at an applied potential of 1.23 V 

(vs RHE), in 0.1M KNO3, pH 2.5, under continuous 1 sun illumination. 

It was predicted that the improved encapsulation technique would increase the lifetime of the 

device under operating conditions, however, the results in Figure 7 show that the device began 

to fail at ≈ 23 h. This is a shorter lifetime than the photoanodes tested by Poli et al., which 

reached 30 h of operation before failure. 4 The current produced was also lower than expected, 

despite the planar carbon CsPbBr3 device demonstrating good JV characteristics. The current 

peaked at a value of ≈ 1.3 mA (2.95 mA cm-2) but dropped below 1.0 mA (2.3 mA cm-2) for 

the majority of the measurement. After failure, the device was removed from the encapsulation 

cell and inspected. A JV curve of the failed device was also measured to compare the 

performance of the PSC before and after water oxidation. Figure 8 shows the results. 
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Figure 8: a) J-V curves of the CsPbBr3 device before (black) and after (red) operating under 1 sun illumination 

at an applied potential of 1.23 V (vs RHE), in 0.1M KNO3, pH 2.5. b) Photographs of the front and back of the 

device after operating under 1 sun illumination at an applied potential of 1.23 V (vs RHE), in 0.1M KNO3, pH 

2.5 for 23 h. 

From Figure 8 it is clear that the PSC has been degraded severely. The photographs show that 

the CsPbBr3 layer within the O-ring has been degraded to PbBr2, evidenced by the loss of the 

yellow colour in the middle of the device, in the photoanode active area. The PCE of the device 

has fallen from 8.12 % to 0.00 % after operation. The fact that the yellow colour remains 

surrounding the O-ring area, shows that water ingress has occurred through the GS within the 

active area of the electrode. The GS active area has turned black and textured, and this area 

looks similar to the GS after the electrochemical oxidation treatment discussed in Chapter 6. 

This may suggest that throughout the measurement the GS has also been oxidised and this has 

weakened the structure of the carbon and formed pores within the GS. However, this is not a 

direct effect of either the applied potential or the light, as minimal currents are observed both 

under illumination without water, and in the dark in aqueous conditions. The oxidation could 

occur as a result of the oxygen that is formed at the surface of the photoanode, which can 

encourage oxidation reactions to occur at the surface of the graphite electrode, causing 

corrosion. 21 As a result, it was theorised that a lower applied potential may slow some of the 

oxidation effects and allow the photoanode to function for longer. Thus, a lower external bias 

of 1.06 V (vs RHE) was chosen as it is after the onset potential, as shown above in Figure 5, 

but a photocurrent greater than 1 mA is still achievable. The applied voltage is also less than 

the theoretical required voltage for water oxidation, meaning that a greater STH efficiency can 

be obtained. The resulting chronoamperometric trace is shown in Figure 9. 
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Figure 9: Chronoamperometric trace of TiO2/CsPbBr3/m-c/GS/ WOC recorded at an applied potential of 1.06 V 

(vs RHE), in 0.1M KNO3, pH 2.5, under continuous 1 sun illumination. 

Figure 9 shows that reducing the external applied potential did briefly extend the lifetime of 

the TiO2/CsPbBr3/Carbon/GS-WOC photoanode from ≈ 23 to 29 h. However, this is still 

below the operation lifetime achieved by Poli et al. 4 The sequential drops in the photocurrent 

can be attributed to a build of gas bubbles on the electrodes, thus causing a drop in 

photocurrent until they are removed. After the failure of the photoanode the device was 

inspected again. The results are shown in Figure 10. 

 

Figure 10: a) J-V curves of the CsPbBr3 device before (black) and after (red) operating under 1 sun illumination 

at an applied potential of 1.06 V (vs RHE), in 0.1M KNO3, pH 2.5. b) Photographs of the front and back of the 

device after operating under 1 sun illumination at an applied potential of 1.06 V (vs RHE), in 0.1M KNO3, pH 

2.5 for 23 h. 
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Again, it is clear from Figure 10, that the device was degraded after 29 h of continuous 

operation. Once more, the CsPbBr3 within the encapsulated area has been degraded to PbBr2 

due to the ingress of water into the device. The GS within the active area of the electrode also 

turned black and textured again.  

Poli et al. reported similar symptoms after the use of a thinner GS, with a thickness of 25 µm, 

however, the lifetime of the device was extended by increasing the thickness of the GS to 70 

µm. As a result, in an attempt to slow the GS oxidation and prolong the lifetime of the device 

in water, the use of a thicker (160 µm) GSWOC was investigated. It was theorised that a 

thicker the GS would mean that there were more layers of carbon to oxidise and corrode before 

the CsPbBr3 underneath was reached. To observe the behaviour of the photoanode with the 

160 µm thickness GS-WOC, a stepped voltage chronoamperometry measurement was carried 

out, both in the dark and under 1 sun illumination. Figure 11 shows the stepped 

chronoamperometric trace of a TiO2/CsPbBr3/Carbon/GS-WOC photoanode, using the 160 

µm thickness GS instead of the 70 µm. 

 

Figure 11: Chronoamperometry measurements of the TiO2/CsPbBr3/Carbon/GSWOC, using the 160 µm 

thickness GS, based photoanode in 0.1 M KNO3, pH 2.5, in the dark (black) and under 1 sun illumination (red). 

The voltage was stepped up 0.2 V every 5 min from 0.36 V – 1.56 V (vs RHE). 

Figure 11 shows that larger currents can be produced by the photoanode with the 160 µm 

thickness GSWOC at lower potentials, compared to the 70 µm thickness GSWOC in Figure 

5.  The photoanode with the 70 µm thickness GS-WOC does not exceed a photocurrent of 1 

mA (2.3 mA cm-2) until an external potential of 1.16 V has been applied, whereas the 
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photoanode with the 160 µm thickness GS-WOC achieves a photocurrent of 1 mA (2.3 mA 

cm-2) with an external applied bias of only 0.56 V. However, the dark current is still low and 

stays below 1 µA until the applied potential reaches 1.56 V, at which point the current spikes 

to 15 µA. This demonstrates that the light is having a large effect on current. To investigate 

whether the increased thickness of the GS-WOC can improve the lifetime of the photoanode, 

a chronoamperometry measurement was run at an applied potential of both 1.23 V and 1.06 

V. Figure 12 shows the results.  

 

Figure 12: Chronoamperometric trace of TiO2/CsPbBr3/m-c/GS/ WOC recorded at an applied potential of 1.06 

V (black) and an applied potential of 1.23 V (red) (vs RHE), in 0.1M KNO3, pH 2.5, under continuous 1 sun 

illumination. 

Figure 12 shows that despite the increased GS-WOC thickness, the lifetime of the photoanode 

was not increased. When the applied potential was 1.23 V, the photocurrent peaked at ≈ 2.5 

mA (5.7 mA cm-2), within the first two hours of the measurement, before declining slowly. 

The photocurrent reached below 0.2 mA (0.5 mA cm-2) at 26 h. When the applied potential 

was 1.06 V (vs RHE), the device failed at 28 h. The maximum lifetime of the photoanode 

using the 70 µm thickness GS-WOC was 29 h, thus the use of the thicker GS was not beneficial 

for extending the lifetime of the photoanodes. Figure 13 shows the photoanode (with the 1.06 

V (vs RHE) applied potential) after the measurement. 
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Figure 13: a) J-V curves of the CsPbBr3 device before (black) and after (red) operating under 1 sun illumination 

at an applied potential of 1.06 V (vs RHE), in 0.1M KNO3, pH 2.5. b) Photographs of the front and back of the 

device with the 160 µm GS-WOC after operating under 1 sun illumination at an applied potential of 1.06 V (vs 

RHE), in 0.1M KNO3, pH 2.5 for 28 h. 

Once more it is clear, from Figure 13, that the photoanode was degraded after operation for 

28 h. The GS in the active area of the electrode is black and textured again. The GS, around 

the outside of the O-ring in all three photographs of the devices (Figures 13, 10 and 8) shows 

signs of bubbling and delamination away from the PSC below. It was thought that the due to 

the small active area of the electrode, and the high photovoltages produced, a lot of charge 

was passing through a small area. This was placing stress on the surrounding GS, causing it 

to delaminate. There are also reports that intercalation of anions (such as NO3
-) into graphene 

can also aid the delamination from the surface below. 22 The proposed solution was to ensure 

the O-ring was almost flush with the surface of the Teflon block. Then clamping the 

components together more tightly meant that the Teflon block was pressing against the surface 

of the GS, thus, allowing no space for the GS to delaminate from the PSC beneath. 

A TiO2/CsPbBr3/Carbon/GSWOC, with the standard 70 µm thickness GS was tested to see 

whether the hypothesis was correct. An external bias of 1.06 V (vs RHE) was applied to the 

photoanode. Figure 14 shows the long-term measurement. 
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Figure 14: Chronoamperometric trace of TiO2/CsPbBr3/m-c/GSWOC (70 µm thickness GS) recorded at an 

applied potential of 1.06 V (vs RHE), in 0.1M KNO3, pH 2.5, under continuous 1 sun illumination. 

As a result of the changes, Figure 14 shows that the photoanode was able to produce currents 

above 2 mA for an impressive 555 h. This equates to just over 23 days of continuous water 

oxidation. After this time the computer software was unable to record anymore data, yet the 

device remained stable under operating conditions for an additional 12 days before it was 

removed (see Appendix 3.2). This represents the longest lifetime of a lead halide perovskite 

based photoelectrode in direct contact with an aqueous solution ever published.  The increase 

in the photocurrent from ≈ 0.7 mA to ≈ 2.9 mA is likely a result of the light soaking effect on 

the CsPbBr3 device, whereby after a period of sustained illumination, improvements to the 

PSC are observed. 4, 23 However, whilst the current peaked at ≈ 2.9 mA at 100 h, the current 

remained stable above 2 mA for the remainder of the duration of the measurement. When the 

area of the electrode is considered, this equates to a sustained current above 4.6 mA cm-2. This 

demonstrates that the new and improved CsPbBr3 encapsulation technique is promising for 

future use of lead halide perovskites for the generation of solar fuels such as hydrogen gas.  

After 35 days under operating conditions, the photoanode was removed from its encapsulation 

and the planar carbon CsPbBr3 device was examined. Figure 15 shows the photoanode after 

840 h of operation under 1 sun illumination with an applied bias of 1.06 V (vs RHE). 
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Figure 15: a) J-V curves of the CsPbBr3 device before (black) and after (red) operating under 1 sun illumination 

at an applied potential of 1.06 V (vs RHE), in 0.1M KNO3, pH 2.5. b) Photographs of the front and back of the 

device with the 160 µm GS-WOC after operating under 1 sun illumination at an applied potential of 1.06 V (vs 

RHE), in 0.1M KNO3, pH 2.5 for 840 h. 

Figure 15 shows that after 840 h under operation conditions, the CsPbBr3 device performance 

has decreased, however, it is still functioning. The PCE value of the device has halved but the 

VOC of the device has been reduced to 1.2 V. The photographs show minimal CsPbBr3 

degradation within the active area. However, the photographs suggest that the GS may have 

been beginning to fail and very small amounts of water may be able to reach the PSC as there 

is a small patch of CsPbBr3 that has been discoloured. The GS within the electrode area has 

also become textured and flaky, suggesting that some oxidation of the GS has occurred. This 

implies that the photoanode was reaching the end of its lifetime.  

Whilst measurements to confirm that oxygen was being produced by the photoanodes are 

required, previous research carried out by Poli et al. found that the Faradaic efficiency of the 

TiO2/CsPbBr3/Carbon/GSWOC photoanodes was 80 %. 4 The some of the additional current 

observed could be a result of the GS oxidation that occurs due to the presence of the O2 gas 

produced. However, further experiments are required to confirm this, as discussed in more 

detail within section 7.4. 

7.3. Water Oxidation using GS with Surface modification 

 

After demonstrating that the improved encapsulation of the TiO2/CsPbBr3/Carbon/GSWOC 

photoanodes can increase the lifetime of the device, in aqueous conditions, for 18 times longer 

than the previously reported encapsulation method, it was investigated whether there was any 

benefit to modifying the surface of the GSWOC (as discussed in Chapter 6). It was predicted 

that modification of the GSWOC may lead to increased and more stable photocurrents and 
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may even lead to improved lifetimes of the devices. The investigated surface treatments 

include, exposing to UV/ozone for two hours before the WOC was applied to the surface; 

electrochemical oxidation of the GS with KH2PO4 and electrochemical oxidation of the GS 

with KH2PO4 followed by UV/ozone exposure. The resulting stepped chronoamperometry 

measurements of the resulting photoanodes are displayed in Figure 16. 

 

 

Figure 16: Chronoamperometry measurements of the TiO2/CsPbBr3/Carbon/GSWOC, using the 70 µm thickness 

GS, based photoanode in 0.1 M KNO3, pH 2.5, under 1 sun illumination. The voltage was stepped up 0.2 V every 

5 min from 0.36 V – 1.56 V (vs RHE). The photoanode using the untreated GSWOC is shown in black, the 

photoanode using the UV/ozone treated GSWOC is shown in red, the photoanode using KH2PO4 treated GSWOC 

is shown in blue and the photoanode using the KH2PO4 and UV/ozone GSWOC is shown in pink. 

Figure 16 displays the stepped voltage chronoamperometric traces of the 

TiO2|CsPbBr3|Carbon|GSWOC photoanodes after three different surface treatment methods 

have been performed on the GS, to allow for comparison between the treatments. The 

UV/ozone treated GSWOC did not yield any obvious benefits when compared to the untreated 

GSWOC. It was anticipated that the UV/ozone treated GSWOC may have led to an earlier 

onset of the water oxidation photocurrent, however this is not apparent, as was further 

confirmed by the chopped light linear sweep measurements (Appendix 3.3). The two KH2PO4 

electrochemically treated GSWOC samples showed unusual behaviour. At low applied 

potentials, the current spiked, before decaying to a more stable photocurrent value. This 
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behaviour was not seen at potentials above 1.16 V (vs RHE). It is possible that the observed 

behaviour was a result of the increased capacitance of the GS after surface treatment, as 

discussed in Chapter 6. Whilst it is difficult to directly compare the photocurrent values of the 

photoanodes, due to the differences in both CsPbBr3 device performances and variation in the 

GS surface, it appears as though the combined K2HPO4 and UV/ozone treated GSWOC may 

lead to increased photocurrent values, particularly at lower applied potentials. To further 

evaluate the properties of the TiO2/CsPbBr3/Carbon/GSWOC photoanodes with surface 

modified GSWOC, longer measurements of the photocurrent were taken at an external applied 

bias of 1.23 V (vs RHE). The chronoamperometric traces at an applied potential of 1.23 V are 

shown in Figure 17. 

 

Figure 17: Chronoamperometric trace of TiO2/CsPbBr3/m-c/GSWOC (70 µm thickness GS) recorded at an 

applied potential of 1.23 V (vs RHE), in 0.1M KNO3, pH 2.5, under continuous 1 sun illumination. The 

photoanode using the untreated GSWOC is shown in black, the photoanode using the UV/ozone treated GSWOC 

is shown in red, the photoanode using KH2PO4 treated GSWOC is shown in blue and the photoanode using the 

KH2PO4 and UV/ozone GSWOC is shown in pink. 

It is clear from Figure 17, that the modification of the GS (discussed in Chapter 6), used for 

encapsulated TiO2/CsPbBr3/Carbon/GSWOC photoanodes, is not beneficial for either 

prolonging the lifetime of the devices or for increasing the photocurrent. The device using the 

standard GSWOC sustains the highest current above, above 3 mA (6.8 mA cm-2), for 100 h, 

which is the longest amount of time out of any of the tested photoanodes. The short lifetime 

of the two GS samples, electrochemically oxidised with KH2PO4, shows that the pre-oxidation 
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of the GS weakens the structure of the GS, making it more porous and more hydrophilic. This 

again, may also further suggest that the blackening of the GS that is observed is a result of the 

GS being oxidised throughout the duration of the measurements. 

7.3.1. GS Without a Self-Adhesive Layer 

 

The GSWOC used in this chapter thus far has been applied to the CsPbBr3 device using a self-

adhesive layer. However, GS surface modification methods, such as those with metal oxides 

applied to the surface, cannot be used on the GS with the self-adhesive layer, due to the high 

temperatures required for deposition. As a result, methods to attach the GS without any 

adhesive were investigated. A GS with no adhesive layer is also commercially available. It 

was also theorised that the removal of the adhesive layer may increase the photocurrent as a 

result of the removal of any resistance arising from the glue. 

To fabricate the TiO2/CsPbBr3/Carbon/GS photoanodes without the self-adhesive layer, the 

conductive carbon paste that was used to make the planar carbon CsPbBr3 PSCs, was used. 

The carbon paste was first applied on top of the CsPbBr3 layer before being dried on a hot 

plate at 100 °C for 5 min. A second thin layer of carbon paste was then spread on the back 

surface of GS before that was placed on top of the carbon contact of the CsPbBr3 cell. The GS 

was pressed on to the device using a microscope slide, before being annealed in the oven at 

360 °C. A small weight was placed on top of the GS during the annealing step to keep it in 

place. Figure 18 shows the JV characteristics of the CsPbBr3 devices Vs the CsPbBr3 devices 

with the non-adhesive GS.  
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Figure 18: Box plots showing the performance of the planar carbon CsPbBr3 devices, with and without the non-

adhesive GS. 

The data in Figure 18 shows that whilst the devices with the non-adhesive GS do still work 

the performance is often severely reduced. There is large in variation in the PCE and VOC 

values that can be achieved in the devices where the GS has been stuck onto the surface using 

the carbon paste. This is likely to be a result of defects within the carbon layer causes by the 

pressing on of the GS. However, VOC values above 1.23 V can still be achieved and hence are 

acceptable for use, thus, it was decided to test these devices as photoanodes.  

After the annealing step at 360 °C, the carbon becomes soft because of the solvent and binder 

removal. As a result, encapsulating the photoanode within the Teflon block cell, without 

disturbing the placement of the GS, was difficult. It was found that a small amount of Kapton 

tape, placed around the edges of the GS, was sufficient to hold the GS in place. Figure 19 

shows the stepped voltage chronoamperometric trace of a TiO2/CsPbBr3/Carbon/GS 

photoanode where the GS has been stuck onto the device without the self-adhesive layer. 
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Figure 19: Chronoamperometry measurements of the TiO2/CsPbBr3/Carbon/GS, using the 70 µm thickness GS 

without the self-adhesive layer, based photoanode in 0.1 M KNO3, pH 2.5, under 1 sun illumination. The voltage 

was stepped up 0.2 V every 5 min from 0.36 V – 1.56 V (vs RHE). 

Figure 19 shows that the device without the self –adhesive can function well as a photoanode. 

It also may suggest that without the self-adhesive glue present, larger photocurrent values can 

be achieved. For example, at an applied bias of 1.16 V (vs RHE), the photoanode using self-

adhesive GSWOC was producing a photocurrent of ≈ 1.2 mA (Figure 5), but the photoanode 

using the GS without the self-adhesive layer was able to double this and reach a photocurrent 

of ≈ 2.5 mA. This could be due to the fact that the conductive carbon paste may be more 

conductive than the adhesive.  

However, applying the WOC to the GS surface was now a challenge. The WOC must be 

applied after the annealing step, thus it must be applied whilst the GS is stuck to the CsPbBr3 

device. Consequently, the method of floating the GS in the aqueous het-WOC solution is no 

longer a viable option. Attempts were made to apply the WOC using a second Teflon cell and 

clamp system, however, due to various leaks in the experimental set-up, none of the attempts 

were successful.  

7.4. Conclusions and Further Work 

 

The aim of this chapter was to tie together the work done in the previous chapters to showcase 

new and improved CsPbBr3 based photoanodes for water splitting. This work has improved 
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upon the work done previously by Poli et. al. 4 and lead to improvements in the lifetime of the 

devices. The Photoanodes can now operate for ≈ 18 times longer in aqueous conditions, than 

those in the previous work. 

Overall, the encapsulation of TiO2/CsPbBr2/Carbon/GSWOC based photoanodes was 

improved by removing the need to seal the device with epoxy resin, which was a previous 

weak point. Instead, the device was made watertight using a Teflon based cell with O-rings. 

When tightened correctly, this prevents water ingress into the PSC device and hence prevented 

early failure of the photoanode due to degradation of the perovskite absorber film. As a result, 

the lifetime of the device was extended to over 555 h, which is the longest reported lifetime 

of a PSC based photoelectrode that is in direct contact with an aqueous solution. This paves 

the way for future use of PSCs in the production of solar fuels, through either water oxidation 

or carbon dioxide reduction. 

This work should be continued to measure the oxygen production and calculate the resulting 

Faradaic efficiency of these devices. Whilst it was calculated to be 82 % at an applied bias of 

1.23 V (vs RHE) by Poli et al. 4 the PSC devices used in this chapter have higher efficiencies 

and VOC values and the photoelectrode has a smaller active area. The photocurrent achieved 

by the TiO2|CsPbBr3|Carbon|GSWOC photoanodes in this work are also greater than the 

photocurrents achieved by Poli et al. (>4.6 mA cm-2 and > 3.0 mA cm-2 respectively). The 

oxygen concentration should also be measured to further ensure that oxygen is being produced 

at the applied potential of 1.06 V (Vs RHE). However, the current encapsulation technique 

meant that it was difficult to insert and oxygen electrode into the chamber without damaging 

the crucial membrane. This measurement could become easier with the use of a differently 

designed oxygen electrode or a better designed flow system.  

Further work could also focus on use of the photoanode without the self-adhesive GS. To 

ensure that the WOC can be applied to the GS easily, another identical Teflon block, should 

be made. When the photoanode is clamped in place, the chamber can then be filled with the 

aqueous het-WOC solution. An identical block would help prevent any leakage of the solution 

and thus prevent degradation of the perovskite. It would also prevent contamination of the 

system with residual WOC, which may affect the results. Once these issues have been 

resolved, the effect of surface modification of the GS surface with metal oxides such as TiO2 

on the photocurrent and lifetime of the photoanode can be investigated. The application of a 

metal oxides such as TiO2, onto the surface of the GS, may reduce the surface oxidation of the 

GS. This would therefore allow the photoanode to function for longer. 
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Chapter 8. Conclusion 
 

The overall aim of the research in this thesis was to find methods to improve 

TiO2|CsPbBr3|Carbon|GSWOC photoanodes for water oxidation. Three areas for 

improvement were identified and investigated. 

i) Improvement of the VOC produced by the planar carbon CsPbBr3 devices. This 

would increase the photovoltage of the photoanodes and reduce the amount of 

external bias that is required to achieve water oxidation. If the VOC was increased 

to high enough values, the requirement for an external bias could be removed and 

unassisted water splitting could proceed. 

ii) Increase the loading of the Ir-based WOC that binds to the surface of the GS. This 

would increase the amount of water oxidation than occurs at the surface of the 

GS, thus increasing the photocurrent and the amount of O2 and H2 gas produced.  

iii) Improvement of the device lifetime under operating conditions. The leading PSC 

based photoelectrodes in the literature fail after 120 hours. Substantially 

increasing the lifetime of these devices would improve their prospects of being 

scaled up and used for solar fuel production. 

 

Chapter 4 of this thesis discussed methods for making an improved baseline carbon based 

CsPbBr3 device with consistent performance. The PCE of the devices were improved from a 

mean average of 4.09 % to 7.47 % and the VOC increased from a mean average of 1.33 V to 

1.46 V. This was achieved through incremental changes to the original baseline devices. The 

two-step deposition method was altered from a spin coated PbBr2 layer, which was then 

immersed in a CsBr/MeOH solution to form a CsPbBr3 thin film. Instead, to a method where 

the PbBr2 layer was spin coated onto the substrate, then the CsBr/MeOH solution was 

sequentially spin coated onto the PbBr2 layer until a sufficient CsPbBr3 thin film was achieved. 

A m-TiO2 layer was also included on top of the c-TiO2 layer to help aid charge extraction. 

Furthermore, the PbBr2 annealing temperature was increased from 70 ˚C to 90 ˚C to help 

increase the PbBr2 surface coverage. These methods helped increase the baseline average PCE 

of the devices and the IPCE improved from 65 % to 84 % at a wavelength of 530 nm. Overall, 

this work ensured that there was a consistent standard of CsPbBr3 devices produced, this 

allowed further research using the planar carbon CsPbBr3 devices to progress and allowed 

meaningful comparison of modified devices. 

Chapter 5 of this thesis aimed to increase the performance, particularly the VOC, of the planar 

carbon CsPbBr3 devices, by partially substituting the lead (B) site for a range of other metal 
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ions. In total seven ions were investigated, Zn2+, Cu2+
, Ni2+, Co2+, Fe2+, Mn2+ and Tb3+ and 

these were substituted at amounts ranging from 0.2 % - 3 %. Ideally, the ions would have 

caused an increase in the CsPbBr3 grain size, consequently leading to improved JV 

characteristics. However, this was not the case. Statistical analysis was performed on the data 

acquired using the different sets of devices and it appeared that substitution either had no 

significant improvement on the device performance, or in some cases, device performance 

was worsened. The anticipated increase in VOC values was not observed. Nonetheless, the 

methods used to fabricate the CsPb1-XMXBr3 thin films were the same as those described 

throughout the literature, yet the same conclusions were not achieved. Further investigation 

into the literature data provided issues surrounding the analysis methods used to prove that the 

added metal ions were present. For example, the XRD data displayed minute shifts in the 2θ 

˚ values and the extent of the shift was not consistent with the size of the ionic radii. The EDX 

data presented also raised questions around the data acquisition methods used for these 

measurements in the literature. Furthermore, it was concluded that the grain size analysis 

methods used both in the literature and in this work were not extensive enough to deduce a 

definite increase in grain size in the samples containing metal ions. 

Chapter 6 explored the interactions between the commercially available GS, used for CsPbBr3 

photoanode encapsulation, and the WOC. The goal was to modify the GS surface, increasing 

the number of oxidised sites, which would in theory lead to an increase in the WOC bound to 

the surface. A number of surface modification methods were investigated: i) the use of 

UV/ozone exposure ii) electrochemical oxidation using KH2PO4 iii) the combination of 

electrochemical oxidation using KH2PO4 followed by UV/ozone exposure and iv) the 

deposition of metal oxides such as TiO2 onto the GS surface. Whilst electrochemical studies 

of the GS-WOC after surface modification implied that more of the WOC was present, due to 

increased water oxidation currents, XPS analysis did not confirm this. However, the error for 

the XPS results was given as approximately 5 %, thus, XPS was possibly not the most suitable 

method for quantification.  

Finally, chapter 7 tied together the research carried out in the previous chapters and used the 

improved CsPbBr3 planar carbon devices, encapsulated with the GSWOC, as photoanodes for 

water oxidation. The encapsulation of the device was improved through use of a clamped 

Teflon chamber/O-ring and flow system to seal the area around the GS, instead of epoxy resin 

as previously reported. Initially there were issues arising from GS oxidation and GS 

delamination, however, these were solved by ensuring better contact between the Teflon 

chamber/O-ring and CsPbBr3 photoanode. Overall, the lifetime of the photoanode under 

operation conditions was increased from 30 h to over 550 h. To the best of the authors 

knowledge available, this is the longest operating lifetime of a lead halide perovskite based 



 

212 

 

photoelectrode in aqueous conditions. However, no suggested benefits to the photoanode, 

from using surface modification methods (discussed in Chapter 6) for the GS, were 

discovered. In fact, pre-oxidation of the GS surface drastically shortened the lifetime of the 

photoanodes under operating conditions. 

To further conclude, making high performing CsPbBr3 devices consistently is difficult. Figure 

1 demonstrates the PCE of all of the devices made throughout this project. Figure 1 further 

highlights the sheer number of devices that were made, over a time period of four years, in 

order to complete this work done in this thesis. A total of 1656 devices were made and 

measured. 

 

Figure 1: A line chart demonstrating the reverse PCE value of the 1656 CsPbBr3 planar carbon devices that 

were made throughout the course of this work. 

To begin, the processes used to deposit the individual layers in the devices were not yet 

optimised, thus the PCE values are low and often PCE values above 4 % were not achieved. 

However, even after optimisation, the PCE values are variable. More regularly high PCE 

values 6-8 % are achieved but still many devices do not perform well. Overall, this made 

comparison between sets of devices difficult. A larger number of devices made in the sets 

would help improve this. However, the more devices that were made, the more efficient the 

process became. Some deposition techniques required ‘a knack’ hence, this meant that as more 

devices were made, the more the devices improved.  
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Further work could focus on further investigation into the CsPbBr3 photoanodes. More work 

is required to understand the processes happening during operation. Several experiments 

should be completed to characterise the STH efficiency of the devices, in particular oxygen 

measurements. These should be carried out at a range of applied external biases to determine 

the point when oxygen production begins. Further long-term studies should be carried out to 

determine the failure point of the photoanode. Then methods to extend the lifetime, such as 

the metal oxide deposition, should also be investigated. The use of CsPbBr3 in photocathodes 

is also further avenue for exploration. 

Furthermore, whilst the substitution methods used Chapter 5, were not successful in increasing 

the VOC of the CsPbBr3 planar carbon device, a range of other methods could be investigated 

to improve the VOC. Including, different ions for Pb2+ substitution and methods of passivating 

defects in all layers. 

In conclusion, the work in this thesis demonstrates that CsPbBr3 based PSCs can be used to 

produce stable lead halide perovskite-based electrodes for photoelectrochemical fuel 

generation. The use of lead halide PSCs, in combination with other ‘green’ methods of 

producing energy, offers a potential route towards a future free from dependence on fossil 

fuels. 
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Appendix 1.1: Tauc plots of CsPb1-xMXBr3 where M = a) Zn2+ b) Cu2+ c) Ni2+ d) Co2+ e) Fe2+ f) Mn2+ g) Tb3+ 

 

Appendix 1.2: Table showing the mean band gap values for the CsPb1-XMXBr3 thin films 

CsPb1-xTMxBr3 Band Gap (eV) 

CsPbBr3 2.346 ± 0.009 

CsPb0.99Zn0.01Br3 2.331 ± 0.02 

CsPb0.99Cu0.01Br3 2.343 ± 0.005 

CsPb0.99Ni0.01Br3 2.343 ± 0.008 

CsPb0.99Co0.01Br3 2.346 ± 0.002 

CsPb0.99Fe0.01Br3 2.351 ± 0.001 

CsPb0.99Mn0.01Br3 2.352 ± 0.004 

CsPb0.97Tb0.03Br3 2.347 ± 0.003 
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Appendix 1.3: XRD patterns of the CsPb1-xMxBr3 thin films on FTO. First attempt with the CsBr process repeated 

only 7 times. The expected CsPbBr3 peaks are indicated by the black dashes, the FTO peaks are indicated by the 

black diamonds. The XRD patterns have been normalised to the FTO peaks. 

 

 

Appendix 1.4: EDX spectrum of the CsPb0.99Zn0.01Br3 thin film cross section. 
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Appendix 1.5: EDX spectrum of the CsPb0.99Cu0.01Br3 thin film cross section. 

 

 

Appendix 1.6: EDX spectrum of the CsPb0.99Ni0.01Br3 thin film cross section. 
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Appendix 1.7: EDX spectrum of the CsPb0.99Co0.01Br3 thin film cross section. 

  

 

Appendix 1.8: EDX spectrum of the CsPb0.99Fe0.01Br3 thin film cross section. 
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Appendix 1.9: EDX spectrum of the CsPb0.99Mn0.01Br3 thin film cross section. 

  

 

 Appendix 1.10: EDX spectrum of the CsPb0.97Tb0.03Br3 thin film cross section. 
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Appendix 2.  
 

 

Appendix 2.1: Soaking study repeat. a) anodic peak current for the Iriii/iv
 redox couple and b) water oxidation 

peak current at 1.66 V (VS RHE) after soaking the 1 cm2 GS in the hom-WOC for 0 – 72 h. 

 

 

Appendix 2.2: Three CV scan repeats of the 70 µm thickness GS soaked in the Ir-based WOC for 52 h. Measured 

in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 10 scans were run and the 10th scan is shown. 

 

 



 

221 

 

 

Appendix 2.3: Three CV scan repeats of the 70 µm thickness GS pre-treated with UV/ozone exposure, soaked in 

the Ir-based WOC for 52 h. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 10 scans were run 

and the 10th scan is shown. 

 

 

 

 



 

222 

 

  

Appendix 2.4: CV of the untreated blank GS (red), CV of the GS electrochemically pre-treated with KH2PO4 at 2 

V for 40 min (black). CV of the GS electrochemically pre-treated with KH2PO4 at 2 V for 40 min, then soaked in 

the Ir-based WOC for 52 h (blue) Scans measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 10 scans 

were run and the 10th scan is shown. The calculated integrated areas under the scans are shown. 
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Appendix 2.5: FTIR spectrum of the blank GS 
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Appendix 2.6: FTIR spectrum of the blank GS after electrochemical treatment at 2 V for 40 min in KH2PO4. 
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Appendix 2.7: Three CV scan repeats of the 70 µm thickness GS electrochemically treated at 2 V for 40 min in 

aqueous KH2PO4 then soaked in the Ir-based WOC for 52 h. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate 

of 50 mV s-1. 10 scans were run and the 10th scan is shown. 
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Appendix 2.8: Three CV scan repeats of the 70 µm thickness GS electrochemically treated at 2 V for 40 min in 

aqueous KH2PO4 then placed under a UV/ozone cleaner for 2 h before being soaked in the Ir-based WOC for 52 

h. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 10 scans were run and the 10th scan is shown. 
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Appendix 2.9: Three CV scan repeats of the 70 µm thickness GS sprayed with TiO2 precursor solution 4 times 

before being soaked in the Ir-based WOC for 52 h. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-

1. 10 scans were run and the 10th scan is shown. 
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Appendix 2.10: Three CV scan repeats of the 70 µm thickness GS sprayed with TiO2 precursor solution 8 times 

before being soaked in the Ir-based WOC for 52 h. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-

1. 10 scans were run and the 10th scan is shown. 
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Appendix 2.11: Three CV scan repeats of the 70 µm thickness GS sprayed with TiO2 precursor solution 12 times 

before being soaked in the Ir-based WOC for 52 h. Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-

1. 10 scans were run and the 10th scan is shown. 
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Appendix 2.12: Failed GS digestion attempt after 6 h under acidic microwave conditions. 

 

Appendix 2.13: Carbon XPS spectra of the untreated GS-WOC (70 µm.) 



 

231 

 

 

Appendix 2.14: Carbon XPS spectra of the UV/ozone treated GS-WOC (70 µm). 

 

Appendix 2.15: Carbon XPS spectra of the electrochemically treated at 2 V for 40 min in KH2PO4 GS-WOC (70 

µm). 
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Appendix 2.16: Carbon XPS spectra of the electrochemically treated at 2 V for 40 min in KH2PO4 and then 

exposure to UV/ozone for 2 h, GS-WOC (70 µm). 

 

Appendix 2.17: Carbon XPS spectra of the GS-WOC (70 µm) where the GS was sprayed with TiO2 precursor 

solution 12 times before the WOC was applied. 
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Appendix 2.18: Three CV scan repeats of the 25 µm thickness GS soaked in the Ir-based WOC for 52 h. 

Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 10 scans were run and the 10th scan is shown. 
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Appendix 2.19: Three CV scan repeats of the 160 µm thickness GS soaked in the Ir-based WOC for 52 h. 

Measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 10 scans were run and the 10th scan is shown. 

 

 Appendix 2.20: CV of the untreated blank GS 70 µm thickness (red), 25 µm thickness (blue) and 160 

µm thicknes (black). Scans measured in 0.1 M KNO3 at pH 2.5, at a scan rate of 50 mV s-1. 10 scans were run 

and the 10th scan is shown. The calculated integrated areas under the scans are shown. 
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Appendix 3.  
 

 

Appendix 3.1: Chopped LSV of the TiO2|CsPbBr3|Carbon|GSWOC (70 µm thickness GS) in 0.1M KNO3, pH 2.5, 

under chopped 1 sun illumination. Scan rate of 50 mv s-1- 

 

 

Appendix 3.2: Photographs of the chronoamperometric trace of TiO2/CsPbBr3/m-c/GSWOC (70 µm thickness 

GS) recorded at an applied potential of 1.06 V (vs RHE), in 0.1M KNO3, pH 2.5, under continuous 1 sun 

illumination. Experiment was run for 36 days, however the Ivium software crashed and only the data up to 23 

days was recovered. The current remained above 2 mA for the 36 days under operating conditions. 
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Appendix 3.3: Chopped LSV of the TiO2|CsPbBr3|Carbon|GSWOC (70 µm thickness GS), with the GS having 

been pre-treated with UV/ozone, in 0.1M KNO3, pH 2.5, under chopped 1 sun illumination. Scan rate of 50 mv s-

1- 

 




