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Abstract

The high-rank polynomial scaling of modern electronic structure methods can present

significant limitations on the size of molecular systems that can be accurately studied. This

issue is further exasperated when using non-perturbative approaches for studying systems

within arbitrary strength magnetic fields due to the requirements for complex algebra and

reduced permutational symmetry. One such attempt at overcoming this issue is the concept

of fragmentation, which has shown promise in recent years for accurately determining the

electronic structure of systems that can be sensibly fragmented into smaller subunits. The

main aim in this work is to combine the concepts of one such method, the embedding

fragment method (EFM), with recent advances in non-perturbative treatment of external

fields, enabling the study of increasingly large or complex systems. The implementation of

this approach is presented for systems in strong magnetic fields. The method is applied to

determine energetic, structural and magnetic response properties of systems beyond the

scope of more conventional methods. The EFM is shown to provide an accurate electronic

structure approximation when studying systems within extremely strong magnetic fields,

with errors generally < 0:001% compared to conventional all electron methods, maintaining

accuracy up to fields on the order of &70000 Tesla. Its application to large water clusters is

presented showing how external magnetic fields strengthen intermolecular interactions, as has

previously been demonstrated through experiment, but that the origin of this strengthening

is not as straightforward as the altering of the hydrogen bonding present at zero field, a

rational often considered alongside experimental results. Also demonstrated is how this

approach can be used to accurately model solvation effects when calculating magnetic

properties of solute molecules. In this work the calculation of nuclear magnetic resonance

chemical shifts is considered, using the EFM and comparing to both gas phase calculations

and calculations including solvent effects using the polarisable continuum method. To aid in

the interpretation of results, two additional tool sets have been development. The first is a

suite of tools to analyse the complex current vector field induced by exposing a molecule to

an external field. The second is a new molecular viewer software package, improving the

ability to analyse the effects of external magnetic fields on molecular systems.

Benjamin T. Speake

January 13, 2023
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1 Introduction and Background

The paradigm of modern chemistry is shifting away from the traditional laboratory

based experiments. Although experimental based studies are still vital and will never be

completely replaced, advances in computational methods and resources have enabled the

more accurate modelling of an increasingly wide range chemical systems, enabling certain

aspects chemical behaviour to be studied without the need for physical experiments. Even

in cases where experiments are still required or desirable, computational modelling is often

used to enhance the overall analysis and provide a more complete understanding of the

chemistry taking place. Typically, computational modelling methods fall into two categories,

those that only consider the classical interactions within a system, and those that also

consider the quantum mechanical interactions. To truly understand the chemistry taking

place, the quantum nature of the electrons and nuclei that make up the system must be

considered, however, this is not straightforward except for the most simple systems. The field

of electronic structure theory strives to provide methods to accurately model the quantum

nature of the fundamental particles that make up a system, and control the chemistry it

exhibits.

As theoretical methods and available computational resources have improved over

time however, researchers have set their sights on modelling even more complex chemical

systems, whether it be studying complex protein interactions, intermolecular interactions in

liquids and large clusters or solid state chemistry involving periodicity. Therefore, one of the

most important areas of research, within the development of electronic structure theories,

is in the development of novel approaches to remove the restrictive high-rank polynomial

computational scaling of the underlying fundamental methods.1;2 Many approaches to

overcoming the limitations on system size that can be studied have been developed; these

include the introduction of approximations such as density fitting3;4 or the chain-of-spheres

approximation,5 embedding methods in which certain parts of the system are treated

with a higher level of theory embedded in a more approximate treatment for the rest of

the system6–8 and fragmentation approaches in which the system is treated as a set of

smaller subsystems from which the results are combined, yielding a description of the whole

system.9;10 Such methods have become increasingly popular as the subsystem calculations

are readily parallelisable whilst the limited size of each individual calculation allows higher

level methods to be applied to the system,11 and form much of the focus of this work.

In recent years, there has also been a growing interest in the behaviour of electronic

systems in the presence of strong magnetic fields.12–26 Much of this has been examining the

effects of magnetic fields stronger than those accessible in the laboratory but which are found

to exist for example, on the surface of white dwarf stars,27;28 which has proven essential for

identifying the spectra originating from these stellar objects.29–31 The treatment of electronic

structure within an external magnetic field is typically studied through perturbation theory,

where the system can be assumed to be accurately approximated as the zero field case plus

1



a small perturbation. This approach however, breaks down as the electronic structure of the

system begins to depend more heavily on the external field resulting in the zero field case no

longer providing a suitable approximate solution. The study of much stronger field strengths

therefore, requires a non-perturbative treatment of the external magnetic field, requiring new

software packages to be developed which can efficiently perform this type of treatment.32–36

The use of such methods has provided invaluable insight into the exotic chemistry that

takes place in such environments, where the familiar chemistry observed at zero field, may

no longer apply. Of particular note was the discovery of a new bonding regime whereby

bonding within simple molecules shifts from typical covalent bonding to a paramagnetic

bonding mechanism, generated by the stabilisation of antibonding orbitals within an external

magnetic field orientated perpendicular to the bond.37 Until now however, the focus of

modelling electronic systems in strong magnetic fields has been restricted to atoms and

small molecules. Many experimental studies however, have suggested that a comparatively

small external magnetic field can create a measurable change in the properties of systems

where the dominant binding is through weak intermolecular interactions, such as bulk liquid

structures.38–46 Furthermore, the use of a magnetic field to alter the properties of liquids

within various industrial applications is well documented.47–49 The rationale behind these

changes and in some cases the nature of the changes however, is still a topic of substantial

debate.

The following chapters aim to address the computational scaling issues when per-

forming London Atomic Orbital based electronic structure calculations on increasingly large

molecular systems, by combining these methods within an embedded fragment approximation.

This would present a method for going beyond simple molecules when studying systems

within arbitrary strength magnetic fields. This is particularly desirable since the response

of molecular systems and materials to an external field is known to be governed by the

area perpendicular to the magnetic flux. In addition, many large systems are composed of

molecular subunits, for example clusters and molecular crystals, in which weak interactions

such as hydrogen bonding play a decisive role and may be susceptible to the influence of

external fields. In the present work, methods are developed to exploit the molecular nature

of these systems to enable calculations of energetic, structural and response properties

beyond the scope of currently available conventional approaches.

2 Chapter 1 Introduction and Background



2 Electronic Structure Theory

2.1 Foundations of Electronic Structure Theory

The fundamental aspect of any electronic structure problem is finding a solution to the

Schrödinger Equation50 for a given system, which in its simplest form it is given by,

ĤΨi = EiΨi ; (2.1)

where Ψi is the molecular wavefunction describing a given state of the system, Ei is its

corresponding energy and Ĥ is the Hamiltonian operator. This forms an eigenvalue equation,

where Ψi is an eigenfunction of Ĥ with corresponding eigenvalue Ei . In practice Ĥ varies

depending on the problem being considered, for most electronic structure problems the

non-relativistic molecular Hamiltonian is considered. For a system of N nuclei, with atomic

numbers Z¸ and masses M¸ and n electrons, it has the form,

Ĥ = −
NX
¸=1

„
~2

2M¸
∇2
¸

«
−

nX
i=1

„
~2

2me
∇2
i

«
−

nX
i=1

NX
¸=1

„
e2

4ı›0

Z¸
|ri − R¸|

«

+
nX
i>j

„
e2

4ı›0

1

|ri − rj |

«
+

NX
¸>˛

„
e2

4ı›0

Z¸Z˛
|R¸ − R˛|

« (2.2)

Here me is the rest mass of an electron, e is the elementary charge, ri and R¸ are the

positions of the i th electron and ¸th nucleus respectively, ∇2
i is the Laplacian operator and

›0 is the permittivity of free space. It can be split into its five constituent components, the

nuclear kinetic energy T̂N , the electron kinetic energy T̂e , the electron-nuclear attraction

V̂ , the electron-electron repulsion Ŵ and the nuclear-nuclear repulsion V̂NN operators

respectively. It is often written in a more concise form using these definitions,

Ĥ = T̂N + T̂e + V̂ + Ŵ + V̂NN : (2.3)

It is also common to define the non-relativistic molecular Hamiltonian in terms of atomic

units, rather than Systéme International (SI) units, allowing several constants (me , e and

4ı›0) to be removed from the equation, greatly simplifying the expression. Atomic units

are used throughout this work unless otherwise stated.

2.1.1 The Born-Oppenheimer Approximation

The eigenfunctions of Eq. (2.2) describe a molecular system by defining a wavefunction

Ψ (r;R) that depends on the electron coordinates r and the nuclear coordinates R. This

presents a challenging problem to solve therefore, simplifications are often made. One such

simplification is the Born-Oppenheimer Approximation51 where the electrons are assumed

to respond adiabatically to the motion of the nuclei, due to the nuclei having a far greater
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mass. The wavefunction can therefore be written as a product of a nuclear and electronic

wavefunction,

Ψ (r;R) ≈ Ξ (R) Φ (r;R) ; (2.4)

where the electronic wavefunction Φ (r;R) is only parametrically dependent on the nuclear

coordinates, through the electron-nuclear attraction term. At a given fixed nuclear geometry

V̂ (r;R) can be reduced to a one-electron operator, dependent on fixed parameters repre-

senting the fixed nuclear point charges. An electronic Hamiltonian can be constructed at a

fixed molecular geometry, R,

Ĥelec (r;R) = T̂e (r) + V̂ (r;R) + Ŵ (r) (2.5)

with a corresponding electronic Schödinger equation,

Ĥelec (r;R) Φi (r;R) = Ei (R) Φi (r;R) ; (2.6)

where the electronic wavefunctions Φi (r;R) are eigenfunctions of Ĥelec (r;R) with corre-

sponding eigenvalues, Ei (R), representing the electronic energies at a given nuclear geometry.

The electronic wavefunctions form a complete orthonormal basis, constituting the electronic

energy levels of the system. The remaining terms from Ĥ constitute the operator for the

nuclear Schrödinger equation,

Ĥnuc (R)Ξ (R) = EnucΞ (R) : (2.7)

The corresponding Hamiltonian for which can be written as,

Ĥnuc = T̂N (R) + V̂NN (R) + E (R) ; (2.8)

where E is the potential energy resulting from the solution to the electronic Schrödinger

equation with nuclei at positions (R). Within the Born-Oppenheimer approximation, it is

assumed that the energy gap between the different electronic states is large enough that

the electronic and nuclear wavefunctions exhibit no coupling. This results in the total

wavefunction evolving through the same electronic state as the nuclear geometry changes,

therefore, the electrostatic potential experienced by the nuclei is represented by a potential

energy function of the given electronic state, Ei (R). Focusing on the electronic structure

at a fixed geometry only requires the consideration of the electronic Schrödinger equation

significantly simplifying the problem. In some very simple cases it can be solved analytically

however, most systems of chemical interest still require further approximations.

2.1.2 ab Initio Theory

Due to the complexity of the final term in Eq. (2.5), which couples the motion of

the electrons, it is not possible to solve the electronic Schrödinger equation analytically

for systems with more than one electron, therefore, when treating a multi-electron system,

modern electronic structure techniques attempt to numerically approximate the solutions

to the electronic Schrödinger equation. One common approach for approximating these
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solutions is ab initio theory, where an ansatz for the many-electron wavefunction of a given

system is formulated from the known behaviour of electrons. Usually this is formulated

using the exact solution for the one-electron system as a starting point.

One-Electron Orbitals

The eigenfunctions of the one-electron Hamiltonian are known as spatial orbitals,

’i (r), representing the spatial orbital at position, r, of an electron, 
−1

2
∇2

r −
X
¸

Z¸
|r − R¸|

!
’i (r) = "i’i (r) ; (2.9)

All the spatial orbitals of a given system constitute an orthonormal set,Z
R3

’∗
i (r)’j (r) dr = ‹i j : (2.10)

On its own however, a spatial orbital does not fully describe the quantum state of an electron

as it neglects its intrinsic angular momentum, referred to as electron spin which creates a

magnetic moment. It is known that the magnetic momentum can occupy two possible states,

and when quantised along a Cartesian axis, these can be determined as eigenfunctions of

the spin angular momentum operator ŝz ,

ŝz¸ (ff) =
1

2
¸ (ff) ŝz˛ (ff) = −1

2
˛ (ff) ; (2.11)

where the spin functions ¸ and ˛ have spin quantum numbers of + 1=2 and − 1=2 respectively

and ff is the spin variable. A complete description for a given electron can therefore

be obtained as a product of the spatial orbital and its spin function, ”, giving a total

spinorbital,

ffii (ri ; ffi ) = ’ (ri ) ” (ffi ) (2.12)

which is both an eigenfunction of the Hamiltonian and the spin angular momentum operator.

An orthonormal basis can be made from the resulting spinorbitals which, if complete, can

be used to form a general wavefunction  ,

 (ri ; ffi ) =
X
i

ffii (ri ; ffi ) ci (2.13)

where ci is the expansion coefficient for the i th function and
P

i c
∗
i ci = 1. This expression

is often written in Dirac notation, also known as bra-ket notation,

ffii (x) → |i⟩ ffi∗i (x) → ⟨i | ⟨i |j⟩ =

Z
ffi∗i (x)ffij (x) drdff = ‹i j ; (2.14)

where x has been used to refer to the combined spin and spatial coordinates, x = (r; ff).

Here ‹i j is the Kronecker delta function,

‹i j =

8<: 0 if i ̸= j;

1 if i = j:
(2.15)
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Therefore, the linear expansion in Eq. (2.13), becomes,

| ⟩ =
X
i

|i⟩ci (2.16)

The Slater Determinant

The simplest ansatz for an n-electron wavefunction assumes that all the electrons

are non-interacting and therefore the many-electron Hamiltonian, can be constructed by

considering a sum of one-electron Hamiltonians,

Ĥ =
nX
i=1

ĥ (i) where ĥ (i) = −1

2
∇2

ri −
X
¸

Z¸
|ri − R¸|

: (2.17)

The corresponding wavefunction for such as system is the Hartree product wavefunction.52

This represents a non-physical solution however, as it depicts distinguishable particles

assigned to individual spinorbitals. This violates the Pauli exclusion principle which requires

the wavefunction to be antisymmetric on exchange of indistinguishable fermions, such as

electrons.

Although in itself, the Hartree product is unphysical, it presents a logical starting

point for building a suitable ansatz for a many-electron wavefunction. Given a complete set

of spinorbitals {ffii}, a function of the electron coordinates can be constructed from a linear

combination of spinorbitals. For a single electron system it is given by,

 (r1; ff1) =
X
i

ciffii (r1; ff1) (2.18)

This can be extended to consider a two-electron system,

 (r1; ff1; r2; ff2) =
X
i

X
j

di jffii (r1; ff1)ffij (r2; ff2) (2.19)

where di j is the expansion coefficient for the i th and j th spinorbitals in electron coordinates

(r1; ff1) and (r2; ff2) respectively. From this we can generalise any many-electron wavefucntion

as a linear combination of Hartree products. For two electrons we have,

 (r1; ff1; r2; ff2) =d11ffi1 (r1; ff1)ffi1 (r2; ff2) + d12ffi1 (r1; ff1)ffi2 (r2; ff2)

+ d21ffi2 (r1; ff1)ffi1 (r2; ff2) + d22ffi2 (r1; ff1)ffi2 (r2; ff2) :
(2.20)

For this wavefunction to satisfy the Pauli exclusion principle, d11 and d22 must be zero and

d12 = −d21 giving the following normalised wavefunction,

 (r1; ff1; r2; ff2) =
1√
2

[ffi1 (r1; ff1)ffi2 (r2; ff2) − ffi2 (r1; ff1)ffi1 (r2; ff2)] : (2.21)

This has the form of a determinant. In general, for a system with n electrons, this expression
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is a Slater determinant wavefunction,

Φ =
1√
n!

˛̨̨̨
˛̨̨̨
˛̨
ffi1 (r1; ff1) ffi1 (r2; ff2) · · · ffi1 (rn; ffn)

ffi2 (r1; ff1) ffi2 (r2; ff2) · · · ffi2 (rn; ffn)
...

...
. . .

...

ffin (r1; ff1) ffin (r2; ff2) · · · ffin (rn; ffn)

˛̨̨̨
˛̨̨̨
˛̨ (2.22)

The Variation Principle

A Slater determinant wavefunction is not exact, however. Therefore, it is vital to

identify a method to systematically improve the approximation. The variational principle is

one such approach. Assuming the eigenfunctions of Ĥ constitute a complete set, such that

the trial wavefunction ffi mat be expanded in the basis of eigenfunctions, it can be shown

that the ground state eigenvalue of Ĥ is a lower bound to the expectation value of the trial

wavefunction. The result being that the lower energy wavefunction is assumed the more

correct solution, presenting a basis for a systematic search for the ground-state. This can

be expressed as,

⟨Ψ|Ĥ|Ψ⟩ = E ≥ E0 = ⟨Ψ0|Ĥ|Ψ0⟩; (2.23)

where Ψ0 and E0 define the exact solution for a given system.

2.1.3 Hartree-Fock Theory

The simplest approximation for a many-electron wavefunction is the Hartree-Fock (HF)

method, where the wavefunction is represented by constructing a single Slater determinant.

The electrons are treated as being independent, whilst experiencing an effective potential

due to the other n − 1 electrons, resulting in a one-electron mean-field approximation. The

electronic Hamiltonian can be decomposed into its one-electron component,

Ĥ1 =
X
i

ĥ (i) =
X
i

−1

2
∇2
i −

X
i

X
¸

Z¸
|ri − R¸|

; (2.24)

containing the kinetic energy and nuclear interaction terms, and a two-electron component,

ŵ (i ; j),

Ĥ2 = Ŵ =
X
i

X
j ̸=i

ŵ (i ; j) =
X
i

X
j ̸=i

1

|ri − rj |
(2.25)

The expectation value of the normalised Slater determinant is then given by,

EHF = ⟨Φ|Ĥ|Φ⟩ =
X
i

⟨i |ĥ|i⟩ +
X
i

X
j ̸=i

⟨i j |i j⟩ − ⟨i j |j i⟩: (2.26)

The one-electron component here is the expectation value of the one-electron Hamilatonian

on a given spinorbital,

⟨Φ|Ĥ|Φ⟩ =

Z
ffi∗i (rff) ĥffii (rff) drdff = ĥi : (2.27)
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The remaining two terms refer to the electron-electron interactions which can be written in

terms of two contributions. The first is the Coulomb integral, ⟨i j |i j⟩ = Ji j , which can be

physically interpreted as the classical electrostatic interaction between the two electrons.

The second is the exchange integral, ⟨i j |j i⟩ = Ki j , which results from the anti-symmetry of

the wavefunction, discussed in 2.1.2, and is interpreted as the energy arising from electrons

with parallel spins having different spatial wavefunctions. These two terms can be combined

and written as a single antisymmetrised integral term ⟨i j ||i j⟩ = Ji j − Ki j . The following

integral notation has been used for simplification,

⟨pq|rs⟩ =

Z Z
ffi∗p (r1ff1)ffiq (r2ff2)ffi∗r (r1ff1)ffis (r2ff2)

|r1 − r2|
dr1dσ1dr2dff2: (2.28)

This is commonly known as physicist’s notation for two-electron integrals, however, often

these integrals will be written in what is referred to as chemist’s or Mulliken notation where

(pr |qs) = ⟨pq|rs⟩.

The Hartree-Fock Equations

Given a Slater determinant, the ground state HF energy for a given molecular system

can be found by exploiting the variational principle, discussed in 2.1.2, on a set of orthonormal

basis of spin-orbitals, {ffii} where ⟨i |j⟩ = ‹i j . This leads to a constrained optimisation that

can be carried out using the method of Lagrange undetermined multipliers, where the

Lagrangian is,

L ({ffii}) = E ({ffii}) −
X
i j

›i j (⟨i |j⟩ − ‹i j) ; (2.29)

where ›i j are a set of real Lagrange multipliers. Given a small perturbation, ffii → ffii + ‹ffii ,

the change in the Lagrangian can be written as,

‹L = ‹E −
X
i j

›i j‹⟨i |j⟩: (2.30)

From the variational principle, setting ‹L = 0, it can be determined that, for a given electron

p,

‹L =
X
i

Z
‹ffi∗i (xp)

24ĥ (p)ffii (xp) +
X
j

“
Ĵj (p) − K̂j (p)

”
ffii (xp) −

X
j

›i jffij (xp)

35 dxp
+ c.c. = 0;

(2.31)

where c.c. denotes the corresponding complex conjugate expression, where xp has been

used to denote a set of combined spatial and spin coordinates, as previously defined, and Ĵ

and K̂ are the one-electron Coulomb and exchange operators respectively,

Ĵj (p)ffii (xp) =

»Z
ffi∗j (xq) ŵ (p; q)ffij (xq) dxq

–
ffii (xp) (2.32)
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K̂j (p)ffii (xp) =

»Z
ffi∗j (xq) ŵ (p; q)ffii (xq) dxq

–
ffij (xp) (2.33)

Given that the perturbation is an arbitrary value, for Eq (2.31) to hold requires,24ĥ (p) +
X
j

“
Ĵj (p) − K̂j (p)

”35ffii (xp) =
X
j

›i jffij (xp) (2.34)

which defines a one-electron generalised-eigenvalue problem, since the matrix ›i j is not

diagonal. This can be re-written in terms of the Fock operator f̂ ,

f̂ |ffii ⟩ =
X
j

›i j |ffij⟩: (2.35)

It can be shown that a unitary transform always exists that diagonalises ›i j , hence there

always exists a set of spinorbitals for which ›i j is diagonal,

f̂ |ffii ⟩ = ›i |ffii ⟩; (2.36)

where › is now a diagonal matrix of Lagrange multipliers. The problem is now simplified to

that of a standard eigenvalue problem, forming the canonical Hartree-Fock equations.

Restricted and Unrestricted Formalisms

Two formalisms are typically employed when performing calculations over orbitals.

The first is restricted Hartree-Fock (RHF) theory which requires electrons in the same spin

orbital to have the same spatial component,

ffii (x) =

(
’ (r)¸ (ff)

’ (r)˛ (ff)
(2.37)

This enforces double occupation of all spatial orbitals. It provides a good model for studying

closed shell systems as it requires a reduced computational cost due to the number of spatial

orbitals being half the number of spinorbitals. However, it cannot accurately capture the

dissociation of closed shell molecules into open shell systems. A common example is the

dissociation of H2 as RHF will produce the ionic dissociation state, H2 → H++H− due

to the enforced shared spatial function. RHF can be generalised to restricted open-shell

Hartree-Fock theory (ROHF)53 to account for unpaired electrons, where the expectation

value for the energy is given by,

E =2
X
k

hk +
X
k;l

(2Jkl −Kkl)

+ f

"
2
X
m

hm + f
X
m;n

(2aJmn − bKmn) + 2
X
km

(2Jkm −Kkm)

#
;

(2.38)

where k and l are the indices of the closed-shell orbitals, m and n are the indices of the

open-shell orbitals and a, b and f are numerical constants specific to the system being

studied. The first two sums constitute the closed-shell energy as in RHF, the next two
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constitute the open-shell energy and the last is the interaction energy between the closed

and open shells.

The second formalism is unrestricted Hartree-Fock (UHF) theory which removes the

imposed restriction of RHF, allowing electrons in multiple spatial functions for the same

spin orbital,

ffii (x) =

(
’¸ (r)¸ (ff)

’˛ (r)˛ (ff)
(2.39)

This approach removes the limitation of RHF to closed shell systems however at slightly

increased cost.

Linear Combination of Atomic Orbitals

In general, when solving the canonical HF equations, the molecular orbitals are

expanded in a finite basis of atom-centred atomic orbitals (AOs), giving a linear combination

of atomic orbitals (LCAOs),

’i (r) =
X


ciffl (r) : (2.40)

where {ffl} are a set of AOs with corresponding linear expansion coefficients {ci}. This

forms the basis for the Roothaan-Hall approach.54;55 Rewriting the canonical HF equation

in LCAO form,

f̂
X


ci |ffl⟩ = ›i
X


ci |ffl⟩: (2.41)

Left-multiplying this by ⟨ffl—| gives,X


ci ⟨ffl—|f̂ |ffl⟩ = ›i
X


ci ⟨ffl—|ffl⟩ (2.42)

which can be written in terms of the matrix element of the Fock operator in AO basis, F—

and the overlap matrix element between the —th and th AOs, S— ,X


ciF— = ›i
X


ciS— (2.43)

Introducing the matrix C of molecular orbital (MO) coefficients, the generalised psuedo-

eigenvalue equations can be written as,

FC = SC›: (2.44)

The expectation value for the energy of a system can also be written in terms of

10 Chapter 2 Electronic Structure Theory



LCAOs,

E (Φ) =
X
i

⟨i |ĥ|i⟩ +
1

2

X
i j

(⟨i j |i j⟩ − ⟨i j |j i⟩)

=
X
i

X
—

c∗—ici ⟨—|ĥ|⟩ +
1

2

X
i j

X
—

c∗—ici
X
–ff

c∗–icffi (⟨—–|ff⟩ − ⟨—–|ff⟩)

=
X
—

D—

"
h— +

1

2

X
–ff

D–ff (⟨—–|ff⟩ − ⟨—–|ff⟩)
# (2.45)

where h— refers to the core Hamiltonian matrix and the density matrix D— =
Pn

i c
∗
—ici

has been introduced, from which the electron density can be calculated as,

ȷ (r) = 2

n=2X
i

|’i (r) |2 =
X
—

D—ffl
∗
— (r)ffl (r) ; (2.46)

assuming a restricted formalism. The same process can be applied to the Fock operator

giving,

F— = h— +
X
–ff

D–ff (⟨—–|ff⟩ − ⟨—–|ff⟩) (2.47)

Substituting this into Eq. (2.45) gives the following expression for the Roothaan-Hall energy

of a system,

E ({c—i}) =
1

2

X
—

D— (h— + F—) : (2.48)

If the basis set {ffl—} is complete, the molecular orbitals are represented exactly,

however, this, in practice, is not possible. Therefore, an incomplete set must be employed

giving only an approximate representation of the molecular orbitals. Two types of basis

functions are commonly employed in electronic structure calculations. Slater type orbitals

(STOs) are the exact orbitals for the hydrogen atom, representing the correct nuclear cusp

and decay behaviours. They are given by,

fflSTO (r) = (Rx − rx)l (Ry − ry )m (Rz − rz)n exp [−¸|R− r|] ; (2.49)

where l + m + n gives the orbital angular momentum and ¸ is the exponent controlling

how spatially diffuse the function is. Calculating integrals over STOs however, is non-trivial

therefore Gaussian type orbitals (GTOs) are more commonly employed,

fflGTO (r) = (Rx − rx)l (Ry − ry )m (Rz − rz)n exp
ˆ
−¸|R− r|2

˜
: (2.50)

GTOs allow the use of the Gaussian product theorem when calculating two-electron integrals

resulting in a much greater computational efficiency, however, as shown in Fig. 2.1, they

do not produce an accurate representation of the cusp and decay behaviours of the atomic

orbitals resulting in more GTOs, in comparison to STOs, being required in the expansion,

to give an accurate approximation to the molecular orbitals. The faster evaluation of GTO

two electron integrals generally compensates for this however, making GTOs the go-to for

forming accurate and efficient basis functions for finite systems. The computational cost
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Figure 2.1: A visual representation of the difference between Slater and Gaussian type
functions given by Eqs. (2.49) and (2.50).

when using GTOs can be further reduced by forming a contracted set of GTOs where a

number of primitive GTO functions, with different exponents, are collected together as a

fixed linear combination. Once the integrals have been calculated, the remaining steps in the

calculation scale with number of basis functions not primitive functions. This contracted set

does present a less flexible basis set, compared to the equivalent uncontracted set however,

but enables more primitive functions to be used, generally increasing the quality. Many

GTO basis sets have been produced optimising the ¸ parameter, contraction lengths and

coefficients per atom to attempt to reduce the overall number of functions required.

Self-Consistent Field Approach

The variation principle is employed to minimise the energy in Eq. (2.48) with respect

to the MO coefficients, {c—i}. Due to the dependence of F on C the problem becomes

highly non-linear requiring an iterative method referred to as the self-consistent field (SCF)

method to solve the Roothaan-Hall equations. The general SCF approach can be outlined

as,

1. The relevant one- and two-electron integrals are evaluated over the given basis

functions, these can be stored without need for re-calculation for small systems.

2. A suitable guess density is constructed and the initial Fock matrix is constructed from

Dguess and the two-electron integrals.

3. The Fock matrix is then diagonalised to produce a new set of orbital coefficients C′,

eigenvalues › and density matrix D′.

12 Chapter 2 Electronic Structure Theory



4. A new Fock matrix, F′, is constructed from D′ via the aufbau principle - the orbitals

are occupied with the lowest eigenvalues to give the ground state occupation.

5. This process is then repeated until a pre-defined convergence criteria on the change in

the energy and density matrix D is met.

2.2 Correlated Methods

The solutions to the HF approach are exact, to within the defined finite basis limit,

for a one-electron system. However, this method neglects the effects of instantaneous

interactions between individual electrons, therefore, can only present an upper-bound to

the true electronic energy for a multi-electron system, by consequence of the variational

principle. The difference between the true ground state energy and that of the HF solution

was defined by Löwdin as the correlation energy of the system,56

Ec = E0 − EHF: (2.51)

Chemical processes often involve relatively small changes in energy, e.g. between reactants,

transition states and products, which may be highly sensitive to changes in the total

energy. In principle the correlation energy only constitutes a small fraction of the total

energy however, it can be vital in providing quantitative accuracy from electronic structure

calculations.

2.2.1 Configuration Interaction

The correlation energy can typically be accounted for by constructing a more flexible

wavefunction ansatz, for example from a linear combination of Slater determinants ΦI ,

including the HF determinant Φ0,

Ψ ≈ c0Φ0 +
X
I

cIΦI : (2.52)

For a given system, a number of basis functions m are used to construct 2m spinorbitals.

The ground-state determinant will contain an electron in the mocc. spinorbitals with the

lowest orbital energy, referred to as occupied spinorbitals. The remaining spinorbitals are

unoccupied and are referred to as virtual orbitals. In configuration interaction (CI) theory,

the wavefunction is represented as a linear combination of the HF determinant and its excited

determinants,57 generated by replacing one (or more) occupied orbitals, (i , j) with virtual

orbitals (a, b), the expansion coefficients optimised using the variation principle,

Ψ = c0Φ0 +
X
ia

cai Φa
i +

1

4

X
i jab

cabij Φab
ij + ::: (2.53)

This can be extended to the limit of all possible excited determinants, which is referred to

as full configuration interaction (FCI). Grouping together the determinants and coefficients,

according to the number of orbitals replaced, results in a simplified expression for the CI
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wavefunction,

|Ψ⟩ = c0|0⟩ + cS|S⟩ + cD|D⟩ + cT |T ⟩ + ::: =
X
I

cI |I⟩; (2.54)

where each term represents the blocks of ground-state, singly, doubly, triply etc. excited

determinants, respectively.

Although in principle FCI represents an exact solution in a given basis set, which

is then considered to be formally exact in the limit of a complete basis set, it presents

an extremely complex computational problem to solve, which increases significantly with

basis set and system size, on the order of m!. Therefore, it can only readily be applied

to very small systems with only a few basis functions. Common methods to reduce the

computational complexity include truncating the CI expansion, only considering up to

doubles for example, or alternatively restricting the active space by freezing certain orbitals

or excluding particularly high energy orbitals.

2.2.2 Coupled-Cluster Theory

Truncation of the CI expansion however, breaks size consistency and the resulting

energies are not size extensive, with errors increasing with system size.58 An alternative

approach to account for correlation by including excited state determinants is coupled-cluster

(CC) theory, which addresses the issues when truncating the CI expansion. Analogous to

CI theory, the CC method accounts for electron correlation by constructing a more-flexible

wavefunction from the HF reference and its excited determinants, however, this is achieved

via the exponential ansatz,59–61

Ψ = exp
“
T̂
”

Φ0 (2.55)

where T̂ is the cluster operator, defined as the sum of excitation operators to a given

order,

T̂ = T̂1 + T̂2 + T̂3 + ::: =
X
–

T̂–: (2.56)

The action of a cluster operator on the HF determinant gives CC wavefunction contributions

of the form,

T̂–Φ0 =

„
1

–!

«2X
i j:::

X
ab:::

tab:::i j::: Φab:::
i j::: : (2.57)

where Φab:::
i j::: are the excited state determinants with corresponding excitation amplitudes

tab:::i j::: .

Considering the common example of CCSD,62 where the expansion is truncated

after the singles and doubles excitation terms, into Eq. (2.55) and utilising a Taylor series
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expansion of the exponential,

ΨCCSD =

„
1 + T̂1 + T̂2 +

1

2
T̂ 2
1 + T̂1T̂2 +

1

2
T̂ 2
2 + : : :

«
Φ0

=Φ0 +
X
i

X
a

tai Φa
i +

1

4

X
i j

X
ab

tabij Φab
ij +

1

2

X
i j

X
ab

tai t
b
j Φab

ij

+
1

4

X
i jk

X
abc

tabij t
c
kΦabc

ijk +
1

32

abcdX
i jkl

tabij t
cd
kl Φabcd

ijkl + : : :

(2.58)

The linear cluster operator terms are referred to as connected clusters and those that are

products of cluster operators are referred to as disconnected clusters. Comparing this to

the equivalent CI singles and doubles (CISD) wavefunction, reveals that CISD lacks the

disconnected cluster terms which introduce higher-order excited determinants, which make

CC size-consistent.

2.2.3 Perturbation Theory

Another alternative approach to calculating the electron correlation energy, is via

perturbation theory - if the solution to a similar but simpler problem is known, then the

solution to a related more complex problem can be approximated by applying a small

correction to the known solution. This requires that the two problems differ only by a small

correction which, as the correlation energy typically only makes up approximately 1% of the

total energy, makes it applicable to determining the electron correlation energy of a given

system.

Rayleigh and Schrödinger proposed splitting the Hamiltonian into the sum of a

zeroth-order component Ĥ0 and a perturbative operator V̂ scaled by a coefficient –,

Ĥ = Ĥ0 + –V̂: (2.59)

This approach is known as Rayleigh-Schrödinger perturbation theory (RSPT) and results in

the Schrödinger equation Eq. (2.1) being written as,

ĤΨ =
“
Ĥ0 + –V̂

”
Ψ = EΨ; (2.60)

The exact eigenfunctions and eigenvalues of which, can be approximated using a series

expansion in –.

Ψ = Ψ(0) + –Ψ(1) + –2Ψ(2) + : : : (2.61)

E = E(0) + –E(1) + –2E(2) + : : : (2.62)

where Ψ(k) and E(k) are the kth order corrections to the eigenfunctions and corresponding

eigenvalues of Ĥ0.

The application of RSPT to wavefunction-based electronic structure methods was

devised by Møller and Plesset, using the HF wavefunction as the zeroth-order approxima-

tion.63 This approach is known as Møller-Plesset (MP) perturbation theory, for which the
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zeroth-order operator is taken to be the sum of the Fock operators for each electron,

Ĥ0 =
X
i

f̂ (i) =
X
i

ĥ (i) +
X
i j

“
Ĵj (i) − K̂j (i)

”
; (2.63)

and the perturbation operator is given by the difference between the exact and zeroth-order

Hamiltonians,

V̂ =

0@X
i

ĥ (i) +
X
i>j

ŵ (i ; j)

1A =

0@X
i

ĥ (i) +
X
i j

“
Ĵj (i) − K̂j (i)

”1A
=
X
i>j

ŵ (i ; j) −
X
i j

“
Ĵj (i) − K̂j (i)

”
:

(2.64)

The expressions for the first three energy terms for MP perturbation theory for a given

Slater determinant Φ0, are given by,

E(0)
0 = ⟨Φ0|Ĥ0|Φ0⟩ =

X
i

⟨Φ0|f̂ (i) |Φ0⟩ =
X
i

⟨i |f̂ |i⟩ =
X
i

›i (2.65)

E(1)
0 = ⟨Φ0|V̂0|Φ0⟩ = −1

2

X
i j

⟨i j ||i j⟩ (2.66)

E(2)
0 =

X
n ̸=0

|⟨Φn|V̂0|Φ0⟩|2

"
(0)
0 − "

(0)
n

=
1

4

X
i jab

|⟨ab||i j⟩|2
›i + ›j − ›a − ›b

(2.67)

Here the second-order energy correction E(2)
0 includes only contributions from doubly-excited

determinants. Simply summing the zeroth and first-order MP energy terms returns the

ground-state HF energy, E(0)
0 +E(1)

0 = EHF. Therefore, the correlation corrections first appear

within the second-order term, commonly referred to as the MP2 correlation energy,

EMP2
c =

1

4

X
i jab

|⟨ab||i j⟩|2
›i + ›j − ›a − ›b

(2.68)

2.3 Density-Functional Theory

The various different methods discussed so far have been widely applied to studying

molecular systems however, they suffer from a major limitation, their poor computational

scaling with system size (number of basis functions). On its own HF theory scales as O
`
m4
´
,

with m being the number of basis functions. Going beyond HF theory the scaling gets

progressively worse, MP2 scales as O
`
m5
´
, CISD/CCSD and MP3 scale as O

`
m6
´
, MP4

and CCSD(T) scale as O
`
m7
´
, CISDT/CCSDT and MP5 scale as O

`
m8
´

and using FCI

scales as O (m!). This scaling severely limits the system size that can be feasibly studied,

particularly if electron correlation is important within the given system. Density-Functional

theory (DFT) offers a different route to performing electronic-structure calculations at

an improved computational cost scaling, allowing more accurate treatments of systems

with many more basis functions. Fundamentally DFT attempts to describe a system in

terms of its electron density ȷ (r) which would reduce the number of variables required to
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represent a system from 4n, where n is the number of electrons, to three spatial coordinates.

This represents a much more cost-efficient method for calculating electronic structure of

molecules. Initially DFT was thought to be an approximate model, rather than an exact

theory. However, it was Pierre C. Hohenberg and Walter Kohn who first proved, in 1964, that

the ground state of an electronic system in an external potential can be completely described

by the one-electron density ȷ.64 From this modern DFT was conceived which can exhibit

accuracies rivalling that of correlated methods whilst maintaining a much more manageable

scaling of computational cost with respect to the number of basis functions.

2.3.1 The Rayleigh-Ritz Variational Principle

The non-relativistic time independent electronic Hamiltonian, as given in Eq. (2.5),

can be written as,

Ĥ (v) = T̂ + V̂ + Ŵ ; (2.69)

where T̂ is the kinetic energy operator, and Ŵ is the electron-electron repulsion operator,

which are both independent of the nuclear structure for systems with equivalent numbers of

electrons. The final term V̂ is the multiplicative external potential, typically representing

the nuclear potential, which is not universal for all n-electron systems, since it explicitly

depends on the nuclear charges and positions, see Eq. (2.2). Requiring that the external

potential v (r) belongs to the set of ȷ-representable potentials,

Vn =
n
v | Ĥ (v) has an n-electron ground state Ψv

o
; (2.70)

the existence of a ground state is guaranteed such that,

Ĥ (v) Ψv = E (v) Ψv ∀v ∈ Vn: (2.71)

This implies that the ground-state energy E (v) can be defined by mapping the ȷ-representable

potentials to real numbers,

E : Vn 7→ R: (2.72)

Consider the set Wn antisymmetric n-electron wavefunctions for which Ĥ (v) has a finite

expectation value,

Wn =
n

Ψv | ⟨Ψv |Ψv ⟩ = 1; ⟨Ψv |Ĥ (v) |Ψv ⟩ <∞
o
: (2.73)

The Rayleigh-Ritz variation principle can be used to define the ground-state solution, for all

pairs of potentials and wavefunctions (v;Ψ) ∈ Vn ×Wn,

E (v) ≤ ⟨Ψ|Ĥ (v) |Ψ⟩: (2.74)

For each v ∈ Vn, one or more ground-state solutions Ψv ∈ Wn exist as the global minimisers

for the Rayleigh-Ritz variation principle, with,

E (v) = ⟨Ψv |Ĥ (v) |Ψv ⟩; Ψv ∈ arg min
Ψ∈Wn

⟨Ψ|Ĥ (v) |Ψ⟩: (2.75)
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From this theorem, it’s possible to construct a linear combination of the x normalised,

degenerate ground-state eigenfunctions as the global minimiser Ψv for a system with x-fold

degenerate wavefunctions.

2.3.2 The Hohenberg-Kohn Theorems

In general the ideas set out by Hohenberg and Kohn64 are presented as two fundamental

theorems.

The First Hohenberg-Kohn Theorem

Consider shifting the external potential by an additive constant,

v2 = v1 + c c ∈ R (2.76)

The corresponding n-electron Hamiltonian and ground state energy are transformed as,

Ĥ (v2) = Ĥ (v1 + c) = Ĥ (0) +
X
i

(v1 (ri ) + c) = Ĥ (v1) + nc; (2.77)

E (v2) = E (v1 + c) = E (v1) + nc; (2.78)

therefore, it can be seen that the ground-state wavefunction is invariant to a gauge

transformation of this form. Considering two potentials v1; v2 ∈ Vn assumed to share the

same ground-state wavefunction Ψ, the difference between their corresponding Schödinger

equations can be written as,h
Ĥ (v1) − Ĥ (v2)

i
Ψ =

X
i

[v1 (ri ) − v2 (ri )] Ψ = [E (v1) − E (v2)] Ψ (2.79)

The contributions from T̂ and Ŵ are equivalent in each Hamiltonian since the number of

electrons is the same, and therefore, cancel. Eliminating Ψ leads to,X
i

[v1 (ri ) − v2 (ri )] = E (v1) − E (v2) ⇒ v1 (ri ) − v2 (ri ) = c ∈ R: (2.80)

This demonstrates that v1 and v2 must be equal to within an additive constant c ∈ R,

otherwise they could not yield the same wavefunction.

This idea can be extended to electron densities, given a v -representable ground-state

density, ȷ ∈ An,

An = {ȷ|ȷ is yielded from an n-electron ground state of H (v) v ∈ Vn} ; (2.81)

related to a potential v1 ∈ Vn, the Rayleigh-Ritz variational principle and Eq. (2.80) can be

applied showing that for all v2 ∈ Vn,

E (v2) ≤ ⟨Ψ|Ĥ (v1) |Ψ⟩ + (v2 − v1|ȷ)

≤ E (v1) + (v2 − v1|ȷ) ;
(2.82)
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showing that the ground state is concave in the external potential. Here, the notation

(v |ȷ) =
R
v (r) · ȷ (r) dr has been introduced and is used hereafter. Following on from this,

it can be shown that,

E (v2) = E (v1) + (v2 − v1|ȷ) ; for all v2 = v1 + c; v ∈ Vn; c ∈ R; (2.83)

E (v2) < E (v1) + (v2 − v1|ȷ) ; for all v2 ̸= v1 + c; v ∈ Vn; c ∈ R; (2.84)

leading to the principle that two external potentials that differ by more than a constant

cannot have a common ground-state. This is more concisely defined as the first Hohenberg-

Kohn theorem; A ground-state electron density determines the external potential uniquely

up to an additive constant.

v1 − v2 ̸= c → ȷ1 − ȷ2 ̸= 0 ȷ1; ȷ2 ∈ An & v1; v2 ∈ Vn (2.85)

Considering two densities ȷ1, ȷ2 ∈ An with two corresponding potentials v1, v2 ∈ Vn
which differ by more than an additive constant, from Eq. (2.84) the following subgradient

strict inequalities can be formed,

E (v2) < E (v1) − (v1 − v2|ȷ1) ;

E (v1) < E (v2) + (v1 − v2|ȷ1) ;
(2.86)

Adding these together leads to,

(v1 − v2|ȷ1 − ȷ2) < 0 f orv1 − v2 ̸= c: (2.87)

Hence, proving the first Hohenberg-Kohn theorem.

The Second Hohenberg-Kohn Theorem

The second Hohenberg-Kohn theorem defines the variational relationship for the

ground-state energy in terms of the electron density. First, the Hohenberg-Kohn inequality

is defined as,

E (v) ≤ FHK (ȷ) + (v |ȷ) (2.88)

where FHK is the Hohenberg-Kohn universal density functional, given by,

FHK (ȷ) = E (vȷ) − (vȷ|ȷ) ; (2.89)

and ȷ ∈ An is a ground-state density of vȷ ∈ Vn. This can additionally be rearranged to

produce a second important inequality,

FHK (ȷ) ≥ E (v) − (v |ȷ) : (2.90)

Both the inequalities Eq. (2.88) and Eq. (2.90) can be sharpened to an equality by

respectively minimising or maximising the right-hand sides, producing two variational
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principles. For v ∈ Vn & ȷ ∈ An,

Hohenberg-Kohn Variation Principle: E (v) = min
ȷ∈An

{FHK (ȷ) + (v |ȷ)} (2.91)

Lieb Variation Principle: FHK (ȷ) = max
v∈Vn

{E (v) − (v |ȷ)} (2.92)

Through the Hohenberg-Kohn variational principle, it is possible to compute the

ground-state energy for a given potential using the Hohenberg-Kohn functional,

FHK (ȷ) = ⟨Ψȷ|Ĥ (0) |Ψȷ⟩ = ⟨Ψȷ|T̂ + Ŵ |Ψȷ⟩: (2.93)

The exact form of FHK (ȷ) in terms of the density however, is unknown, requiring approxi-

mations to be constructed for it to be practically applied.

2.3.3 The Levy-Lieb Constrained Search

The Hohenberg-Kohn theorems represented a ground breaking method for approaching

electronic structure problems, however, they are difficult to apply in practice due to the

requirement that v ∈ Vn and ȷ ∈ An, where the sets Vn and An are unknown. This led to

the work of Levy65 and Lieb66, who built upon this work improving the definitions such

that a more generalised formulation of DFT could be presented, improving its practical

utility.

To add some clarity to the following sections a brief discussion of some of the

foundational mathematical concepts is considered. A full mathematical understanding of

the following theorems is beyond the scope of this work, however, more in depth discussions

can be found in the works of Eschrig67, Helgaker68

Vector Spaces

A mathematical field is defined as a set of elements that satisfy the field axioms for

addition and multiplication;

Axiom Addition Multiplication

Associativity (a + b) + c = a + (b + c) (ab) c = a (bc)
Commutativity a + b = b + a ab = ba
Distributivity a (b + c) = ab + ac (a + b) c = ac + bc
Identity a + 0 = 0 + a = a a · 1 = 1 · a = a
Inverses a + (−a) = (−a) + a = 0 aa−1 = a−1a = 1; (a ̸= 0)

A vector space V can be constructed over a scalar field F if the elements x; y; z ∈ V and

a; b ∈ F satisfy,

A norm may be defined for a vector space V as ∥·∥ : V → R if the following conditions are

met ∀xy ∈ V and a ∈ R,

• ∥x∥ ≥ 0 and ∥x∥ = 0 if and only if x = 0,

• ∥x + y∥ ≤ ∥x∥ + ∥y∥,
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Vector Space Axioms Operations

Associativity of Addition x + (y + z) = (x + y) + z
Commutativity of Addition x + y = y + x
Zero Vector ∃0 ∈ V where x + 0 = x; ∀x ∈ V
Additive Inverse ∀x ∈ V; ∃y ∈ V where x + y = 0
Associativity of Multiplication a (bx) = (ab) x
Distributivity a (x + y) = ax + ay
Multiplicative Identity ∃1 ∈ F where 1 · x; ∀x ∈ V

• ∥ax∥ = |a| ∥x∥.

If a vector space has a defined norm it is known as a normed vector space. It is also

considered complete if and only if every Cauchy sequence, a sequence {xi} for which ∀› > 0

there is an N ∈ N such that |xi − xj | ≤ › when i ; j ≥ N, in V converges to an element of V.

If a given vector space is both normed and complete it is considered a Banach space within

which a p-norm can be defined as,

||x||p =

 X
i

|xi |p
! 1

p

: (2.94)

An inner product on the vector space V is a mapping (·; ·) : V×V 7→ R such that ∀x; yz ∈ V
and ∀¸ ∈ R:

• (x; x) ≥ 0 and (x; x) = 0 if and only if x = 0,

• (x + y; z) = (x; z) + (y; z)

• (¸x; y) = ¸(x; y)

• (x; y) = (y; x)∗

If a vector space has a defined inner-product it is considered an inner product space.

Additionally if a Banach space has a defined inner product it as referred to as a Hilbert

space.

An important subset of the Banach spaces are the Lebesgue spaces, which can be

defined as a Banach space which consists of functions whose p-norm, defined in Eq. (2.94), is

Lebesgue p-integrable. They are denoted as Lp(S) giving the space of measurable functions

f over the field S which satisfy the identity,

||f ||p =

„Z
S
|f (r) |pdr

« 1
p

< +∞: (2.95)

The Generalised Rayleigh-Ritz Variation Principle

The requirement that v ∈ Vn was made to ensure that, for any n-electron system,

the ground state Ψ0 exists in the Rayleigh-Ritz variation principle, introduced in section

2.3.1. Considering instead the n-electron ground state as the infimumi of the expectation

iIf the subset S ⊂ A has lower bounds al , the element a ∈ al for which a ≥ ¸ ∈ al is the greatest lower
bound of S termed its infimum. Equivalently the supremum can be defined as the least upper bound of S.
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value of the Hamiltonian,

E (v) = inf
Ψ∈Wn

⟨Ψ|Ĥ (v) |Ψ⟩ ∀v ∈ U ; (2.96)

in which the set of all admissible potentials U (and normalised wave-functions Wn) are

defined by,

|⟨Ψ|Ĥ (v) |Ψ⟩| <∞ ∀Ψ ∈ Wn; v ∈ U : (2.97)

This defines a general formulation of the Rayleigh-Ritz variation principle which doesn’t

require v ∈ Vn. For a subset of U there exists a Ψ0 of Ĥ and v ∈ Vn, giving a minimum

for the Rayleigh-Ritz variation principle. When this is not the case, v =∈ Vn, no minimising

wavefunction can exist and E (v) is the infimum over all expectation values for all Ψ ∈ Wn.

The set of admissible n-electron wavefunctions, Wn, can therefore, be characterised as the

set of normalised, antisymmetric n-electron wavefunctions, Ψ, with a finite expectation

value,

Wn =
n

Ψ
˛̨̨
∥Ψ∥2 = 1; |⟨Ψ|Ĥ (v) |Ψ⟩| <∞; v ∈ VC ; n-elec; antisymmetric

o
; (2.98)

where VC is the set of all point charge Coulomb potentials,

VC =

(
v

˛̨̨̨
˛v (r) = −

X
A

ZA
|r − RA|

; Nnuc ∈ N; ZA ∈ R
)
: (2.99)

As Wn includes systems where ZA = 0, resulting in v = 0, for Eq. (2.98) to be satisfied it

is necessary for the expectation values of the kinetic and two electron operators to be finite

for all possible wavefunctions,

|⟨Ψ|Ĥ (0) |Ψ⟩| <∞ =⇒ ⟨Ψ|T̂ |Ψ⟩ <∞ & ⟨Ψ|Ŵ |Ψ⟩ <∞ (2.100)

From this it can be shown that any admissible n-electron wavefunction must belong to the

first-order Sobolev space, Ψ ∈ Ĥ1
n,66 where the inner product of a given function must be

finite,

Ĥ1
n =

(
Ψ

˛̨̨̨
˛ |⟨Ψ|Ψ⟩ +

X
i

⟨∇iΨ|∇iΨ⟩| <∞
)
: (2.101)

n-Representable Electron Densities

The next step would be to identify which density functions ȷ (r), correspond to an

antisymmetric wavefunction. First, consider that any n-electron density function must

satisfy,

ȷ (r) ≥ 0 ∀r ∈ R3

Z
ȷ (r) dr = n: (2.102)

That is, that the function must be non-negative and integrate to n over all space, where n

is the total number of electrons in the system. If a function satisfies these two constraints

then it can be considered as belonging to a subset of the Lebesgue space L1
`
R3
´
, denoted
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L1n,

L1n =

ȷ
ȷ ∈ L1n

`
R3
´
|ȷ ≥ 0;

Z
ȷ (r) dr = n

ff
: (2.103)

This on its own is not enough to ensure any density ȷ ∈ L1n is yielded by an n-electron

wavefunction Ψ ∈ Wn. We define the set of n representable densities as,

In = {ȷ |ȷ can be obtained from Ψ ∈ Wn } : (2.104)

The set of n-representable densities must be determined such that ȷ ∈ L1n for which ȷ ∈ In
can be determined without evaluating the wavefunction Ψ ∈ H1

n that gives ȷ.

From Eq. (2.98), only densities pertaining to antisymmetric wavefunctions are n-

representable, however, it can be shown that each ȷ ∈ L1n corresponds to an n-electron

antisymmetric wavefunction, which may be taken to be a Slater determinant. Considering a

set of n complex orbitals,

ffik (r) =

r
ȷ (r)

n
exp [2ıi (k − 1) q (x)] ; k = 1; 2; : : : ; n (2.105)

where q (x) is defined as,

q (x) =
1

n

Z x

−∞

Z ∞

−∞

Z ∞

−∞
ȷ (t; y ; z) dtdydz; (2.106)

and is real and non-negative. A Slater determinant to give any electron density ȷ ∈ L1n can

be constructed from the set of orbitals {ffik} and the spin functions ff¸ and ff˛,

ȷSD (r) =
X
k

|ffik (r) |2 =
X
k

n−1ȷ (r) = ȷ (r) : (2.107)

However, this still doesn’t ensure that all the expectation values of the Hamiltonian are

finite. To do this we can consider the von Weizsäcker kinetic energy functional,

T vW : L1n → (0;+∞] ; (2.108)

T vW (ȷ) =
1

8

Z |∇ȷ (r) |2
ȷ (r)

dr: (2.109)

The von Weizsäcker kinetic energy is exact for a one-electron, or spin paired two-electron sys-

tem and can be considered a lower bound to the kinetic energy of all n-electron wavefunctions

with the same density,

T vW (ȷ) ≤ inf
Ψ→ȷ

⟨Ψ|T̂ |Ψ⟩ <∞; ȷ ∈ In: (2.110)

Considering some density ȷ ∈ L1n, which can be obtained from a Slater determinant ΨSD
ȷ , it

can be shown that,

⟨ΨSD
ȷ |T̂ |ΨSD

ȷ ⟩ ≤ 16ı2n2

3
T vW (ȷ) (2.111)

From this it follows that if T vW (ȷ) <∞ then ΨSD
ȷ ∈ Wn and ȷ ∈ In. Therefore, a function
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ȷ ∈ L1n
`
R3
´

can only be n-representable if and only if T vW (ȷ) is finite,

In =

ȷ
ȷ ∈ L1n

`
R3
´
|ȷ ≥ 0;

Z
ȷ (r) dr = n; T vW [ȷ] <∞

ff
: (2.112)

The constraint requiring T vW [ȷ] to be finite can be re-cast in the form,

|∇ȷ
1
2 | ∈ L2

`
R3
´
→ ȷ ∈ L3

`
R3
´
; (2.113)

therefore, resulting in the Banach space of admissible densities,

X = L3
`
R3
´
∩ L1

`
R3
´

(2.114)

The Levy-Lieb Constrained-Search Functional

Now that the set of n-representable densities have been properly characterised, the

generalised Rayleigh-Ritz minimisation from Eq. (2.96) can be reformulated to give a

two-step minimisation, first over all ȷ ∈ In then over all Ψ ∈ Wn that correspond to the

density ȷ,

E (v) = inf
Ψ∈Wn

⟨Ψ|Ĥ (v) |Ψ⟩ = inf
ȷ∈In

inf
Ψ→ȷ

⟨Ψ|Ĥ (v) |Ψ⟩

= inf
ȷ∈In

ȷ
inf
Ψ→ȷ

⟨Ψ|T̂ + Ŵ |Ψ⟩ + (v |ȷ)

ff
∀v ∈ VC :

(2.115)

Here, the contribution of the potential v has been removed when performing the optimisation

over the wavefunctions, as the value of (v |ȷ) will be equal for all Ψ → ȷ. From this an

analogous functional, to the Hohenberg-Kohn functional, can be defined as the Levy-Lieb

constrained search functional,

FLL : In → R FLL (ȷ) = inf
Ψ→ȷ

⟨Ψ|T̂ + Ŵ |Ψ⟩ ∀ȷ ∈ In (2.116)

representing a minimum for the kinetic and Coulomb repulsion energies for a given density ȷ.

It can be shown that a minimising wavefunction exists for all ȷ ∈ In, allowing the infimum

in Eq. (2.116) to be replaced by a minimum,66

FLL (ȷ) = min
Ψ→ȷ

⟨Ψ|T̂ + Ŵ |Ψ⟩ ∀ȷ ∈ In (2.117)

for which a minimising, positive finite density always exists. This can be combined with the

Hohenberg-Kohn variation principle Eq. (2.91),

E (v) = inf
ȷ∈In

{FLL (ȷ) + (v |ȷ)} ∀v ∈ VC ; (2.118)

generalising the minimum to an infimum and requiring only the explicitly known sets of

densities and potentials, In and VC , solving the representability problem of Hohenberg and

Kohn’s original formulation.
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2.3.4 The Lieb Functional

Before continuing with the discussion of Lieb’s reformulation to ensure a unique

solution, the concept of a convex function is first introduced.

Convex Functions

A given function can be considered convex when the interpolation characteristic

inequality is satisfied, that is, if any point on a linear interpolation between two points f (x1)

and f (x2) is greater than the value of the function at that point,

¸f (x1) + (1 − ¸)f (x2) ≥ f (¸x1 + (1 − ¸)x2) 0 ≤ ¸ ≤ 1: (2.119)

This is demonstrated in Fig. 2.2. A function is further considered strictly convex if the

interpolant is always greater than the function hence sharpening the inequality to a strict

inequality (> in the place of ≥) giving it a unique minimiser. A continuum set of lines

defined at each point of the function, known as supporting lines, can be used to define a

convex function, also shown in Fig. 2.2. Each supporting line is defined such that it only

intersects the convex function f (x), at a single value and does not exceed the value of

f (X) at any point. The resulting slope of the supporting line, which intersects f (x) at x , is

defined as the subgradient of f (x) at x , which leads to the definition of the supporting line

as,

ly (x) = xy − g(y); (2.120)

where y is the slope and −g(y) is the intersection of the line with the function axis. At any

given point x , the value of f (x) is given exactly by the largest value of any of its supporting

lines at x , otherwise referred to as the pointwise supremum of its supporting lines,

f (x) = sup
y

{xy − g (y)} (2.121)

Therefore, the convex function f (x) can is shown to be completely described by the function

g(y), the function that defines the point at which the supporting line with slope y crosses

the function axis. This representation of f (x) by g(y) is known as the Legendre-Fenchel

transformation, which has the more general definition; for any convex function f : R 7→ R,

there exists a conjugate function f ∗ such that,

f (x) = sup
y∈R

{xy − f ∗ (y)} (2.122)

f ∗ (y) = sup
y∈R

{xy − f (x)} (2.123)

An additional Legendre-Fenchel transform can be applied to f ∗ giving f ∗∗, the biconjugate

function of f , which will have the following identities,

f ∗∗ ≤ f & f ∗∗ = f if f is convex; (2.124)

from which it can be inferred that applying the Legendre-Fenchel transform to a convex
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Figure 2.2: A subset of supporting lines for a convex function f (x), with a demonstration
of the linear interpolation characteristic inequality between two points f (x1)
and f (x2).

function results in no loss of information and can be completely reversed. It is important

to note that the functions f ∗ and f ∗∗ are always closed convex functions, even if the

original function f is not convex itself. Following on from this therefore, the Fenchel-Moreau

biconjugate theorem can be defined which states that, through conjugation a bijective

mapping between the sets of closed convex functions ` (ffl) & ` (ffl∗) can be established over

the dual spaces of ffl & ffl∗ respectively. A pair of functions f ∈ ` (ffl) & g ∈ ` (ffl∗) are

defined as dual functions, in which f can be fully reconstructed from g and vice verse. In

the cases where f is not convex the biconjugate function gives the largest convex lower

bound to f , known as the convex envelope or the lower semi-continuous hull.

In addition to convex functions, a concave function can be defined in a similar manner,

whereby the concave conjugate is denoted,

f ◦ (y) = −f ∗(−y); (2.125)

which results in the accompanying skew-conjugate relations,

f ◦ (y) = inf
x∈ffl

{f (x) + xy} (2.126)

f ∗∗(x) = sup
y∈ffl∗

{f ◦ (y) − xy} : (2.127)

From which the bijective mapping ` (ffl) ⇔ −` ∗(ffl∗) can be formed from the closed convex

functions on ffl and the closed concave functions on ffl∗.
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Ensemble State Densities

So far it has been assumed that densities pertain to wavefunctions that can be described

by a single normalised n-electron wavefunction, known as pure-state wavefunctions. This

however, is not always appropriate for accurately representing the electronic state of a given

system, leading to the need to consider an ensemble state instead, which is determined

as a convex combination of pure-state wavefunctions. This can be particularly important

when considering systems with multiple degenerate states. An ensemble density matrix ‚

represents the probability distribution for the set of n-electron states and can be constructed

as,

‚ =
X
i

–i |Ψi ⟩⟨Ψi | –i ≥ 0
X
i

–i = 1 Ψi ∈ Wn: (2.128)

The generalised Rayleigh-Ritz variation principle can then be applied to canonical ensembles,

where the canonical ensemble ground state energy can be defined as,

E (v) = inf
‚∈Kn

tr‚Ĥ (v) ; (2.129)

where, Kn is the set of admissible ensemble density matrices,

Kn =

(
‚ =

X
i

–i |Ψi ⟩⟨Ψi |

˛̨̨̨
˛ –i ≥ 0;

X
i

–i = 1; Ψi ∈ Wn

)
: (2.130)

This approach can also be applied with the Levy-Lieb constrained search producing the Lieb

density-matrix constrained search functional,

FDM (ȷ) = inf
‚→ȷ

tr‚Ĥ (0) ; (2.131)

which is convex in ȷ and a lower bound to FLL, where FDM = FLL if the density is pure-state

representable.

The Lieb Functional

Recalling the second Hohenberg-Kohn theorem, Eq. (2.91) and Eq. (2.92) can be

re-written as an infimum and supremum respectively,

E (v) = inf
ȷ
{F (ȷ) + (v |ȷ)} ;

F (ȷ) = sup
v

{E (v) − (v |ȷ)} :
(2.132)

It can then be shown that E is a concave functional of v ,

E [–v1 + (1 − –) v2] = inf
Ψ

h
–⟨Ψ|Ĥ (v1) |Ψ⟩ + (1 − –) ⟨Ψ|Ĥ (v2) |Ψ⟩

i
≥ – inf

Ψ

h
⟨Ψ|Ĥ (v1) |Ψ⟩

i
+ (1 − –) inf

Ψ

h
⟨Ψ|Ĥ (v2) |Ψ⟩

i
= –E (v1) + (1 − –) E (v2) ; 0 < – < 1:

(2.133)
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From this it can be deduced that E (v) is a concave functional and F (ȷ) is its convex

conjugate, meaning that F (ȷ) provides an exact description for E (v) and v and ȷ are

conjugate variables, belonging to dual vector spaces.

From the constraints that the density must be normalised and integrate to n over all

space
`
ȷ ∈ L1

´
and that the kinetic energy must be finite

`
∇ȷ1=2 ∈ L2

´
, a vector space for

the admissible densities X can be defined as ȷ ∈ L3 ∩ L1. However, from the Levy-Lieb

constrained search formalism, the potential is also required to have a finite interaction with

the density, which was shown to only occur if v ∈ L
3=2 + L∞ defined as X ∗.66 Together

X and X ∗ are dual vector spaces, and therefore, the Lieb functional can be formulated

as,

F (ȷ) = sup
v∈X∗

{E (v) − (v |ȷ)} ȷ ∈ X ; (2.134)

with the dual energy functional given by,

E (v) = inf
ȷ∈X

{F (ȷ) + (ȷ|v)} v ∈ X ∗: (2.135)

The Hohenberg-Kohn universal functional, the Levy-Lieb constrained search functional and

the Lieb functional are all equivalent for non-degenerate ground state densities, however,

only the later two are defined when ȷ corresponds to a non-ground state density. The Lieb

functional additionally has a unique optimiser, due to it being the convex envelope of the

constrained search functional, which itself is not convex and so may not have a unique

optimiser.

2.3.5 Kohn-Sham Density-Functional Theory

Density-functional theory in its form as discussed up to this point is formally exact,

however, in practice this is not the case due to the inability to form an exact analytical

expression for the universal functional F (ȷ) as it includes the fully interacting two-electron

term, in analogy to the discussion for HF theory in section 2.1.3. Therefore, approximations

are required to enable the practical use of DFT.

The Kohn-Sham Equations

In an attempt to address this problem, Kohn and Sham proposed a different formalism

based on the concept that for any n-electron system, an n-electron non-interacting system

with equivalent density can be constructed.69 The following break down of the universal

functional was proposed,

F (ȷ) = inf
Ψ→ȷ

⟨Ψ|T̂ + Ŵ |Ψ⟩ = T (ȷ) +W (ȷ)

= Ts (ȷ) + J (ȷ) + (T (ȷ) − Ts (ȷ)) + (W (ȷ) − J (ȷ))

= Ts (ȷ) + J (ȷ) + Exc (ȷ) ;

(2.136)
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where Ts (ȷ) is the non-interacting kinetic energy functional,

Ts (ȷ) = inf
Ψ0→ȷ

⟨Ψ0|T̂ |Ψ0⟩ = minP
i |ffii |2→ȷ

X
i

⟨ffii | −
1

2
∇2
i |ffii ⟩ (2.137)

where Ψ0 defines a non-interacting n-electron wavefunction for which the density can be

evaluated as,

ȷ (r) =
X
ff

X
i

|ffii ({r; ff}) |2: (2.138)

The classical Coulomb electron-electron interaction term is,

J (ȷ) =
1

2

Z Z
ȷ (r1) ȷ (r2)

|r1 − r2|
dr1dr2 (2.139)

Finally Exc (ȷ) is defined as the exchange-correlation energy functional which can be broken

down into two constituent components,

Exc (ȷ) = Tc (ȷ) +Wxc (ȷ) ; (2.140)

which are in turn defined as; the kinetic energy correlation correction,

Tc (ȷ) = T (ȷ) − Ts (ȷ) ≥ 0; (2.141)

and the two-electron exchange and correlation,

Wxc (ȷ) = W (ȷ) − J (ȷ) ≤ 0: (2.142)

As both Ts (ȷ) and J (ȷ) are known analytically, this reduces the problem to finding an

approximation to Exc (ȷ), which, is a relatively small component of F (ȷ).

The expression for the total Kohn-Sham energy can be written as,

E (v) = Ts (ȷ) + J (ȷ) + Exc (ȷ) + (v |ȷ) ; (2.143)

which can be variationally minimised over the density, which is represented by a set of n

orthonormal, one-electron slater determinants, in a manner similar to that discussed for

HF theory in section 2.1.3. This implies that the ground state energy corresponds to the

point at which the functional derivative of the energy with respect to ȷ is zero. This can be

expressed as a Euler equation,

‹

‹ȷ (r)

ȷ
F (ȷ) +

Z
v (r) ȷ (r) dr − —

Z
ȷ (r)

ff
= 0 (2.144)

where — is a Lagrange multiplier enforcing the constraints of Eq. (2.102). If F (ȷ) is assumed

to be differentiable70;71 this can be re-written as,

‹F (ȷ)

‹ȷ (r)
+ v (r) = —: (2.145)

In reality, F (ȷ) is not differentiable, see Ref. 70 for discussion. However, it may be regularised
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via Moreau-Yosida regularisation, as described in Ref. 71. For such regularised forms the

Euler equations can be rigorously constructed.

For a non-interacting system this can be written in terms of the non-interacting kinetic

energy functional and a potential, termed the Kohn-Sham potential vs (r),

‹Ts (ȷ)

‹ȷ (r)
+ vs (r) = —: (2.146)

The Kohn-Sham definition for F (ȷ) leads to the following breakdown of vs (r) for a fully

interacting system,

vs (r) = vext (r) + vJ (r) + vxc (r) ; (2.147)

where,

vJ (r) =
‹J (ȷ)

‹ȷ (r)
; (2.148)

vxc (r) =
‹Exc (ȷ)

‹ȷ (r)
(2.149)

and vext (r) is the potential that the electrons experience due to the nuclear charges within

the system. This leads to a set of one-electron equations in terms of molecular orbitals,»
−1

2
∇2 + vs (r)

–
ffii ({r; ff}) = "iffii ({r; ff}) ; (2.150)

where "i is the energy of the corresponding Kohn-Sham orbitals ffii . These equations can be

solved self-consistently in analogy to the canonical Hartree-Fock equations.

2.3.6 Exchange-Correlation Functionals

The exact form of the exchange-correlation functional is not known, however, several

logical constraints can be used to guide the development of sensible approximations required

for the practical use of DFT. The first is that exchange is always present in any given system,

but correlation is only present when the system contains more than one electron. Both

however, lower the electronic energy of any given system, Ex (ȷ) < 0 & Ec (ȷ) ≤ 0. The

second constraint is that the exact exchange energy of any given one-electron system directly

cancels the Coulomb self-repulsion term, Ex (ȷ) = −J (ȷ). Additionally, as the exchange

energy for a uniform electron gas is known, it follows that, in the limit of slowly-varying

density,

lim
∇ȷ(r)→0

Ex (ȷ) = −3

4

„
3

ı

«1=3 Z
ȷ
4=3 (r) dr: (2.151)

Lieb and Oxford72 provided a bound on the exchange-correlation energy of a given sys-

tem,

Ex (ȷ) ≥ Exc (ȷ) ≥ −1:68

Z
ȷ
4=3 (r) : (2.152)

Finally, Levy65 provided a scaling relation for the density with respect to uniform scaling of

the coordinates. Many constraints can be derived from these relations, some of the most
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important of which are,

Ex (ȷ) = –Ex (ȷ) ; (2.153)

lim
–→∞

Ec (ȷ) > −∞; (2.154)

lim
|r|→∞

vxc (r) = − 1

|r| ; (2.155)

lim
|r|→∞

wxc (r) = − 1

2|r| ; (2.156)

where wxc (r) defines the exchange-correlation energy per electron and unit volume, which

can be related to the total exchange-correlation energy,

Exc (ȷ) =

Z
wxc (r) ȷ (r) dr: (2.157)

For a more complete discussion of the known constraints on Exc see Ref. 73–75

Local Density Approximations

The first model for the exchange-correlation functional was proposed by Kohn &

Sham and is dependent on the density at a given point in space, known as the local density

approximation (LDA). Some approximations are built around the exchange-correlation energy

for a uniform electron gas,

ELDA
xc (ȷ) =

Z
ȷ (r) ›xc (ȷ (r)) dr; (2.158)

where ›xc is the LDA exchange-correlation energy density, which can be broken down into

separate exchange and correlation contributions,

›xc (ȷ (r)) = ›x (ȷ (r)) + ›c (ȷ (r)) : (2.159)

The exchange energy of a uniform electron gas can be given exactly by,

›x (r) = −3

4

3

r
3ȷ (r)

ı
: (2.160)

However, no exact form of ›c exists therefore, approximations have been derived from

interpolation methods76, of which the most widely adopted form is that of Vosko, Wilk and

Nusair (VWN)77.

Generalised Gradient Approximation

Local density approximations represent a reasonable approximation for calculating the

exchange-correlation energy of many different systems, in particular metallic systems have

been shown to be accurately modelled by LDAs. However, often to achieve the desired level

of chemical accuracy, more information about the surrounding density and its non-uniformity,

must be included. One such approach to this is to include, not only the density at a given

point in space but also its gradient. Functionals that include this addition are typically
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referred to as generalised gradient approximations (GGA). Typically, a density gradient

dependent correction term is introduced to LDA functionals,

EGGA
xc (ȷ) =

Z
›xc (r)Fxc (ȷ; s) ȷ (r) dr; (2.161)

where Fxc is an enhancement factor depending on the reduced density gradient,

s (r) =
|∇ȷ (r) |
ȷ4=3 (r)

: (2.162)

The enhancement factor is the distinguishing factor between various GGAs, where it is often

fitted to empirical data. By ensuring that the enhancement factor is 1 for a uniform density

the correct uniform electron gas limit can be ensured. An example of a commonly used

exchange functional is the Becke-88 GGA,78 for which,

Fx (ȷ; s) = 1 + 4˛
|s|2

1 + 6˛s sinh−1 (s)
; (2.163)

where ˛ = 0:0042, determined by fitting to calculations for the HF exchange energy of a

series of noble gas atoms.

Meta-Generalised Gradient Approximations

The development of GGAs has often been considered the point where DFT became a

reliable tool for calculating accurate molecular energies, however, further improvements have

been made. The next logical improvement is the set of functionals known as meta-GGAs.

This set of functionals improves upon the accuracy of GGAs by including more non-local

terms in the model energy density. There are many examples of these additional terms such

as the inclusion of the second-order spatial derivative of the density, ∇2ȷ (r), or the kinetic

energy density,

fi (r) =
1

2

X
i

X
ff

|∇ffii ({r; ff}) |2 (2.164)

Common examples include TPSS,79 SCAN73–75, and !B97xD.80 The use of fi in these

functionals allows for the recognition of regions dominated by a single orbital and in doing

so the self-interaction errors of common GGAs can be reduced.

Hybrid Functionals

Up to this point it had been widely assumed that a greater overall accuracy could be

achieved from a pairing of correlation density functionals with exchange density functionals,

instead of exact non-local exchange, EHF
x . However, Becke showed that by scaling down the

proportion of exchange from the density functional and including a fraction of exact non-local

exchange, it was possible to achieve a level of accuracy often exceeding that of GGAs and

meta-GGAs.81 This led to the development of an additional category of exchange-correlation

functionals known as hybrid functionals, which have the general form,

Exc = aEHF
x + (1 − a)EDFT

x + EDFT
c (2.165)
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Here, a is the scaling parameter determining what fraction of exact exchange is included

which is often guided by fitting to experimental reference data. One of the most common

functionals used to date is the B3LYP hybrid functional78;81;82 which has the form,

EB3LYP
xc =ELDA

x + 0:2
“
EHF
x − ELDA

x

”
+ 0:72

“
EB88
x − ELDA

x

”
+ EVWN

c + 0:81
“
ELYP
c − EVWN

c

”
;

(2.166)

where, EB88
x is the Becke-88 exchange functional, and EVWN

c and ELYP
c are the correlation

functionals of Vosko, Wilk & Nusair77 and Lee, Yang & Parr81 respectively.

2.4 Systems in Strong Magnetic Fields

Thus far, methods for modelling solutions to the non-relativistic electronic Schödinger

equation have been discussed, however, they are all approximations which are unable to

accurately model the response of a given molecule to significant changes in its external

environment. In practice there are many reasons why including how the molecule reacts to its

physical environment would be invaluable to a thorough theoretical treatment. In this work,

the treatment of systems with arbitrary strength external magnetic fields is considered.

The effect of an external magnetic field B on a chemical system can be split into three

regimes, dependent on whether the magnetic or Coulomb interactions are the dominant form

of interaction. The first is the Coulomb regime where |B| ≪ 1 a.u., (1 a.u. = 235,000 T).

This describes the standard conditions on Earth where the Coulomb interactions dominate

and systems exhibit familiar chemistry. The second is the intermediate regime, where |B| ≈ 1

a.u. Here the magnetic and Coulomb interactions are of similar importance and compete,

which can result in some exotic chemistry. These conditions are found on celestial bodies

such as white dwarf stars. Finally, there is the Landau regime where |B| ≫ 1 a.u. Within

this regime the magnetic interactions become dominant leading to very exotic chemistry.

This regime can be found on certain types of celestial bodies such as neutron stars, pulsars

and magnetars.

Treating systems within the Coulomb regime, where the magnetic field can be treated

as a small perturbation, is well documented and widely employed.83–85 Moving to the

intermediate regime and beyond however, requires a more rigorous consideration of the

external field as it can no longer be considered as a small perturbation. Instead, a non-

perturbative approach is employed, where self-consistent field calculations are conducted

using a Hamiltonian directly incoporating the external field contributions and the resulting

molecular orbitals are directly optimised in the presence of the magnetic field.12;15;86–89

2.4.1 The Hamiltonian

Electromagnetic fields are nonconservative, therefore the force F acting on a particle

is dependent on its position r, velocity v and time t. Any given particle, with charge Z,
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within an electromagnetic field experiences the Lorentz force,

F (r; v; t) = Z [E (r; t) + v× B (r; t)] ; (2.167)

where E is the electric field strength and B is the magnetic induction. These must satisfy

Maxwell’s equations,

∇ · E =
ȷ

›0
(2.168)

∇ · B = 0 (2.169)

∇× E +
@B

@t
= 0 (2.170)

∇× B− ›0—0
@E

@t
= —0J (2.171)

where ȷ (v; t) and J (r; t) are the charge and current densities respectively and ›0 and —0

are known constants, the permittivity and permeability of free space respectively. In Eqs.

(2.168) - (2.171) the function dependencies have been removed for simplicity. In a real

system the internal fields of a given molecule would respond to an applied external field. To

simplify the problem it is assumed that the electromagnetic field is fixed and unaffected by

the particles, creating a semi-classical approximation. It is possible to further simplify the

overall problem by writing E and B in terms of a vector potential A. It can be shown that

Eq. (2.169) is satisfied when,

∇ · B = 0 =⇒ B = ∇× A; (2.172)

which, if then substituted into Eq. (2.170), results in,

∇×
„
E +

@A

@t

«
= 0 =⇒ E = −∇ffi− @A

@t
; (2.173)

where ffi is a scalar potential. This reduces the number of components within the potentials

to four, (ffi; Ax ; Ay ; Az) rather than six, (Ex ; Ey ; Ez ; Ax ; Ay ; Az).

Inherently these potentials are not unique, when transformed by an arbitrary gauge

function,

ffi′ = ffi− @f

@t
& A′ = A + ∇f ; (2.174)

it can be shown through Eq. (2.172) and Eq. (2.173), that they yield the same observable

electric and magnetic fields,

E′ = −∇ffi′ − @A′

@t
= −ffi+

@f

@t
− @A

@t
− @∇f

@t
= E; (2.175)

B′ = ∇× A′ = ∇× (A + ∇f ) = B + ∇×∇f = B: (2.176)

Using the results above, a Hamiltonian operator can be defined to describe the motion

of a particle within an electromagnetic field,

Ĥ (r;p) =
π2

2m
+ Zffi (r) ; (2.177)
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where π is the kinetic momentum,

π = p− ZA = −i~∇− ZA: (2.178)

For a given electron, where Z = −e, it is necessary to include additional terms to account

for the electron’s spin90, this results in the following Hamiltonian for an electron,

Ĥ =
π2

2m
+
e~
2m

B · σ − effi; (2.179)

where σ is the set of Pauli spin matrices,

σx =

 
0 1

1 0

!
σy =

 
0 −i
i 0

!
σz =

 
1 0

0 −1

!
(2.180)

The Pauli spin term is often re-written as s = ~σ=2 to simplify Eq. (2.179) to,

Ĥ =
π2

2m
+
e

m
B · s− effi: (2.181)

In a molecular system the scalar potential is assumed to be dominated by the atomic

Coulomb potential,

ffi (r) =
−e

4ı›0

X
k

Zk
|r − Rk |

+ ffiext (r) ; (2.182)

where ffiext represents any other terms present in the scalar potential. Therefore, combining

this with the expansion of π2 returns the zeroth-order electronic Hamiltonian Ĥ0, as given

by Eq. (2.5), plus a first and second-order response terms, Ĥ(1) and Ĥ(2),

Ĥ = Ĥ0 + Ĥ(1) + Ĥ(2)

= Ĥ0 +
X
i

A (ri ) · pi +
X
i

B (ri ) · si +
1

2

X
i

A2 (ri ) −
X
i

ffiext (ri )
(2.183)

The first two additional terms in Eq. (2.183) are the first-order orbital and spin paramagnetic

terms respectively. They are linear in B and can result in either a raising or lowering of

the energy of the system relative to zero-field. The third additional term in Eq. (2.183) is

the second-order diamagnetic term which is quadratic in B therefore, will always raise the

energy of the system relative to zero-field.

2.4.2 Gauge-Origin Invariance

As previously described however, the potentials ffi and A are not uniquely defined and

can be altered by a gauge transformation whilst leaving the observable electromagnetic field

unchanged. For a uniform static external magnetic field, the vector potential can be written

as,

AO (r) =
1

2
B× (r −O) ; (2.184)
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where O is the arbitrary gauge origin, defined as the point in space where the vector potential

vanishes,

AO (O) = 0: (2.185)

This directly enters the Hamiltonian and calculated observables should be unaltered by a

gauge transformation. The transformed Hamiltonian is related to the original via a unitary

transform,

Ĥ′ = exp (−i f ) Ĥ exp (i f ) (2.186)

where f is the gauge function characterising the transformation. A common and important

example is a shift in the gauge origin O → G,

AG (r) = AO (r) − AO (G) = AO (r) + ∇f ; f (r) = −AO (G) · r: (2.187)

In order for the expectation value of a given observable to be gauge origin invariant, the

transformation of the Hamiltonian must be accompanied by a simultaneous transformation

of the wavefunction,

Ψ′ = exp (−i f ) Ψ: (2.188)

London Atomic Orbitals

Considering the transformation given by Eq. (2.188), it follows that the exact wave

function is transformed as,

ΨG = exp [iAO (G) · r] ΨO = exp

»
i
1

2
B× (G−O) · r

–
ΨO (2.189)

The phase factor exp [iAO (G) · r] introduces oscillations in the wave function dependent

on the gauge-origin. Standard atomic orbitals, described by a finite basis set of GTOs or

STOs, cannot accurately capture the change in phase required when the gauge origin is

changed, however. In 1937, London proposed a modification to standard atomic orbitals by

introducing the phase-factor exp (iA (G;O) · r) directly into the orbital functions,86

! (r;B;G) = exp

»
−i 1

2
B× (G−K) · r

–
’ (r) (2.190)

where ’ (r) is a standard GTO centred at K, as described in Eq. (2.50), B is the magnetic

field and G is the gauge-origin. Utilizing this modified form of atomic orbitals makes

the calculation of observables rigorously gauge-origin invariant, due to the atomic orbitals

now exhibiting the correct response, to first order, to the external field for any choice of

gauge-origin. They also have similar convergence with respect to system size as would be

expected for field-independent quantities. These modified basis functions are referred to

as London atomic orbitals (LAOs) or gauge-origin including atomic orbitals (GIAO) and

have been used extensively for studying systems in arbitrary strength external magnetic

fields.12;13;23;37;84;85;89;91–93
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2.4.3 Current-Density-Functional Theory

When using LAOs with HF theory, although the integrals now require complex algebra,

the general structure of the method remains the same. This is also largely true for correlated

methods, with some modifications to the relevant CC, CI or MP equations. Due to how DFT

is defined however, the variables need to be expanded to include a direct-dependence on the

magnetic field, a method known as magnetic field DFT (BDFT),94;95 or the paramagnetic

current density, giving rise to current-DFT (cDFT),14;96;97 which is employed throughout

this work.

The Current-Density

The observable physical current density, induced by the magnetic field in the charge

density of a given system, can be defined as,

j (r) =
occ:X
i j

„Z
(ffi∗i p̂jffii + ȷA) dff1dx2 : : : dxn

«
; (2.191)

where the integral is over the spin coordinates of all electrons and the spatial coordinates of

all except electron one. This is an observable quantity and therefore, must be invariant to a

shift in the gauge origin. It can be decomposed into two components, the paramagnetic

current density,

jp (r) = − i
2

occ:X
i

[ffi∗i (r)∇ffii (r) − ffii (r)∇ffi∗i (r)] ; (2.192)

and the diamagnetic current density,

jd (r) = ȷ (r)A (r) : (2.193)

The two individual components themselves are gauge dependent and therefore, vary with a

gauge transformation in a compensating manner.

Constrained Search Formalism

A constrained search formalism can be applied to cDFT in the same manner as

previously discussed. The energy is now dependent on both the scalar potential u = v + 1
2A

2

and a vector potential A,

E (u;A) = inf
ȷ;jp

{FVR (ȷ; jp) + (u|ȷ) + (A|jp)} ; (2.194)

where (A|jp) =
R
jp (r) · A (r) dr, and the Vignale-Rasolt constrained search functional,

FVR (ȷ; jp), is defined as,

FVR (ȷ; jp) = sup
u;A

{E (u;A) − (u|ȷ) − (A|jp)} ; (2.195)

and is dependent on both the charge density and the paramagnetic current density. This

leads to a formalism which is dependent on a non-observable quantity which is in contrast to
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standard DFT which is only dependent on the observable charge density. Many attempts to

reformulate CDFT in terms of the observable physical current density have been made98–100

however, to date none have proven successful. Moreover, the Vignale-Rasolt formulation has

been shown to be valid and amenable to a similar treatment as given by Lieb72 for standard

DFT. For further discussion see Refs. 14 and 101

Kohn-Sham Decomposition

To make CDFT accessible for use in studying practical systems it is necessary to

apply the Kohn-Sham decomposition to the Vignale-Rasolt universal functional yielding the

following universal functional,

FVR (ȷ; jp) = Ts (ȷ; jp) + J (ȷ) + Exc (ȷ; jp) ; (2.196)

where both the non-interacting kinetic energy Ts and the exchange-correlation energy Exc

now depend on both the charge density and the paramagnetic current density. The non-

interacting auxiliary system is constructed in the same manner as for standard Kohn-Sham

DFT, as a Slater determinant of complex valued orbitals, with,

ȷ (r) =
occ:X
i

|ffii (r) |2; (2.197)

jp (r) = − i
2

occ:X
i

[ffi∗i (r)∇ffii (r) − ffii (r)∇ffi∗i (r)] (2.198)

ensuring it has the same total number of electrons and paramagnetic current density as

the fully interacting system. It follows that the Kohn-Sham equations for CDFT are given

as, »
1

2
p̂2 + p̂ · As (r) + us (r)

–
ffii (r) = "iffii (r) (2.199)

The corresponding Kohn-Sham potentials can be defined as,

us (r) = vext (r) + vJ (r) + vxc (r) +
1

2
A2
s (r) ; (2.200)

As (r) = Aext (r) + Axc (r) (2.201)

where vext (r) and Aext (r) are the external potentials arising from the nuclei and external

magnetic field respectively, vJ (r) is the potential defined in Eq. (2.148), and the exchange-

correlation potentials are defined respectively as,

vxc (r) =
‹Exc (ȷ; jp)

‹ȷ (r)
; (2.202)

Axc (r) =
‹Exc (ȷ; jp)

‹jp (r)
: (2.203)

In analogy to standard DFT, once a suitable approximation to the exchange-correlation

functional is formulated, Eq. (2.199) could be solved using the self-consistent field proce-

dure.
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Exchange-Correlation Functionals in CDFT

Due to the required dependence on the paramagnetic current density jp, most existing

exchange-correlation functionals cannot be directly applied in CDFT. Additionally, it has

been shown that Exc (ȷ; jp) must be independently gauge invariant96, posing constraints on

how jp dependence is introduced in to exchange-correlation functionals. Two methods exist

for adapting existing functionals for use within CDFT, vorticity dependent functionals and

current modified kinetic energy based functionals.

Vorticity dependent functionals introduce jp dependence through the introduction of

the gauge-invariant vorticity,

 (r) = ∇× jp (r)

ȷ (r)
=
ȷ (r)∇× jp (r) −∇ȷ (r) × jp (r)

ȷ (r)2
(2.204)

which leads to an exchange-correlation vector potential expressed in terms of the vortic-

ity,

Axc =
1

ȷ (r)
∇× ‹Exc (ȷ; )

‹
: (2.205)

These functionals typically take the form proposed by Vignale, Rasolt and Geldart (VRG),96;97

EVRG
xc (ȷ; ) =

Z
g (ȷ (r)) | (r) |2dr; (2.206)

where approximations to g (ȷ (r)) have been constructed from the uniform electron gas

model, fitted to reference data.102–108 Vorticity dependent functionals, whilst theoretically

convenient, typically exhibit stability issues in self-consistent calculations since  (r) is

numerically ill-behaved, see Ref. 15.

The second method for constructing CDFT exchange correlation functionals was

proposed by Becke109 with a more elaborate variation being proposed by Pittalis110, which

utilise the observation that gauge-invariant kinetic energy densities can be formed from

combining Kohn-Sham canonical-kinetic-energy density and the paramagnetic current density.

Typically, most meta-GGAs are constructed with a dependence on the spin resolved kinetic

energy density,

fiff =
occ:X
i

∇ffi∗iff · ∇ffiiff; (2.207)

however, this is gauge-origin dependent, making it alone unsuitable for constructing exchange-

correlation functionals for use with CDFT. Work by Dobson111;112 and Becke109 proposed a

modification to the kinetic energy density to remove its dependence on gauge-origin,

fiff → fiff = fiff −
|jpff|2

ȷff
(2.208)

where jpff is the spin resolved paramagnetic current density. The associated Kohn-Sham

vector potential is given as,

Axc = −‹Exc (ȷ; fi)

‹fi

jp
ȷ

(2.209)
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Functionals with this modification are denoted by a prefix ’c’ before the functional abbrevia-

tion, a common example, and one that is used throughout this work is the current modified

TPSS (cTPSS) functional of Tao, Perdew, Staroverov and Scuseria.79;113

2.4.4 Computational Impact

The main advantage of LAOs is they can be employed to perform a full self-consistent

field procedure, providing a non-perturbative route to studying the effect of external magnetic

fields on molecular systems.12 For both wavefunction methods and CDFT methods however,

the computational cost when using LAOs is significantly increased compared to when

utilising standard GAOs. Any floating point operations now require complex arithmetic,

and the permutational symmetry of the two electron integrals is reduced from eight-fold

to four-fold.12;23 Furthermore, the field leads to reduction in spatial symmetry. Many new

developments have been made to improve the computational efficiency when using LAOs,

including efficient integral algorithms,23 integral derivative algorithms24, RI and Cholesky

decomposition approximations114;115. In spite of these advances, utilising LAOs is still

somewhat restrictive on the size of system that can be addressed.

2.5 Acceleration Using Density Fitting

Within most electronic structure methods, the evaluation of the electron-repulsion

integrals (ERIs) is essential but one of the most computationally costly steps. Therefore,

attempts to reduce the impact of ERIs are widely developed and employed. One such

approach used throughout this work is the resolution-of-the-identity (RI) approximation,116

where products of the orbital basis functions, {ffl—}, are expanded over a set of auxiliary

basis functions, {’p},

ffl— (r)ffl (r) ≈
X
p

Cp—’p (r) : (2.210)

The expansion coefficients CP— are typically obtained through minimisation of the self-

repulsion of the residual (R— |R—), where,

R— (r) = ffl— (r)ffl (r) −
X
P

CP—’P (r) : (2.211)

Using this expansion, the ERIs can be written as integrals over two and three centres instead

of four,

(—|»–) ≈ (—|»–)RI =
X
PQ

(—|P ) (P |Q)−1 (Q|»–) ; (2.212)

where —, , » and – are labels for the orbital basis functions and P and Q are labels for the

auxiliary basis functions. This can significantly improve the performance of ERI calculations,

which, from the discussion in section 2.4, is even more important when considering integrals

over LAOs where the complex algebra and reduction in permutational symmetry increases

the cost of ERI evaluation significantly. Additionally, Reynolds and Shiozaki117 showed that

the auxiliary basis functions, for LAO based calculations, can be real, resulting in (P |Q)−1

being real and reintroducing some permutational symmetry elements in the calculation of
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the three centre integrals. For a more detailed discussion of the implementation of RI with

LAOs see Ref. 114 This is also important when considering the embedded fragment method,

introduced within chapter 3, where the reduction in the memory required for storing the

ERIs proves vital for an efficient parallel implementation.

One of the main considerations when utilising the RI approximation is in the choice

of auxiliary basis set, which must be chosen such that it provides a good fit for the product

basis |—). This inherently implies that the choice of auxiliary basis is dependent on the

choice of orbital basis set. There are many methods for constructing a suitable auxiliary basis

set such as; using a Cholesky decomposition of the ERIs,118;119 using a linear combination

of atomic distributions,120;121 or by utilising auxiliary basis sets that have already been

optimised for calculating given properties. Constructing these optimised basis sets however,

can be costly, and may be limited to certain applications or properties. Therefore, within

this work the AutoAux procedure122 for constructing suitable auxiliary basis sets is employed,

which defines a conservative density-fitting basis set applicable to any electronic structure

method and corresponding basis set, which has been shown to be accurate for a wide range

of external field strengths.
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3 An Embedded Fragment Method for

Large Molecular Clusters in Strong

Magnetic Fields

3.1 The Embedded Fragment Method

Until now, the LAO approach discussed in chapter 2 has only been applied to small

molecules and atoms. However, it is not just small simple systems that are of interest, larger

and more complex systems can play very significant roles in modern chemistry, making

understanding them a very attractive prospect for current and future research. However,

the high-rank polynomial dependence of computational cost with respect to system size for

modern electronic structure techniques can impose a restrictive limitation on the size of the

system that may be studied, as discussed in chapter 2. As an example, DFT, at the LDA or

GGA levels, scales as O
`
n3
´

with the size of the system n. More complex wavefunction

methods, often considered more accurate, have even worse scaling e.g. MP2 which scales

as O
`
n5
´
. This is complicated further when considering methods that utilise LAOs, due to

the introduction of complex algebra and the reduction in permutational and point group

symmetries which can be exploited. Whilst this doesn’t change the overall scaling of each

approach, it does significantly increase the ’prefactor’ amplifying the effects of the high-rank

scaling. Reducing this poor scaling is one of the most important current areas of research

within the field of computation chemistry today. Many different approaches have been

developed, of which, common approaches include semi-empirical methods123–125, linear-

scaling methods126;127 orbital-free approaches128–131 and fragmentation approaches,132–145

which will be the focus of this work.

Many more complex systems are composed of reasonably discrete elements, for

example, liquids or molecular crystals. Moreover, systems like this, that are held together via

weak intermolecular interactions, may be more susceptible to magnetic fields. To simulate

such systems electronic structure methods can be developed that take advantage of this

discrete nature through fragmentation, in doing so making calculations on increasingly

large systems more tractable. In Modern Methods for Theoretical Physical Chemistry 132,

three categories of fragmentation based approaches are defined. The first is divide-and-

conquer techniques,133–135 where subsystems are treated within their surroundings using local

Hamiltonians, which can then be combined to give the total density matrix for the full system.

The second is transferable approaches,136;137 based on the well-known additivity property

of heat of formation, which can be approximately equated to the sum of bond (or other

subunit) energies. The final category is fragmentation-interaction techniques,138–141;143;144

based in the theory of molecular interactions, where the total energy of a system can

be obtained by a sum of the fragment energies and intermolecular interaction energies

between groups of fragments (dimers, trimers, tetramers etc.). Most fragmentation based
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approaches ignore the environment around a given fragment, or opt to include only adjacent

pairs, however, one such fragment-interaction method known as the Embedded Fragment

Method144 (EFM) attempts to include the total system environment whilst still retaining

the benefits of applying a fragmentation method.

3.1.1 Overview of EFM Approaches for Non-Periodic Systems

The embedded fragment method, also commonly known as the fragment molecular

orbital method (FMO), is a type of fragment approach first introduced by Kitaura and

co-workers.141;142 For a large molecular system that comprises many discrete fragments, the

total electronic energy may be represented as the sum of fragment energies according to the

many-body expansion (MBE),146–150

Etotal =
X
i

Ei +
X
j>i

(Ei j − Ei − Ej)

+
X
k>j>i

(Ei jk − Ei j − Ejk − Eik + Ei + Ej + Ek)

+ :::

(3.1)

where Ei is the single point energy of fragment/monomer i , Ei j is the single point energy of

the fragment pair/dimer containing fragments i and j and Ei jk is the single point energy

of the trimer containing fragments i , j and k. Higher order terms are similarly defined. In

principle this sum contains N terms, where N is the number of fragments, and is formally

exact. However, in practice it is common to truncate the sum at a given number of terms to

form an approximation of the total energy. This reduces the computational expense required

to evaluate Etotal as each higher-order term is individually more computationally expensive

than its predecessor, therefore the more this series can be truncated, without significant loss

in accuracy, the cheaper the calculation will be.

One of the main benefits of EFM, is that it is not limited in the choice of electronic

structure method used for the individual calculations. Typically, the largest individual calcu-

lations required will be that of trimers, consisting of three small molecules, making it readily

accessible to higher-levels of theory which would usually be too expensive when considering

the system as a whole. Therefore, EFM provides a route to calculating approximate energies

and properties of increasingly large systems with methods that would normally be inaccessible

at such system sizes.

Convergence of the Many-Body Expansion

The act of truncating the MBE in practice, however, is not trivial. Many studies

have shown that the convergence of the MBE can be very system dependent and often

very slow, requiring many high-order terms, significantly increasing the computational

complexity.147;151–158 The most significant contributions to the energy of weakly interacting

water clusters can be identified by considering the different many-body components of the

energy147. Since the electron density of neutral species decays exponentially with distance

r , the same is true of the exchange interaction159–161 and therefore its contribution to the
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higher order interaction terms will be small and only arise at small separations between

monomers. Similarly, correlation interactions decay rapidly as r−6 and are thought to be

near-pairwise additive for systems such as water clusters158;162;163. By contrast the Coulomb

interaction exhibits a much slower asymptotic decay, to first order decaying as r−3 for neutral

systems164;165. As a result, each monomer has a non-negligible interaction with potentially

many other monomers in the cluster; the resulting polarisation effects166–168 dominate the

contributions to the energy, beyond two-body interactions, and become more significant with

increasing cluster size169;170. In order to limit the number of terms within the many-body

expansion therefore, it was proposed that the energy of each fragment could be calculated

within an electrostatic potential, defining the longer range Coulomb interactions which are

the most significantly impacted interactions when higher order terms were not explicitly

considered.

The Hamiltonian operator for the energy of a single fragment is defined as,

Ĥ′
i = Ĥi +

X
n

X
j ̸=i

Vj (rn) ; (3.2)

where Ĥi is the standard electronic Hamiltonian for fragment i , as shown in Eq. (2.5), and

Vj (rn) is an electrostatic embedding potential term, exerted on electron n, due to fragment

j . Similar expressions can be written for the dimer Hamiltonian,

Ĥ′
i j = Ĥi j +

X
n

X
k ̸=i ;j

Vk (rn) ; (3.3)

where Ĥi j is the Hamiltonian for the dimer constructed from monomers i and j , as well

as larger combinations of fragments. In the work by Kitaura and co-workers141;142 a

multiplicative Coulomb potential was used,

V Coulomb
j (r) =

X
a∈j

Za
|r − ra|

−
Z

ȷj (r′)

|r − r′|dr
′ (3.4)

where Za and ra are the charge and position of nucleus a within fragment j , and ȷj is its

electron density. The electron density and Coulomb potential of each fragment must be

determined self-consistently therefore, including all many-body polarisation effects whilst

enabling the truncation of the MBE.

Controlling Basis-Set Superposition Errors

Of the many studies on the convergence of the MBE, one additional factor has

been shown to be of significant importance. Due to the very nature of fragmentation

methods they are susceptible to the effects of the basis set superposition error (BSSE)

on the MBE.154;171–174 BSSE arises from the monomers or dimers effectively borrowing

basis functions from other monomers to compensate for their basis set incompleteness,

therefore, simply calculating the dimer interaction energy, for example, where the monomers

are only calculated with their own basis sets introduces a BSSE. This will be amplified in the

MBE due to the large number of terms susceptible to BSSE, creating an imbalance in the
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computed many-body interactions. The two simplest methods for counteracting this error

are to either increase the basis set size until the basis set limit is reached, effectively creating

a near complete basis set, or to calculate all the individual monomer/dimer energies within

the basis set of the total system. Both these methods would significantly undermine the

cost-effectiveness of using an EFM and therefore, are not widely used to counteract BSSEs.

For dimeric systems, Boys and Bernardi175 proposed the counterpoise (CP) correction,

ECP
i j =

“
E ii − E i ji

”
+
“
E jj − E i jj

”
(3.5)

where E i ji is the energy of monomer i calculated with the combined basis functions of

monomers i and j . This fairly simple correction has been the basis for most of the

development for BSSE correction methods to date. Some of the most prominent variants of

the CP methods are: the pairwise additive function counterpoise (PAFC)176, the site-site

function counterpoise (SSFC)177 and the Valiron-Mayor function counterpoise (VMFC)178.

Also of note, is the many-body counterpoise (MBCP) method179;180 as an approximate

BSSE correction method using an MBE like deconstruction of the effects of the present

ghost functions. Many of these approaches have been adapted and integrated with existing

EFM implementations.172

3.1.2 Designing Cost-Effective Embedding Potentials

There are many different approaches available when determining the embedding

potential terms, such as the multiplicative Coulomb potential, defined in Eq. 3.4, however,

Hirata and coworkers144 formulated a method which provides a low-cost approach, specifically

adapted to describe weak inter-molecular interactions within molecular clusters. Fragmenting

molecular clusters into the individual molecules results in the many-body interactions being

dominated by the long-range Coulomb interactions between the molecules, of which, for

neutral systems consiting of monomers with well separated charge-distributions, the leading

term is the dipole-dipole interaction. The potential due to a dipole moment µ is given

by,181

V— (r) = −µ · r
r3

; (3.6)

Therefore, for this type of system it is appropriate to approximate the Coulomb interaction

by simply evaluating the dipole-dipole interactions between the fragments, then modelling

them via point charges to give the potential due to a given monomer as,

Vj (rn) =
ej

|rn − Rj −
`
d
2

´
|
− ej

|rn − Rj +
`
d
2

´
|
; (3.7)

where ejd is equivalent to the dipole moment of fragment j , calculated within the embedding

potential for monomer j , with the length of vector d set to an arbitrary constant, often

set to 0:01 bohr which has been shown to be within the limit where the lengths of the

dipole moment becomes negligible in the overall calculation, and the potential of Eq. (3.7)

approaches that of Eq. (3.6). Rj is the point at which the nuclear component of the

dipole moment for fragment j becomes zero. The dipole moments of all fragments must be

determined self-consistently such that ej for all monomers converges within a given threshold,

46 Chapter 3 An Embedded Fragment Method for Large Molecular Clusters in Strong Magnetic Fields



set to 10−4a.u. throughout this work. The isolated monomer’s dipole moments are used to

construct the initial embedding potential for the iterative procedure. This approach proves

to be much cheaper computationally than calculating the full Coulomb interaction between

fragments whilst retaining reasonable accuracy, when considering systems with well-defined

molecular fragments.

Although this dipole based approximation is well suited for molecular clusters it

lacks an accurate short-range electrostatic representation, resulting in higher-order MBE

terms being required when a system includes larger individual fragments or a more intricate

short-range electrostatic field. This is undesirable due to the increased computational cost

resulting from calculating the higher-order MBE terms, therefore, it would be beneficial to

find adaptations to improve the dipole based approximation without significant increase in

cost. One such method is to combine the dipole potential with an electrostatic potential

(ESP) partial point charge approximation,172 where some fixed position(s) within each

fragment, such as each nucleus, are assigned a partial point charge,

V ESP
i (r) =

X
a∈i

“a
|r − ra|

; (3.8)

where “a is the partial charge at the arbitrarily chosen position a. Each partial charge

is determined such that V ESP
i reproduces V Coulomb

i as closely as possible,182–184 minimiz-

ing,

ff =
X
g

{V ESP
i (rg) − V Coulomb

i (rg)}2; (3.9)

where rg are grid points distributed around the fragment i . This approach only requires

three-centre, one-electron integrals which means it is less computationally intense compared

to the full Coulomb potential, which requires four-center, two-electron integrals, but has a

higher computational cost than the dipole approximation alone.

Within this work an alternative solution is proposed, based around a modified dipole

embedding potential which is shown to be a reliable fix for the shortcomings of Eq. (3.7)

whilst retaining its computational cost benefits, this is presented in section 3.3.

3.1.3 Computational Algorithm

An overview of the general computational implementation of a single point EFM

energy calculation used within this work, can be summarized into the following steps:

1. The dipole moments of each isolated fragment are calculated.

2. These dipole moments are used to construct an embedding potential within which

updated dipole moments are calculated. This is then iterated until self-consistency.

3. The energy of each monomer is calculated within the field due to the converged dipole

moments.

4. The energy of any dimers/trimers/tetramers etc. are calculated within the field due

to the converged dipole moments.
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5. The total energy of the system is determined from the MBE of the monomer/dimer/trimer

etc. energies.

3.1.4 Property Evaluation

The embedded fragment method is not just limited to calculating total energies of

systems, the MBE can additionally be applied to a variety of different response properties.

One such property is the derivative of the total energy with respect to atomic positions, also

referred to as the force on each atom within the system. In a similar approach to how the

MBE can be written in terms of single point energies in Eq. (3.1), the geometric derivative

can be re-written in terms of energy derivatives of individual fragments,

@Etotal

@x
=
X
i

@Ei
@x

+
X
j>i

„
@Ei j
@x

− @Ei
@x

− @Ej
@x

«

+
X
k>j>i

„
@Ei jk
@x

− @Ei j
@x

− @Ejk
@x

− @Eik
@x

+
@Ei
@x

+
@Ej
@x

+
@Ek
@x

«
: : : ;

(3.10)

where @Ei
@x is the partial derivative of the energy of fragment i with respect to its position

along the x axis. Similar expressions can be written for the derivatives along y and z and

these can be combined to form the full 3 × Nnuc matrix, where Nnuc is the total number of

nuclei within the given system, for the total energy derivative of the system. This can then

be fed into an optimisation algorithm allowing structural optimisations to be performed.

It is additionally possible to calculate the second derivative of the total energy in the

same manner opening the door to vibrational analysis via EFM. Additional EFM property

evaluation methods are discussed throughout this work.

3.1.5 Computational Considerations

Precision in the Many-Body Summation

Many implementations exist for running EFM calculations, however, the majority are

developed as wrappers around an existing quantum chemistry software package, essentially

launching several standard single point energy calculations and reading the result from a set

of resulting output files. This approach possess a potential flaw due to a well-known issue

when employing a large summation such as the MBE, the accumulation of finite-precision

errors. This results in EFM being particularly sensitive to threshold values within the

electronic structure code. When EFM is employed as a wrapper type code, this can be

amplified due to the final energy values being rounded to some arbitrary precision when

printed within output files. These small errors can quickly accumulate within the final

sum causing a significant error in the final value. In order to prevent this potential flaw,

it is necessary to integrate EFM directly within a specific quantum chemistry software

package, this would result all values for the final sum being stored in local memory, therefore,

avoiding any rounding or precision errors. It will also be necessary to carefully consider the

convergence thresholds iterative procedures in the electronic structure program and any

potential floating point errors in numerical calculations when computing values.170;185
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Exploiting the Embarrassingly Parallel Algorithm

At its core, EFM requires performing many different electronic structure calculations

on individual monomers, dimers, trimers etc. All these calculations are entirely independent

therefore, making EFM an embarrassingly parallel algorithm. Modern high performance

compute (HPC) facilities are often built with parallel processing in mind, therefore, making use

of this modern architecture to perform multiple single point energy calculations simultaneously

would be a high priority for any new implementations of EFM. Although introducing

parallel processing won’t reduce the polynomial dependence of the cost scaling for EFM, it

can drastically reduce the pre-scaling factor, significantly impacting the time required to

perform an EFM calculation making increasingly large systems more readily accessible for

computational analysis.

As pointed out by Herbert158, exploiting parallel algorithms for EFM only impacts

the so called wall-time, or the total time experienced by the user to perform an EFM

calculation. This can often be deceptive as it hides the true computational expense for

a single calculation. Often metrics such as power consumption or central processing unit

(CPU) time have been discussed as potentially more accurate measures of computational

efficiency, and indeed are often used by HPC facilities to price their computational resources.

However, this does not negate the impact of using fragmentation based methods in the first

place, but does raise some interesting ethical questions about the field of computational

modelling which are beyond the scope of this work.

A Pythonic Approach – QUEST

Within this work all new methods have been implemented within the QUEST35

quantum chemistry package. QUEST is a predominantly python based, rapid development

platform for quantum electronic structure techniques with a significant motivation for

developing new LAO based methods. Due to its python base, it is very accessible to adapt,

particularly when considering the development and testing of new methods. The trade-off

however, is that python is generally slower than pre-compiled coding languages, therefore,

exploiting any techniques to improve the efficiency of calculations becomes a very significant

factor in the method development.

3.2 Implementing EFM for Systems in External Electromag-

netic Fields

3.2.1 The Binary and Tertiary Interaction Methods

Typically, EFM returns reasonable accuracy when only considering the first two or

three terms in the MBE, treating all other N-body terms as purely Coulombic and therefore

approximated by the embedding potential. Truncating the MBE at either the second or

third term are known as the binary or tertiary interaction approximations respectively. They

can be written as,

Ebinary =
X
i

Ei +
X
j>i

(Ei j − Ei − Ej) ; (3.11)
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Figure 3.1: The geometry of the cyclic water trimer, optimised with HF theory and the
aug-cc-pVDZ basis set.

Etertiary = Ebinary +
X
k>j>i

(Ei jk − Ei j − Ejk − Eik + Ei + Ej + Ek) ; (3.12)

where Ei is the energy of monomer i within the embedding potential, calculated with

the Hamiltonian from Eq. (3.2). Ei j is the equivalent for the dimer constructed from

monomers i and j and Ei jk is the equivalent for the trimer constructed from monomers i , j

and k. Both Eqs. (3.11) and (3.12) have been implemented within the QUEST software

package and have been combined with the dipole based approximate embedding potential,

described in Eq. (3.7), which presents a good approximation for longer-range intermolecular

interactions whilst being reasonably computationally inexpensive. The implementation of Eq.

(3.7) makes use of the existing nuclear attraction integral algorithms,23 where the nuclear

charges and positions are replaced by the partial charges and positions representing the

self-consistent dipole moments ejd. This is directly appropriate for studying large, neutral,

molecular clusters, such as those discussed within this chapter, where each molecule within

the system is treated as a single fragment.

As an example, table 3.1 compares the single point energies for a cyclic water trimer

using both conventional electronic structure methods and EFM based electronic structure

methods using the binary interaction approximation, Eq. (3.11), with and without the

Table 3.1: Total EFM energies in Eh, EFM binding energies in kcal mol−1 (in parentheses)
and their error with respect to conventional calculations, in mEh and kcal
mol−1 respectively, for a cyclic water trimer using a range of electronic structure
methods, with the aug-cc-pVDZ basis set.

No Embedding Potential Dipole Embedding Potential
Energy Error Energy Error

HF -228.14205 (-10.5) 2.1 (1.3) -228.14435 (-11.9) -0.2 (-0.1)
BLYP -229.29264 (-10.7) 2.4 (1.5) -229.29590 (-12.8) -0.8 (-0.6)
PBE -229.09508 (-13.3) 2.9 (1.8) -229.09823 (-15.3) -0.3 (-0.2)

TPSS -229.35380 (-11.8) 2.1 (1.9) -229.35681 (-13.7) -0.9 (-0.6)
MP2 -228.81045 (-14.3) 1.9 (1.2) -228.81299 (-15.9) -0.6 (-0.4)

CCSD -228.83233 (-13.7) 1.9 (1.2) -228.83481 (-15.3) -0.6 (-0.4)
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Table 3.2: Geometry of a cyclic water trimer optimised at using HF theory and the aug-
cc-pVDZ basis set.

Position / Å
Atom x y z

O1 -1.6527176 0.2922510 -0.2322186
H1 -2.3904046 0.6644842 0.2209743
H2 -0.9705371 0.9532540 -0.2350245
O2 0.6138554 -1.5247809 0.0807375
H3 -0.2902290 -1.2357228 0.0377337
H4 0.6989303 -2.2254475 -0.5444539
O3 1.0812597 1.3457061 -0.2361562
H5 1.6971547 1.8057715 0.3091461
H6 1.2624616 0.4190401 -0.1288747

dipole based embedding potential. The geometry of the water trimer was optimised at the

HF/aug-cc-pVDZ level using QChem186, and is shown in Fig. 3.1 with the geometrical

coordinates given in table 3.2, to replicate the geometry used in Ref. 144, enabling a more

reliable comparison. Therefore, demonstrating that our implementation within QUEST is a

faithful implementation of EFM with the dipole approximation. It additionally demonstrates

the sub-mEh errors in the total energy across a range of electronic structure methods, when

utilising EFM with the dipole approximation. This highlights the main strength of EFM, its

applicability to any molecular electronic structure method, resulting in the traditionally more

expensive methods becoming more accessible under this approximation without significant

loss in accuracy. Also highlighted in table 3.1 is the importance of the embedding potential

when calculating EFM energies. When employing a pure MBE, truncated at the second

term, without the potential term from Eq. (3.2), the average error in the binding energy of

the water trimer is 10.2%, however, this is reduced to 2.5% when the approximate dipole

potential is introduced to the energy calculations.

To understand and implement the EFM, it was important to understand how this error

behaved when increasing the system size, as the aim of this method is to treat increasingly

large molecular systems. A set of over 70 of the lowest energy conformer water clusters,

(H2O)n, where n = 3 − 10, presented by Bates et. al 187 was utilised for this analysis. The

geometries, obtained from Ref. 187, were determined at the MP2 level with the aug-cc-pVTZ

basis set for the oxygen atoms and the cc-pVTZ basis set for the hydrogen atoms.188;189

The error in the EFM single point energies of these molecular clusters, determined at a

range of theory levels, with respect to conventional methods, were calculated. The results

of this are shown in Fig. 3.2. From this analysis it can be observed that increasing the

system size retains a consistent level of error, in all cases the mean error is below 0.01%

further confirming the accuracy of this method and its implementation within QUEST. The

only outlier from this observation is the water trimer, where the error was observed to be

much smaller than the larger clusters, which would not be unexpected as its MBE is near

complete when truncated at 2nd order. Another observation from Fig. 3.2 is that there

is no significant difference in the errors when using either the aug-cc-pVDZ or the larger

aug-cc-pVTZ basis sets and when using either of the three electronic structure methods, HF,
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Figure 3.2: Mean percentage errors in the total energy calculated by EFM, compared
to conventional approaches, for a series of different size water clusters at
different levels of theory with both the aug-cc-pVDZ (apVDZ) and aug-cc-
pVTZ (apVTZ) basis sets.

DFT(TPSS) or MP2. For the basis set comparison it is important to note that the EFM

calculations included a BSSE correction as discussed in section 3.1.1 for which a detailed

discussion of its implementation and impact on results is discussed in section 3.2.3.

It is still important however, to consider the effect of higher-order terms. This is

considered for a (H2O)10 cluster in table 3.3 where it is clear that even with a reasonable

embedding potential, including the three body terms within the MBE can have a non-

negligible impact on the relative error of the calculations. Here it reduces the error in the

EFM from < 0:01% to < 0:001%. Therefore, when considering the EFM, it is not possible

to assume the three body terms have a completely negligible contribution, however, will

increase the cost of the calculations significantly as they now will exhibit cubic scaling. From

this point forth only the binary interaction approximation is considered as it presents a more

computationally inexpensive approximation to the energy of the system and still provides a

reasonable accuracy, particularly when only considering qualitative analysis.

Table 3.3: Total EFM energies in Eh and their difference from conventionally calculated
energies, in mEh, for (H2O)10 using a range of electronic structure methods,
with the aug-cc-pVDZ basis set.

binary approximation tertiary approximation
Energy Error EFM Error

HF -760.51936316 -13.8 -760.49967692 5.9
BLYP -764.43677251 -42.6 -764.39689244 2.7
PBE -763.80032365 -52.4 -763.74278278 5.2

TPSS -764.64893471 -44.1 -764.59979207 5.0
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Combining EFM With LAOs

The embedded fragment method itself is not new however, it has been implemented

within several electronic structure software packages and has been used for many years as

a cost-effective method for studying increasingly large or complex systems. It has never

previously been applied to an LAO based electronic structure approach however, enabling

the study of these complex systems within arbitrary external magnetic and electric fields.

Therefore, this chapter discusses the implementation of a combined EFM/LAO approach and

how it can be used to study the response of large molecular clusters to external fields.

Due to the fundamental nature of EFM, it only relies on simple molecular energy

calculations, therefore, the only requirement for introducing an LAO based EFM is an

existing implementation of an LAO based electronic structure method, such as that provided

within QUEST. With only minor alterations the QUEST EFM implementation can be linked

with the available LAO based techniques providing an implementation of LAO based EFM.

Table 3.4 provides a comparison of the total energies and binding energies for the same cyclic

water trimer calculated using a variety of electronic structure methods with and without

EFM. This is analogous to the results presented in table 3.1 and those presented by Hirata

et. al 144 however, the results here have been calculated using LAOs with an applied external

magnetic field of |B| = 0:1 a.u. (23:5× 103 Tesla) perpendicular to the plane of the oxygen

atoms in the cluster. These results do not contain any correction for BSSE, to enable a

clearer comparison with table 3.1 and Ref. 144. Even at this relatively high field strength

the error in the total energies for the water trimer remain well bellow 0.01%. The accuracy

of the EFM in strong magnetic fields is further confirmed by calculating the error at a series

of field strengths in the range |B| = 0:0 a.u. to |B| = 0:1 a.u. using each of the methods

in table 3.4, for which the errors remain consistently bellow 0.01%. The mean errors for

this data series for each electronic structure method are as follows: HF = 0:0005%, BLYP

= 0:0005%, cTPSS = 0:0003%, MP2 = 0:002%, MP3 = 0:001% and CCSD = 0:002%.

From this comparison, it is clear that using EFM with LAOs, and a strong applied magnetic

field, retains the accuracy reported for the same method with GTOs, whilst also maintaining

that level of accuracy across different electronic structure methods.

The use of LAOs enables the inclusion of even stronger field strengths up to 1 a.u.,

therefore, it is useful to discuss whether EFM can be reliably utilised with such field strengths

Table 3.4: Total energies in Eh, binding energies in kcal mol−1 (in parentheses) and their
difference, in mEh and kcal mol−1 respectively, of a water trimer using a range
of electronic structure methods, with the aug-cc-pVDZ basis set and an applied
magnetic field of 0.1 a.u. (2.35 ×104 Tesla).

Conventional EFM Error

HF -228.10169 (-12.7) -228.10189 (-12.8) -0.2 (-0.1)
BLYP -229.25179 (-13.5) -229.25258 (-14.0) -0.8 (-0.5)
cTPSS -229.31308 (-14.2) -229.31393 (-14.7) -0.8 (-0.5)
MP2 -228.76859 (-16.5) -228.76904 (-16.8) -0.5 (-0.3)
MP3 -228.78673 (-15.7) -228.78718 (-16.0) -0.5 (-0.3)

CCSD -228.79094 (-15.9) -228.79141 (-16.1) -0.5 (-0.2)
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Table 3.5: The error in the total water trimer energy evaluated using EFM relative to
conventional evaluation at increasing magnetic field strengths, from |B| = 0:0
a.u. to |B| = 0:9 a.u., in the aug-cc-pVDZ basis for a range of electronic
structure methods, given in kcal mol−1.

|B| / a.u. 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

HF -0.14 -0.12 -0.19 -0.24 -0.52 -0.74 -0.32 0.91 1.92 0.92
BLYP -0.56 -0.49 -0.57 -0.61 -1.41 -1.87 -1.14 0.71 1.26 0.41
cTPSS -0.58 -0.54 -0.61 -0.70 -1.37 -1.79 -1.00 0.92 1.55 0.54
MP2 -0.37 -0.28 -0.30 -0.32 -0.68 -0.92 -1.68 1.16 2.24 2.50
MP3 -0.36 -0.27 -0.29 -0.31 -0.63 -0.84 -1.75 1.02 2.14 1.48

CCSD -0.37 -0.28 -0.29 -0.31 -0.64 -0.84 -0.40 1.05 2.13 2.47

as the chemistry becomes increasingly complex. Table 3.5 shows how the error in the total

energy of the cyclic water trimer, Fig. 3.1, changes when the field strength is increased well

beyond |B| = 0:1 a.u. The magnetic field is applied in the same direction as with the analysis

in table 3.4, perpendicular to the plane of the three oxygen atoms. It can be seen that the

errors in the energies do not change significantly up to |B| = 0:3 a.u. for all the methods

presented within table 3.5. However, there is a sharp increase in error as the field strength

increases from |B| = 0:3 a.u. to |B| = 0:5 a.u. Beyond |B| = 0:5 a.u. the magnitude of

the errors increases significantly. The behaviour of the errors beyond |B| ≈ 0:3 a.u. does

not have a single obvious cause; there may be several contributing factors. One potential

contributory factor is due to the change in the importance of the Coulomb interactions at

very high field strengths, see chapter 2.4. The current implementation of EFM enables

the significant truncation of the MBE by including an electrostatic embedding potential

approximating the Coulomb interactions between the monomers, which dominate at long

range when considering systems within the Coulomb regime. Beyond the Coulomb regime,

this potential may no longer capture enough of the longer-range interaction contributions

to present an accurate picture of the system. This may imply that either the embedded

potential needs to be more thoroughly considered for systems at arbitrary field strengths, or

that more terms within the MBE are required to accurately account for the more nuanced

intermolecular interactions. Another important consideration could be the changes in ground

state electronic configuration for molecules as they are exposed to an increasing external

magnetic field strength.24;25 This could cause complications when calculating interaction

energy contributions to the MBE for fragments that may exhibit these state crossings.

Further investigation into the cause of this apparent breakdown in the EFM at very high-field

strengths would be required before a detailed understanding can be achieved. However,

table 3.5 does imply that, up to a limit, EFM provides an accurate approach for studying

these type of systems with an applied magnetic field.

Computational Scaling

It has been shown that using the binary approximation effectively reduces the cost

scaling, with relation to the system size, to O(n2), regardless of what underlying electronic

structure method is chosen. It can be further reduced to effectively linear scaling for very

large clusters, if a radial cut-off is introduced when calculating the dimer energies employing
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Figure 3.3: Total CPU time required to perform LAO based MP2 single point energy
calculations on a series of water clusters, with and without EFM. The aug-cc-
pVDZ basis set was used along with the RI approximation.

the assumption that the total energy of a well separated dimer is equal to the sum of the

individual monomer energies within the embedding potential, since the 2-body electron-

correlation contributions decay much faster than the Coulomb contributions. This all holds

true when we consider using LAO based electronic structure methods, since inherently the

cost is still only dependent on a series of dimer calculations, which are very cheap relative to

the total system. Fig 3.3 demonstrates the reduction in scaling from O
`
n5
´

to the expected

O
`
n2
´

for MP2 calculations, with the aug-cc-pVDZ basis set and resolution of the identity

(RI) approximation, on a series of different size water clusters at |B| = 0:1 a.u. All execution

times are measured relative to the time required to calculate the energy of a single water

molecule.

3.2.2 The Importance of the Initial Guess

Typically, when performing electronic structure calculations, an initial guess for the

density matrices must be made. Common methods for this involve utilising the MOs obtained

from a diagonalised core Hamiltonian matrix, or by taking a superposition of spherically

averaged atomic densities (SAD). This step incurs a computational cost and may not provide

a universally accurate guess for the SCF calculation, which leads to extra SCF iterations

being required before the calculation reaches convergence. Considering the core foundations

of EFM, a different approach for the initial guess has been implemented. Here we utilise

information that has already been computed in previous steps, constructing the dimer/trimer

initial guess as a superposition of monomer density matrices,

Di j = Di ⊕Dj : (3.13)
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The impact of this can be shown by performing a calculation on a (H2O)21 cluster, which

contains 210 unique dimers. From a HF calculation with the aug-cc-pVDZ basis set and the

RI approximation with the AutoAux auxiliary basis, the average number of SCF iterations

required when using a SAD guess was s13. Compared to this, the same calculation using

the superposition of monomer density matrices as the initial guess in all dimer calculations

reduced the average number of SCF iterations to s9, it also approximately halved the overall

time for the 210 dimer calculations, performed across 20 processors. Both calculations arrived

at the same total energy value. This will be amplified when the number of dimer calculations

is increased, which is related to the number of monomers as Ndim = Nmon(Nmon−1)
2! . From

this it is clear that using a superposition of monomers as the initial SCF guess for the

dimer calculations makes them more efficient and potentially more stable, removing the

possibility for a poor initial guess to cause convergence problems. However, it does require

the storage of all monomer density matrices which will increase the overall memory footprint

of the calculation. Therefore, the balance of the total memory available vs the desired total

computational time must be considered for increasingly large systems.

3.2.3 Corrections for the Basis-Set Superposition Error

As described in section 3.1.1 BSSE can be a very significant factor when considering

the convergence of the MBE, therefore, a truncated form of the VMFC method has been

implemented within QUEST.

ETotal = Ebinary +
X
j>i

“
Ẽ ii − Ẽ i ji + Ẽ jj − Ẽ i jj

”
(3.14)

where Ẽ i ji is the single point energy of monomer i calculated in the basis set of dimer i j

with self-consistent dipoles placed on all monomers n where n ̸= i ; j . This represents a non-

negligible increase in computational cost however, due to the need to perform an additional

4Ndim single point energy calculations, where Ndim = N(N−1)
2! , is the total number of unique

dimers within the system. This still presents a more computationally efficient approach for

improving the MBE convergence than introducing the trimer terms, however.

3.2.4 Exploiting Parallelism

As introduced in section 3.1.3, the general structure of an EFM calculation is inherently

embarrassingly parallel, owing to the independent nature of the individual monomer/dimer

energy calculations. The current implementation within QUEST can be generalised and

divided into several distinct sections, as shown in Fig 3.4, within which parallelism can

be exploited. Although each step in the main EFM computation may require information

from previous steps, each individual section, at its core, is a series of independent energy

calculations which can all be performed simultaneously, in an attempt to decrease the overall

time required. This introduces several important considerations. Firstly, there are several

different methods to introduce distributed programming capabilities within python, each

with there own pros and cons, therefore, determining the most appropriate approach for

this implementation, but also for potentially expanding the existing code base in the future,

56 Chapter 3 An Embedded Fragment Method for Large Molecular Clusters in Strong Magnetic Fields



Figure 3.4: Flow diagram demonstrating the rough breakdown of an EFM single point
energy calculation as implemented within QUEST. The main computation is
within the central block which can be split into three distinct sections (for the
binary interaction approximation), within which parallelism can be exploited.

must be carefully considered. Secondly, introducing parallelism without proper optimisation,

such as efficient batching and memory management, could introduce complications which

would restrict the overall benefit.

Parallel Programming in Python

Many different python libraries exist for the introduction of distributed programming,

all with their own approaches, ranging from symmetric multiprocessing, to cluster/grid

architecture programming, to dedicated cloud computing.i It can even be used to interface

with GPUs using libraries such as CUDA or OpenCL. Due to the embarrassingly parallel

nature of EFM, it can easily be applied to a cluster architecture approach enabling efficient

scaling to any large high-performance computing (HPC) facility. For this reason, two libraries

were selected to focus on.

The first was mpi4py190–193, which provides python equivalents for commands from

the Message Passing Interface 194;195 (MPI) which is a standardized and portable message-

passing system providing syntax and semantics of library routines in several different scientific

programming languages - Fortran, C or C++. MPI is applicable to a wide variety of parallel

computers and has become the leading standard for message-passing libraries. It functions

by initiating a specified number of simultaneous processes running the given program. Each

of these processes is assigned an integer rank from 0 to n − 1, where n is the total number

of processors requested. Each processor manages its own function and memory whilst MPI

provides an interface for communication between them such as the send() and receive()

commands.

The second is RAY196, which aims to provide a simpler API to introduce distributed

programming options within Python, Java and C++. It is a reasonably new approach

that consists of a master process with specified functions, labelled as tasks, which can

be looped over, with each iteration being sent to any idle worker processes. This allows

concepts such as shared memory to be employed. One of the main benefits of this type of

iSee a more detailed list of available libraries at https://wiki.python.org/moin/ParallelProcessing
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def mon_init(self,size):

while len(self.mon_data)%size != 0:

self.mon_data.append(None)

self.mIndx = []

x = 0

u = numpy.zeros((len(self.mon_data)//size,size))

for c in range(len(self.mon_data)//size):

for i in range(size):

u[c,i] = i + c*size

for i in range(size):

for c in range(len(self.mon_data)//size):

self.mIndx.append(u[c,i])

return

Figure 3.5: Example python function from QUEST35 to set up efficient batches
of monomer energy calculations over a given number of proces-
sors. The labels are subsequently distributed using the command
comm.Scatter(numpy.asarray(QEfm.mIndx,dtype=int),mIndx pn,root=0).

approach is that the RAY module deals with a large portion of the process management,

such as task batching and master/worker balance, which can often lead to inefficient parallel

implementations if left purely to the developer.

Within this work the MPI based python package mpi4py was utilised due to its wide

support, particularly with the many different high performance computing systems, therefore,

hopefully providing a reduced chance for issues when utilising QUEST on a range of different

compute systems.

Ensuring Maximum Efficiency

Improving the efficiency of a parallel implementation is vital when attempting to

maximise the possible gains. Within the implementation of EFM several key concepts

had to be considered. Firstly, the load balancing of the processors had to be optimised,

to ensure no process was sitting idle whilst others handled an unequal proportion of the

computational work. This was achieved by implementing efficient batching of the individual

energy calculations across the available processors. At each stage in the overall EFM

calculation, the number of individual energies to be computed is determined alongside the

total number of available processes. Each energy calculation is given a label 0 − n where n

is the total number of single point energy calculations at a given EFM stage. These labels

are then distributed evenly across all available processors, such that any given processor

will perform the same number of energy calculations, to within ±1, as each of the other

processors . Due to the nature of the MPI.Scatter() command however, this list of label

must have length l such that the remainder of l=nproc is 0, where nproc is the total number

of available processors. If when setting up the batches this is not satisfied, additional labels

are introduced which when read by a given process, are understood as do nothing on this

iteration. An example function, taken from QUEST, for setting up these batches is shown

in Fig. 3.5.

The second major consideration was the efficient use of memory throughout an EFM
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calculation. At each stage individual energy calculations are performed which generate a large

subset of results, such as energies, integrals, density matrices etc. Storing all these results

throughout the entire EFM calculation would result in a build up of unnecessary memory

usage, which would limit the total size of the systems which could be treated with EFM.

Additionally, there are several places within the implementation of EFM where each processor

requires a copy of certain data to perform its set of tasks. Therefore, careful consideration

of the values being stored by each single point calculation was required, discarding anything

that was deemed unnecessary in the scope of the full EFM calculation.

Computational Scaling of the Implementation

Measuring the efficiency of a parallel implementation is a common and very useful

technique throughout any form of computational based science. The absolute speed up

gained can be defined as the ratio of the time taken to perform a single calculation on a

single processor, t0, to the time taken on n processors, t, represented as
“
t
t0

”−1
. Under ideal

conditions, this would produce a linear trend where if the number of processors is doubled,

the speed-up achieved also doubles, however, in reality this is not possible. Therefore, we

can define the efficiency of a calculation as the ratio of the achieved speed up to the ideal

speed up, which is often represented in the form of a percentage.

Fig 3.6 shows how the implementation in QUEST performs when a single, binary-

interaction approximation, calculation on a water cluster consisting of 103 molecules is

performed with different number of processors. To account for variable frequency scaling,

three ideal lines have been plotted. The first is the traditional ideal line, y = mx with m = 1.

The two dashed lines represent the same ideal line scaled down such that m = 1 − 0:15 and

m = 1− 0:33 respectively, in accordance with the quoted clock speeds for AMD EPYC 7551

processors. From Fig 3.6 it is clear that, at a low number of processors, the achieved speed

up follows the ideal line very closely. When using higher numbers of processors, the trend

starts to deviate from the ideal line, but remains between the scaled lines, thus, indicating

the QUEST implementation to be efficient and scalable. It is also important to note that

there is an expected drop off in speed up at 103 processors due to the fact that the first two

stages of the calculation, determining the embedding potential and calculating the monomer

energies, will only perform a maximum of 103 energy calculations simultaneously. Therefore,

will not benefit from including more processors than there are energy calculations to be

performed. However, the dimer calculation stage will tend to dominate the time required

for any reasonable size calculation, resulting in the expected drop off to be small, which is

also observed.

3.3 Improving the Embedding Field by Short-Range Attenua-

tion of the Dipole Model

The dipole potential is a good approximation to the Coulomb potential between two

neutral subunits, in the asymptotic region of the potential, in which higher-order terms

of the multipole expansion make a vanishing contribution. However, if the two charge
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Figure 3.6: Measured speed up when increasing the number of processors for a HF/aug-
cc-pVDZ EFM, binary-interaction approximation, calculation on a cluster
consisting of 103 water molecules, compared to the ideal speed up at three
different clock speeds, which accounts for variable frequency scaling.

distributions are not well separated and have a closer approach, the absence of the higher-

order multipole terms results in an unphysical potential. As the system size was increased,

the probability that two monomers were within this unphysical region was increased, where

the interaction of their charge density with this potential would result in convergence

issues within their individual calculations. This error would accumulate throughout the

MBE causing significant errors in the final energies. This break down of the dipole based

embedding potential approximation was amplified when utilising DFT based methods due

to the increased polarisability of the orbitals, which is an artifact of the delocalisation error

when using approximate exchange-correlation functionals197. These errors in the short-range

truncated multipole expansion are widely documented and many methods for dealing with

them have been proposed.172;198 In work by Hirata and co-workers,172 and discussed within

section 3.1.2, this issue was observed and dealt with by augmenting the potential with

partial charges for each monomer, optimising them to reproduce the Coulomb potential of

the given monomer as closely as possible.

In this work, to overcome the inaccuracy of the dipole potential at short range, without

introducing a new, and potentially more costly, embedding potential term, a short-range

attenuation factor, based on the error function, was introduced,

V —j (rn) =
ejerf

`
—|rn − Rj −

`
d
2

´
|
´
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(3.15)

where — is a parameter which controls the rate of attenuation: as —→ 0, erf (—) → 0 whilst

60 Chapter 3 An Embedded Fragment Method for Large Molecular Clusters in Strong Magnetic Fields



Figure 3.7: The orientation of a water dimer with a separation of 2.0 bohr between the
oxygen atoms. The point z = 0 is placed directly between the two oxygen
atoms.

as —→ ∞, erf (—) → 1. The resulting effect of Eq. (3.15) on the potential can be observed

by considering the effective Coulomb potential of a water molecule a in the presence of

another water molecule b with a separation of 2.0 bohr, the orientation of which is shown in

Fig 3.7. The effective Coulomb potential in a can be represented by the difference between

the Coulomb potentials of the total dimer and that of molecule b,

ṽJa (r) ≈ vab (r) − vb (r) ; (3.16)

in which the Coulomb potentials are as defined in Eq. (3.4). This can then be compared to

the effective attenuated dipole potential constructed from the Coulomb potential of a and

the dipole potential of b,

ṽ—a (r) ≈ va (r) + v—b (r) : (3.17)

The potentials due to Eqs. (3.16) and (3.17) are plotted in Fig. 3.8 for a range of attenuation

parameters —. Fig 3.8 clearly demonstrates how this attenuates the unphysical features of

the dipole based potential in the vicinity of water molecule b, bringing it much closer to the

full Coulomb potential. Multiplication of the potential by the density at each point in space

can make the picture somewhat clearer by highlighting the potential in areas that contribute

to the energy of the molecule; these are shown in Fig 3.9 in analogy to Fig 3.8. From

both these figures its clear that significant attenuation is required to remove the unphysical

short range features of the dipole potential. To further understand the impact of the dipole

potential on systems with an increased separation, Fig 3.10 reproduces the analysis of Fig

3.9 for a system where the separation between the oxygen atoms is 8 bohr (the oxygen
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Figure 3.8: The effective potential for a water molecule, in the presence of another
water molecule at a distance of 2.0 bohr, constructed from the full Coulomb
potential ṽ Ja and the attenuated dipole potential ṽ—a according to Eqs. (3.16)
and (3.17) respectively.

atoms are placed at z = +4 and z = −4 bohr respectively). This clearly shows how the

break down in the dipole potential only imposes errors on the energy of the system when

the two atoms have a small separation. It also demonstrates that the attenuation doesn’t

introduce any unexpected behaviour when considering monomers that have an increased

separation.

Even at these significant levels of attenuation however, it can be shown that the

error with respect to a conventional all electron calculation rapidly approaches that of the

unattenuated potential, this is demonstrated in Fig 3.11 and Fig 3.12. Also clear is that

for calculations with HF and TPSS the error in the EFM calculation is decreased with

0:25 . — . 1. An interesting observation is the fact that for certain cluster sizes, when

calculated using DFT (TPSS), the error crosses 0, potentially indicating that for DFT, there

is an optimum point at which the error is removed from the EFM calculation. This opens up

a larger avenue for investigation into exactly how the attenuation impacts the DFT results

and how geometry dependent it is, which is ongoing at the time of writing. It is important to

note that this analysis is on optimised geometries for small water clusters, where in principle

the individual molecules will be arranged such that they maximise favourable interactions,

often leading to more tightly packed or specifically arranged systems. The analysis on

larger systems within this chapter looks at systems obtained from molecular dynamics

(MD) snapshots, which may introduce a potentially less optimally organised arrangement of

molecules within the system. This may have an impact on how much the attenuation effects

the energy of the total system. Ideally averaging over many MD snapshots, or optimising

larger geometries (see chapter 4), would provide a more complete analysis, however, this

goes beyond the scope of the analysis in this chapter.
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Figure 3.9: The effective potential for a water molecule multiplied by its density ȷa, in
the presence of another water molecule at a distance of 2.0 bohr, constructed
from the full Coulomb potential ṽ Ja and the attenuated dipole potential ṽ—a
according to Eqs. (3.16) and (3.17)

Figure 3.10: The effective potential for a water molecule multiplied by its density ȷa, in
the presence of another water molecule at a distance of 8.0 bohr, constructed
from the full Coulomb potential ṽ Ja and the attenuated dipole potential ṽ—a
according to Eqs. (3.16) and (3.17)
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Figure 3.11: The error in the HF-EFM energy for three different water clusters taken
from the data set provided in Ref. 187, at varying levels of embedding field
attenuation.

Figure 3.12: The error in the DFT(TPSS)-EFM energy for three different water clusters
taken from the data set provided in Ref. 187, at varying levels of embedding
field attenuation.

64 Chapter 3 An Embedded Fragment Method for Large Molecular Clusters in Strong Magnetic Fields



Figure 3.13: The mIE for a series of water clusters calculated using the EFM at the Hartree-
Fock theory level with the aug-cc-pVDZ basis set and RI approximation.

3.4 Application to Water Clusters

Large molecular clusters are often used to model liquid structure and enable the study

of solvation.199–202 However, the high-rank polynomial dependence of computational cost

with respect to system size for modern electronic structure techniques can be restrictive.1;2

This limitation is often amplified when studying the complex behaviour of systems within

an external magnetic field, see section 2.4. Many experimental studies have shown that

an external magnetic field can create a measurable change in the properties of bulk liquid

structures,38–46 the rationale behind which, and in some cases the nature of these changes,

is still a topic of significant debate. Though, the use of a magnetic fields to alter the

properties of liquids within various industrial applications is well documented.47–49 LAO

based EFM would provide a possible route to gaining a theoretical understanding of bulk

liquid structure and how it responds to external fields. Water represents a good model

system, and has been frequently used when discussing fragmentation methods, due to the

importance of intermolecular interactions within its structure, its general importance in every

day life and its amenability to fragmentation based approaches.

3.4.1 Influence of Magnetic Fields on Water

Intermolecular Interaction Energy of Water

The total intermolecular interaction energy, EIE, for a system can be defined as

the difference between its total energy and the sum of the isolated molecule energies,

however, when approximating bulk systems it is more useful to define the interaction energy
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Figure 3.14: The structure of a (H2O)103 cluster determined from a snapshot of a molec-
ular dynamics simulation. The direction of the applied field is shown by the
red arrow.

per molecule, or the mean interaction energy (mIE), of the system, EIE
N where N is the

total number of molecules within the system. By plotting the mIE against the number

of molecules, shown in Fig. 3.13, it is clear that the mIE approaches a bulk limit as the

system size is increased. This gives a good indication of how many molecules must be

included within a molecular cluster to effectively approximate a bulk solution. For the

example of water, Fig. 3.13, the systems were produced by taking a snapshot from an NVT

ensemble molecular dynamics (MD) simulation of water, using the TIP3P force field203;204

in the DL POLY software package205. The simulation was carried out at 300 K on a cubic

simulation cell of dimension 30 Å, allowed to equilibrate for 150 ps. It is import to note

that the MD simulation was performed with no external magnetic field. Molecules were

then systematically removed via a set radial cut-off to produce systems of varying size.

Single point energy calculations were performed on these water clusters using the binary

interaction approximation with Hartree-Fock theory, the aug-cc-pVDZ basis set206 and an

auto-generated auxiliary (AutoAux) basis set for density fitting122. Although this analysis

shows that to truly approximate a bulk system quantitatively a system size of > 200 water

molecules may be necessary, a system size of 103 water molecules, shown in Fig 3.14,

was chosen for further investigation, as it represents a reasonable compromise between

approaching this limit and allowing for computationally tractable calculations.

Single point EFM energy calculations, on the (H2O)103 cluster, were performed

using various electronic structure methods, combined with the aug-cc-pVDZ/AutoAux basis

sets. Some data utilising the larger aug-cc-pVTZ basis set188;189 was also produced which

demonstrated no significant deviation from the observed trend in the interaction energies for

the smaller basis, thus confirming that aug-cc-pVDZ produced a sufficient level of accuracy

at these field strengths. This is demonstrated in Fig 3.15 for DFT as the black circles.

The applied magnetic field was varied in strength along the z axis. It is important to note
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Figure 3.15: Change in mIE for a molecular cluster consisting of 103 water molecules,
determined at the HF (blue), DFT/cTPSS (red) and MP2 (yellow) theory
levels with the aug-cc-pVDZ basis set and RI approximation. Equivalent
DFT/cTPSS calculations with the aug-cc-pVTZ basis set are also shown as
black circles.

that these results don’t include geometry relaxation within the external magnetic field,

which will become significant at higher field strengths. However, the change in energy

for a static geometry remains a good indication of how the system reacts to weaker fields

where the effects on the geometry of bulk systems will be minimal. All DFT results in Fig.

3.15 include short-range attenuation of the embedding potential based on Eq. (3.15) with

an attenuation parameter of — = 0:45. This was chosen by systematically reducing the

parameter, increasing the attenuation, until the calculations became stable. It is also relevant

to note that this value corresponds to the range that minimised the EFM error for small

water clusters, as demonstrated in Figs. 3.11 and 3.12. The resulting trend demonstrates

how, as the field strength is increased, the inter-molecular interactions, become stronger.

This provides theoretical backing for the experimentally observed changes in the physical

properties of water, under the influence of a magnetic field. However, the results presented

in Fig 3.15 do not include geometry relaxation within the field and are restricted to including

2-body exchange and correlation interactions, which both could have an impact on the

response to an external field.

Visualising the Electron Density from EFM Calculations

Simply studying the binding energies for a molecular cluster, such as water, is only

one part of the picture, however. Expanding the method to enable the visualisation of the

changes in the electronic structure around the individual molecules would give a more in

depth picture of how the magnetic field is influencing the intermolecular interaction. This
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can be achieved through applying the MBE to the total electron densities calculated for

each monomer/dimer/trimer etc.,207

ȷ (rm) =
X
i

ȷi (rm) +
X
i<j

∆ȷi j (rm) ; (3.18)

where,

ȷi (rm) =
X
—∈i

Di—!
∗
— (rm)! (rm) (3.19)

∆ȷi j (rm) =
X
—∈i ;j

[Di j— −
`
Di— ⊕Dj—

´
]!∗
— (rm)! (rm) : (3.20)

Here Di is the density matrix of monomer i and Di j is the density matrix of the dimer made

up of monomer i and monomer j . — and  are the indices of the basis functions.

Fig 3.16 shows, for the same fixed geometry water trimer as described previously

within this chapter, with an applied magnetic field perpendicular to the plane of the cluster,

how the electron density relative to the isolated water molecules, changes as the strength

of the external magnetic field is increased up to 0.1 a.u. From the two images of Fig 3.16

the hydrogen bonding network is clearly visible and present with and without the applied

magnetic field. From simply these two images however, it is very difficult to determine the

change due to the applied field, suggesting that the influence of the field is very subtle even

at such high field strengths. To get a clearer picture, the difference between the electron

density at the two field strengths, relative to the isolated water molecules, can be calculated

and has been shown in of Fig 3.17. Here it is clear that the applied magnetic field is

drawing electron density into the centre of the cluster which could account for the increased

binding energy, however, it also suggests that the increase in binding energy can’t simply be

explained as a strengthening of hydrogen bonds, at least at field strengths on the order of

0.1 a.u. This could be rationalised by a potential combination of strengthened hydrogen

bonding as well as a new attractive effect due to the external magnetic field contracting the

electron density perpendicular to the applied field creating the observed build up of density

in the centre of the cluster. It is important to note the isovalues used for Figs 3.16 and

3.17 however, since the value used in Fig 3.17 is an order of magnitude smaller than that

used for Fig 3.16. This highlights that whilst the magnetic field is influencing the electronic

structure within the system as discussed, this influence is still relatively small compared to

the standard Coulombic interactions already present within the system which continue to

dominate the intermolecular interactions.

3.4.2 Influence of Electric Fields on Water

In addition to the application of arbitrary strength external magnetic fields to molecular

systems, the electronic structure software, QUEST, can apply external electric fields either

on their own, or in combination with magnetic fields. This opens an interesting avenue

for comparison between the effects of both magnetic and electric fields. This can be

demonstrating by applying the same analysis on the (H2O)103 within an external electric
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0.0B 0.1B

Figure 3.16: Density difference plots for a water trimer determined at two different field
strengths (0.0 a.u. and 0.1 a.u.). All calculations performed using DFT
with the cTPSS functional and the aug-cc-pVDZ basis set. Blue indicates
a build up of electron density and red represents a depletion. The isovalue
was set to 0.001.

Figure 3.17: The change in electron density, relative to the isolated monomers, for a
cyclic water trimer, from B=0.0 a.u. to B=0.1 a.u. calculated with the
cTPSS DFT functional and the aug-cc-pVDZ basis set. Blue indicates a
build up of electron density and red represents a depletion. The isovalue
was set to 0.0001.
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Figure 3.18: Change in mIE with respect to an applied electric field, for a molecular
cluster consisting of 103 water molecules, determined at the HF (blue),
DFT/cTPSS (red) and MP2 (yellow) theory levels with the aug-cc-pVDZ
basis set and RI approximation.

field, shown in Fig 3.18. From this, it can be shown that an applied electric field seems to

have the opposite effect on the mIE of water when compared to an applied magnetic field.

As the field strength is increased, the mIE, and therefore, the intermolecular interaction

strength decreases, weakening the binding between the water molecules. This however, has

the same limitation that it does not involve geometry relaxation in the fields. It still provides

a qualitative analysis on how the electric field influences the hydrogen bonding within the

water cluster.

One interesting observation from these results was the erratic behaviours of the energy

for the DFT results at field strengths above 0.08 a.u., where 1 a.u. = 5:1422 × 1011 Vm−1.

These results were considered anomalous and potentially not converged therefore have been

left out of Fig. 3.18. The applied fields are significantly large which clearly has a significant

impact on the embedding potential approximation, once again potentially amplified by the

delocalisation error when using approximate exchange-correlation functionals as discussed in

section 3.3. This presents an interesting discussion on how the dipole embedding potential

is influenced by the electric field and if it remains a suitable approximation, also whether the

attenuated dipole approximation of Eq. (3.15) can help fix this convergence issue. Since

this work is primarily focused on the influence of external magnetic fields however, this

analysis and discussion is reserved for future work.
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4 Structural Optimisation of Large

Molecular Clusters in Strong Magnetic

Fields using EFM

Up to this point the implementation and use of EFM has been discussed for systems

at static geometries, however, this can only go so far as an analytic tool. The changes

in electronic structure due to an applied external field will lead to changes in the forces

applied to the atoms within the system, therefore, to have a complete analytical tool for

practical chemical investigations, the response of the forces on the atoms to the applied field

must be considered. Molecular gradients in the presence on strong magnetic fields enables

applications such as the study of chemical reactivity via geometric minima and transition

states or ab initio molecular dynamics. Recent advances have presented an efficient and

fully analytic approach to evaluate derivative integrals over LAOs.24 This was demonstrated

for a series of small molecular systems, however, it still retains the computational challenges

when utilising LAOs, therefore, extension of the EFM method to include calculation energy

derivatives would enable the application of structural optimisation within an external field,

resulting in a more comprehensive tool for studying the effect of the field on large molecular

clusters.

4.1 Implementation of Parallel Analytic Gradients in the EFM

Approach

The equation for the total energy of a large molecular cluster can be written as a

many-body expansion of specified fragments of the system, usually defined as the individual

molecules. This is outlined in chapter 3 and written here up to the two-body interaction

terms for reference,

Etotal =
X
i

Ei +
X
j>i

(Ei j − Ei − Ej) : : : (4.1)

Here Ei is the total energy of monomer i and Ei j is the total energy of the dimer made up

of fragments i and j . To enable the truncation of Eq. (4.1) and still retain a reasonable

level of chemical accuracy, we define an electrostatic embedding potential included in a

modified Hamiltonian given in Eqs. (3.2) and (3.3). Additionally introduced in chapter 3,

first derivatives of the total energy can be obtained by a similar application of the many-body

expansion, such as the derivative with respect to atomic positions. This can be written in

terms of the binary interaction approximation as,

@Ebinary

@x
=
X
i

@Ei
@x

+
X
j>i

„
@Ei j
@x

− @Ei
@x

− @Ej
@x

«
; (4.2)
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where @Ei
@x and

@Ei j
@x are the first derivatives, with respect to motion along x , of monomer i

and dimer i j respectively, within the embedding potential.

If utilising a pure many-body based approach the individual derivative calculations

are simply the molecular derivative of the specified fragment as provided by any electronic

structure software package. It additionally maintains the embarrassingly parallel nature of

EFM whereby each energy and its associated derivative can be calculated independently

and simultaneously. However, to improve the convergence of the many-body expansion,

enabling an increased level of truncation, an electrostatic embedding potential is included

as described in Eq. (3.2). As a result, how this potential impacts the forces on the atoms

and its response the to system must be considered.

4.1.1 Derivative of the Embedding Potential

In general, the response of the position of the point charges used to model the dipole

potential is considered negligible and therefore is ignored within the current implementation

of the analytical derivative expression. This results in the analytic gradient equations being

approximate. Analytical derivatives have been presented for various forms of the embedding

potential, however.208;209 Instead this is considered in an optimisation by re-calculating

the dipoles at each step. Each gradient calculation however, is performed within the self-

consistent embedding potential, therefore, the impact of this fixed potential on the atomic

coordinates must be considered. As the implementation of the dipole based embedding field

was constructed as adapted nuclear-electron integrals, where the nuclear charge was replaced

by the partial charges representing the self-consistent dipole moments, the derivative can be

constructed in the same way,
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(4.3)

This is implemented by modifying the nuclear-attraction gradient terms for LAOs introduced

in Ref. 24 and added to the existing gradient terms for the given monomer/dimer derivative

calculation.

4.1.2 Optimisation Algorithms

Calculating the force on the atoms within a system can be informative however, they

provide the most practical use when combined with an optimisation algorithm, to find the

minimum energy structure of a system. Since, even when employing LAOs, the total energy

and its derivatives must be real, standard optimisation algorithms can be employed without

alteration.24 However, whilst internal coordinates are often used for the optimisation as they

present a convenient method of representing the structure of the system,210;211 they can’t
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be conveniently applied for systems within an external field however, due to the dependence

of the energy of the system on the orientation with respect to the external field. Therefore,

Cartesian coordinates are used throughout this work. There are several different approaches

when considering a geometry optimisation, which are generally grouped by the required

variables; those that only require the energy, those that require the energy and its first

derivative, and finally those that additionally require the Hessian or second derivative of

the energy.212;213 These all balance the cost of calculating the three variables, the energy,

gradient and the Hessian, with the number of iterations required for convergence. Energy

only algorithms are the most widely applicable however, generally require the largest number

of iterations. Methods that employ the Hessian will, in general, converge in the fewest

number of iterations but requires the Hessian evaluation with each step which itself can be

extemely costly. Typically, gradient based methods are the most efficient algorithms as they

provide a good compromise of rapid convergence without the need for costly higher order

derivatives, and therefore, are the most widely employed.

Within this work a quasi-Newton line search method is employed, which can be

considered as an approximation to Hessian based optimisation algorithms. For a Newton-

based method the potential energy surface is approximated by a Taylor expansion about the

current point, r0, which when truncated at second order can be written as,

E (r) = E0 + gT0 ∆r +
1

2
∆rTH0∆r; (4.4)

where E0, g0 and H0 are the energy, gradient and Hessian for the system at coordinates r0.

The gradient of Eq. (4.4) which can be written as,

g (r) = g0 + H0∆r: (4.5)

At the minimum energy coordinate of the potential energy surface the gradient will be zero.

Setting Eq. (4.5) equal to zero leads to,

∆r = −H−1
0 g0; (4.6)

known as the Newton step. However, this requires the calculation of the Hessian. Quasi-

Newton methods remove this dependence by approximating the Hessian, whilst still deter-

mining the step according to Eq. (4.6). This presents a generally more efficient approach

compared to methods that only use the energy or the gradient directly in steepest descent

methods, and doesn’t require the costly calculation of the Hessian at each step. The initial

Hessian can be formed from a variety of approximations, such as; empirical estimations,

calculations with a lower level of theory or by simply setting it to the identity matrix. It

is then updated at each step through a given update method, for which common exam-

ples include; the Murtagh-Sargent (MS) scheme,214 the Davidson-Fletcher-Powell (DFP)

scheme215 or the Broyden-Fletcher-Goldfarb-Shanno (BFGS) scheme.216–220 The latter of

which is employed within this work and therefore, considered here, the expression for the
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update of the approximate Hessian can be written as,

H′ = H +
∆g∆gT

∆rT∆g
− H∆rT∆rH

∆rTH∆r
(4.7)

Direct expressions for updating H−1 within this model can also be defined to remove the

need to calculate Eq. (4.7) and then find its inverse. Within this work the BFGS update

method is used for a quasi-Newton optimisation where the initial Hessian is given by the

identity matrix.

Since the energy, gradients and Hessian for the total system can all be obtained from

the EFM, the optimisation algorithms require no modification and can be directly integrated

with EFM. In addition, the EFM energies/gradients/Hessians can all be calculated in a

parallel manner at each iteration within the optimisation. This has all been implemented

within the QUEST electronic structure package.

4.2 Application to Water Clusters - The Importance of Struc-

tural Relaxation

In chapter 3, many results were presented demonstrating how the effects of a magnetic

field can influence the intermolecular binding energies for water clusters. It was observed

that an external magnetic field would increase the strength of the intermolecular interactions

within water clusters, with plots of the electron density showing that the origins of this

response is complex and requires a more in depth study for a true understanding. This

investigation, although informative, does not allow for a complete analysis of the effects of

the applied magnetic field on the intermolecular interactions in the water clusters however,

particularly when considering increasingly large external field strengths. The extensions

presented within section 4.1 would produce a more complete toolset for the analysis of these

interactions, enabling the response of the structural geometry of the system not just the

electronic structure to be taken into account.

4.2.1 Application to a Cyclic Water Trimer

As a first test case, the cyclic water trimer, first considered in section 3.2.1 with

geometry shown in Fig. 3.1, is once again considered here. This represents a system small

enough that it can be treated with conventional computational methods within QUEST

enabling a comparative test case for the EFM derivatives. Table 4.1 shows the absolute errors

for the first derivative of the energy with respect to the motion of each atom along each

cartesian axis. With HF theory the EFM results in a mean absolute difference of 1:2 × 10−4

Eha
−1
0 ( 4%), demonstrating how this EFM based derivative method can achieve results

reasonably close to those for the conventional approach, within a modest deviation. More

importantly the sign of each derivative component remains the same when comparing the

conventional and EFM results. Additionally, this remains true when considering DFT which

gives a mean absolute difference of 1:7 × 10−4 Eha
−1
0 ( 2%). Since the aim of this work is

to apply the EFM to LAO based methods, it is important to ensure this general agreement
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Table 4.1: The absolute difference, at |B| = 0 a.u.,in the EFM and conventional forces
acting upon each atom within a cyclic water trimer with, geomtry as given in
table 3.2, shown in Fig. 3.1, calculated with both HF theory and DFT (with
the TPSS exchange correlation functional) and the 6-31G basis set. All values
are given in atomic units (Eha

−1
0 ).

HF / ×10−4 TPSS / ×10−4

Atom x y z x y z

O1 0.9 1.3 1.1 1.5 2.8 2.4
H1 0.2 1.7 0.9 0.7 2.4 1.6
H2 1.7 0.7 1.3 1.9 0.1 2.4
O2 1.1 2.2 3.9 2.7 1.8 3.8
H3 1.4 0.4 4.6 2.2 0.4 6.2
H4 1.4 0.0 0.0 2.1 0.7 0.8
O3 0.9 0.4 0.2 0.2 1.3 0.3
H5 0.6 0.5 0.6 1.3 0.8 1.4
H6 0.5 2.7 0.5 0.1 3.6 0.2

Table 4.2: The absolute difference, at |B| = 0:1 a.u.,in the EFM and conventional forces
acting upon each atom within a cyclic water trimer with, geomtry as given in
table 3.2, shown in Fig. 3.1, calculated with both HF theory and DFT (with
the TPSS exchange correlation functional) and the 6-31G basis set. All values
are given in atomic units (Eha

−1
0 ).

HF / ×10−4 TPSS / ×10−4

Atom x y z x y z

O1 1.1 1.0 0.8 1.3 2.4 2.0
H1 0.2 1.5 0.8 0.5 2.1 1.3
H2 2.0 0.9 1.3 2.3 0.4 2.3
O2 0.9 2.7 4.1 2.4 2.2 4.2
H3 1.3 0.1 4.5 2.1 0.1 5.9
H4 1.3 0.1 0.2 1.9 0.5 0.5
O3 1.3 0.3 0.3 0.7 1.1 0.1
H5 0.5 0.4 0.5 1.0 0.8 1.2
H6 0.7 2.9 0.4 0.0 3.9 0.3

beyond the zero field case. Table 4.2 demonstrates this for the same cyclic water trimer

exposed to an external field of strength |B| = 0:1 a.u., with direction perpendicular to the

plane of the oxygen atoms, in the same manner as within section 3.2.1. From table 4.2 its

clear that applying the EFM to calculate gradients within an external field retains the same

level of accuracy as with the zero field case. With HF theory the mean absolute difference

is 1:2 × 10−4 Eha
−1
0 (s 5%) and for DFT with the TPSS functional it is 1:6 × 10−4 Eha

−1
0

(s 2%).

As the energy derivatives present a reasonable approximation, the next step is to

consider a full geometry optimisation, once again comparing between conventional methods

and EFM for the same water trimer. The EFM method has been implemented to calculate

the energy and its first derivative which can be fed to a quasi-Newton optimiser using the

BFGS Hessian update according to Eq. (4.7). For all optimisation calculations not using

the EFM, the convergence criteria is set as; the largest element of the gradient and of the

ensuing step < 3 × 10−4 a.u., the root-mean-square of the gradient and of the ensuing
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Conventional EFM

Figure 4.1: The initial (greyed out) and final geometries for the zero field optimisation of
the cyclic water trimer from chapter 3. Optimisation was performed at the
DFT level of theory with the TPSS functional and the 6-31G basis set.

step < 2 × 10−4 a.u., and the change in energy between steps < 5 × 10−6 a.u. However,

due to the approximate nature of the gradient determined from the EFM, which neglects

the response of the dipole moments, as described in section 4.1.1, it will not converge as

accurately as with an all-electron fully analytic gradient. Therefore, when using the EFM, a

slightly different set of criteria are defined, more focused on tightly converging the step and

energy. For all EFM based optimisation calculations the convergence criteria is set to; the

largest element of the step < 6 × 10−5 a.u., the root-mean-square of the step < 4 × 10−5

a.u., and the change in energy between steps < 5 × 10−6 a.u. Fig. 4.1 shows the optimised

geometries, with the initial geometries greyed out, for the cyclic water trimer first presented

in chapter 3, optimised both with and without the EFM at zero field. Both calculations

used DFT and the TPSS exchange-correlation functional in combination with the 6-31G

basis set. Both optimisations followed almost identical optimisation paths and resulted

in near identical final geometries. The final energy of each equilibrium structure was; for

conventional DFT E = −229:250947 Eh and for EFM based DFT E = −229:252794 Eh.

The RMSD in the final atomic positions was 0.023615 Å and the RMSD in the final OH

bond lengths and angles were 0.0037 Å and 0.56◦ respectively. From this its clear that the

EFM based optimisation provides a reasonable approximation when determining minimum

energy geometries, within a small tolerance.

Once again this analysis only considers the zero field case, therefore, it is beneficial to

examine the efficacy of the EFM geometry optimisation to calculate equilibrium geometries

of molecular clusters in strong magnetic fields. Here, the application of EFM geometry

optimisation to the water trimer at |B| = 0:1 a.u. is considered. In analogy to Fig. 4.1, Fig.

4.2 shows the initial and final geometries for conventional and EFM based DFT geometry

optimisations for the cyclic water trimer. The final energies are E = −229:211643 Eh and

E = −229:199348 Eh for the conventional and EFM calculations respectively. The RMSD

in the final atomic positions were 0.0971 Å and the RMSD in the final OH bond lengths

and angles were 0.0047 Å and 0.66◦ respectively. These deviations are similar to the those

at zero field suggesting that the EFM can be expected to give a good approximation for a

geometry optimisation with an external magnetic field.
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Conventional EFM

Figure 4.2: The initial (greyed out) and final geometries for the zero field optimisation of
the cyclic water trimer from chapter 3. Optimisation was performed at the
DFT level of theory with the TPSS functional and the 6-31G basis set. The
initial geometry was taken form table 3.2.

Figure 4.3: The difference in the electron density between the full system and its isolated
monomers, of the TPSS-EFM optimised water trimer at |B| = 0:1 a.u. (left).
The electron density at the |B| = 0 a.u. equilibrium geometry (right).

Reassuringly, the interaction energy, taking into account the geometry relaxation

effects, still decreases when the external field is introduced. For the cases presented here,

shown in Figs. 4.1 and 4.2, the interaction energy decreases by 2.79 kcal mol−1. The

magnitude of this change is a factor of s 2 larger for the fixed trimer geometry presented

in chapter 3, in the same field. This demonstrates the importance of geometry relaxation

effects when a strong external field is applied. For this case the change in interaction energy

from |B| = 0 a.u. to |B| = 0:1 a.u. was -1.15 kcal mol−1. An analysis of the electron

density, see Fig. 4.3 of this optimised geometry reveals that the dominant interaction is still

the hydrogen bonding, however, when comparing to a calculation of the electron density at

zero field with this geometry shows the same build up of density within the centre of the

trimer. This also coincides with the difference in the final geometries of the water trimer at

zero field and at |B| = 0:1 a.u., this difference is very minimal but does show a compression

of the cyclic trimer.
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Interaction Energy / Eh

|B| / a.u. Initial Geometry Optimised Geometry

0.00 -0.12181011 -0.34090596
0.01 -0.12189308 -0.33897596
0.10 -0.12977458 -0.34435781

Table 4.3: The interaction energy for a (H2O)21 cluster with and without the response of
the structural geometry within the external field.

4.2.2 Application to Larger Clusters

To this point it has been demonstrated that the EFM approach to geometry optimisa-

tion works with a comparative example for a water trimer, however, the aim of this work

is to apply this to increasingly large clusters. Therefore, as a proof of concept the EFM

based HF/6-31G geometry optimisation of a (H2O)21 cluster, taken from the same MD

snapshot that generated the (H2O)103 cluster in chapter 3, is considered at three different

field strengths, |B| = 0 a.u., |B| = 0:01 a.u. and |B| = 0:1 a.u. The optimisations are

shown in Figs. 4.4, 4.5 and 4.6 respectively. It is clear from each that, as expected, the

optimisation compresses the overall geometry since the initial geomtetry is taken from a

snapshot of a molecular dynamics (MD) simulation, following the steps outlined in chapter

3, the MD simulation includes a periodic cell with > 21 water molecules. Once again how

the interaction energy varies when the geometry relaxation of the water cluster is considered,

these values are shown in table 4.3. These results show how from |B| = 0:0 a.u. to |B| = 0:1

a.u., the expected decrease in the interaction energy is observed. However, for the much

smaller change in field strength between |B| = 0:0 a.u. to |B| = 0:01 a.u., an increase in the

interaction energy is observed corresponding to a decrease in the intermolecular interaction

strength. This contradicts what was observed in the results from chapter 3 leading to the

conclusion that geometry relaxation within the external field must be very significant in

accurately describing the response to the change in field strength. However, the analysis

in section 3.4 considers a much larger cluster in an attempt to approximate a bulk system.

In addition, when considering these types of systems, they will exhibit potential energy

surfaces with many local minima. This would imply that the use of conformer searching

potentially using molecular dynamics is essential to locate the true equilibrium structures for

an accurate discussion. This further highlights one of the potential uses of these types of

EFM approaches, creating a very accessible option for combined quantum mechanical and

molecular dynamics studies. Recent advances have introduced magnetic fields to molecular

dynamics simulations,221–224 therefore, opening the possibility of using these to generate

conformers which can then be more accurately studied using EFM. Applying this approach

to clusters of the size considered in section 3.4, to improve upon its analysis, is ongoing

work.
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Figure 4.4: The initial (greyed out) and final geometries for the HF/6-31G optimisation
of a (H2O)21 cluster at |B| = 0:00 a.u. using the EFM.

Figure 4.5: The initial (greyed out) and final geometries for the HF/6-31G optimisation
of a (H2O)21 cluster at |B| = 0:01 a.u. using the EFM.
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Figure 4.6: The initial (greyed out) and final geometries for the HF/6-31G optimisation
of a (H2O)21 cluster at |B| = 0:10 a.u. using the EFM.

80 Chapter 4 Structural Optimisation of Large Molecular Clusters in Strong Magnetic Fields using EFM



5 Analysing Magnetically Induced

Currents in Molecular Systems

The analysis of magnetically-induced current susceptibilities is a well-established

approach that can provide a wealth of chemical information for understanding molecular

magnetic properties and interactions225–232. Such current susceptibilities have been deter-

mined via a range of gauge-origin independent electronic-structure approaches. In the present

work, LAOs have been utilised, as done by Jusélius, Gauss and Sundholm233;234 to determine

magnetically induced current susceptibilities in molecular systems. The physical current

is routinely calculated in the application of non-perturbative current-density-functional

approaches15;19;235 for molecules in magnetic fields. The magnetically induced currents

can then be easily computed by finite differences from the physical current, evaluated for

a small perturbative magnetic field applied along one Cartesian axis. The use of such a

non-perturbative approach also allows for the determination of current densities directly as

a function of magnetic field strength.

5.1 The Magnetically Induced Current and Current Suscepti-

bility

Existing implementations are available for determining the magnetically induced

current susceptibilities, however, they typically require the calculation of magnetic response

properties. This is widely accessible for traditional DFT, whereas, very few implementations

of linear response calculations within a CDFT frameworks exist. The need for linear response

calculations can be avoided however, since we can access these quantities as a direct

byproduct of our nonperturbative calculations.

Within QUEST we can determine the LAO one-particle density matrix at both the

HF and, more importantly, the CDFT levels in the presence of a static, arbitrary strength,

uniform magnetic field. The charge density at a given grid point can then be calculated

as,

ȷ (r) =
X
ff

X
ab

Dffab!a (r)!∗
b (r) ; (5.1)

and the paramagnetic current density as,

jp (r) = − i
2

X
ff

X
ab

Dffab
ˆ
(∇!a (r))!∗

b (r) − !a (r) (∇!b (r))∗
˜
: (5.2)

The physical current density is then constructed as,

j = jd + jp = ȷA + jp: (5.3)

The induced-current susceptibility can be evaluated from three SCF calculations, in which
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the external magnetic field is aligned along each of the three orthogonal Cartesian axes,

respectively. With a weak field along each Cartersian direction fi , the partial derivative

JBfi (r) =
@j(r)

@Bfi
(5.4)

can be evaluated numerically, yielding the current density susceptibility tensor.

Once the induced-current susceptibility tensor is determined, it is possible to determine

the NMR shielding tensor for a nucleus, K with associated magnetic moment MK . To lowest

order, the energy of a nuclear magnetic moment Mk with vector potential AK(r) = —0

4ı
MK×rK
r3K

in an electronic system with current density j (r) is given by
R
AK(r) · j(r)dr, yielding the

following expression for the shielding constant:236

ffK;¸;˛ =

Z
dAK(r)

dMK;˛
· dj(r)

dB¸
dr: (5.5)

5.1.1 Functional Dependence

The Biot-Savart Law in Eq (5.5) provides a direct way to assess the quality of

magnetically induced currents in the vicinity of nuclei. Furness et. al 19 demonstrated

how the cTPSS functional gives modest improvements over GGA level functionals such as

the Perdew-Burke-Ernzerhof (PBE) functional when evaluating NMR shielding constants.

Here, the use of hybrid (cTPSSh) and range-separated hybrid (cTPSSrsh) forms of the

cTPSS functional are considered. The cTPSSh functional was constructed from 10%

orbital-dependent exchange and 90% of the cTPSS exchange functional. The construction

of cTPSSrsh follows that of Goll et. al 237. Comparison between these functionals and a

conventional linear response approach at the CCSD(T) level for the calculation of isotropic

NMR shielding constants of a benchmark set of 27 small molecules has been investigated in

the current work. In line with previous results, cTPSS offers modest improvements over

GGA level approximations, with mean absolute error of 25.3 ppm. Moreover, cTPSSh and

cTPSSrsh offer only small improvements with mean absolute errors of 24.6 and 25.3 ppm

respectively. The following sections deal with current densities associated with chemical

bonds. At the midpoint of a bond, the current density is sensitive to the delocalization

of electronic charge, resulting in potentially less accurate current densities when using

GGA-type functionals due to their associated delocalization errors238. To some extent this

can be corrected for by using hybrid functionals, therefore, due to this observation, and the

only limited additional improvement of cTPSSrsh, the cTPSSh functional will be used for

the remainder of this chapter.

5.2 Quadrature Schemes for Analysis of Magnetically Induced

Currents

The physical current density is a rich source of chemical information; its topol-

ogy reflects the chemical structure of the molecule and the interaction of the electronic

structure with an externally applied magnetic field. Magnetically induced current suscepti-
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bilities have long been used in ring-current models to provide insight into nuclear-magnetic-

resonance (NMR) chemical shifts226;239–241 and as a criterion for assessing the aromaticity

of molecules242. They give insight into electron delocalisation243–246 and their analysis has

also been applied to probe hydrogen bond strengths245;247;248. Nonetheless, the physical

induced current j is a complicated vectorial quantity associated with a particular orientation

of the applied magnetic field B with respect to the molecular frame. The induced current

density susceptibility JBfi is a tensorial quantity, reflecting the vectorial nature of both the

applied magnetic field and the induced physical current density. As such, the analysis of

these quantities is less straightforward than that for simple scalar quantities.

In general, there are two main approaches that may be used for the analysis of currents

induced in molecular systems by external magnetic fields. The first of these are integration

techniques which, by constructing numerical quadratures over two-dimensional planes, allow

the current density to be probed in specific parts of a molecule.233;234. Secondly, topological

techniques employing concepts from vector-field analysis such as separatrices and stagnation

graphs are used to analyse the induced current fields232;249–251. Both approaches can provide

quantitative information on the nature of the electron delocalisation in chemical species and

their interactions with external fields.

In this work, QUEST35 was extended to include functionality to provide flexible

quadratures to allow for integration of the current passing user-defined planes, giving

measures of ring and bond currents in molecular systems. Fig. 5.1 demonstrates this for

the napthalene molecule. On the left, the current is plotted for a plane 1 bohr above the

molecular plane. This was determined by applying a weak field of 0.001 a.u. in the direction

normal to the molecular plane. There is a strong global ring current following the C–C

bonds, which can be measured by means of an integration plane. The right-hand panel of

Fig. 5.1 demonstrates this, where the position of the plane is indicated by the red line. It

bisects 3 C–C bonds and extends 10 bohr above and below the molecular plane. Integration

over the whole plane gives zero current by symmetry, as seen from the bond-current profile,

constructed by slicing this plane into 1000 segments and then integrating the current passing

each segment. The resulting profile is symmetric and describes the main features of the

magnetically induced current: the outer large peaks correspond to the global perimeter

current, while the smaller central features correspond to current vortices localised on each

ring.

For this small, highly symmetric molecule, one could analyse the strength of the

magnetically induced current further by integrating over smaller planes that localise values

to rings or bonds. An obvious approach would be to construct planes with their origin in

one of the ring centres, bisecting a chosen bond and extending away from the molecule

until the magnitude of the current is negligible. For the central C12–C13 bond (see Fig.

5.2 for numbering), the plane can be chosen to extend from one ring centre to the other;

integration of the current passing through this plane gives zero by symmetry. Integration

over a plane bisecting the C9–C10 bond gives an integrated current strength of 13.1 nA/T

at the cTPSSh/6-31G* level. This relatively strong diatropic current is consistent with

the magnetic criterion for aromaticity and the cTPSSh current profile is similar to those in
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(a) Naphthalene z=1.0 bohr

(b) Pentalene z=1.0 bohr

Figure 2: Bond current visualisation in a magnetic field of strength 0.00001B0 perpendicular to the plane

of the molecule, calculated in QUEST with a cTPSS functional and 6-31G* basis. The units of intensity

are A T�1. 19

Figure 5.1: The magnetically induced current j (a.u.) in a field of 0.001 a.u. perpendicular
to the molecular plane (left). The current profile (nA/T), calculated for a
plane extending 10 bohr above and below the molecular frame along the
red line shown in the inset, where y = 0 is positioned in the centre of the
C12-C13 bond (right).

previous studies226.

Whilst the naphthalene molecule is a simple planar system, it highlights two common

issues encountered when attempting to analyse molecular currents by setting up local

quadratures. Firstly, the integrated current susceptibility calculated is dependent on the

area of the integration plane—in this case, a large plane is used to capture the whole ring

current value. Secondly, it may not always be possible to use such large integration planes

without intersecting another bond vector—for example, the plane used for the C9–C10 bond

from ring centre to ring centre will have a different spatial extent to that starting at a ring

centre, bisecting the C12–C13 bond and continuing to a distance far from the molecule.

This issue is commonly encountered for more complex structures, particularly if they are

non-planar.

5.2.1 Disc-based Quadrature Schemes

For the 2D square planar integration discussed so far, Gauss–Legendre quadrature is

used, similar to that employed by the GIMIC program233;234. Here we set up bond-centred

disc quadratures using the Elhay–Kautsky method252;253, where the integral of a function F

in the xy plane is calculated as

I(F ) ≈ ır2c

n„X
j=1

nrX
i=1

wiF (xi ; yi ) (5.6)

where rc is the radius of the disc, n„ is the number of angular nodes, nr is the number of

radial nodes and wi are the quadrature weights. It is recommended to use n„ = 2nr for a

balanced integration of angular and radial coordinates. QUEST provides structural analysis

techniques to determine the bonded atom pairs, for which the average of the covalent radii

is used as rc . The quadrature is then constructed for each bond initially in the xy plane,

before being translated to the bond centre and rotated so that the normal to the centre

of the disc lays along the bond vector. In this manner, small 2D disc quadratures can be
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Figure 5.2: Bond currents assigned by use of the disc-based quadrature (nA/T) for
cyclobutadiene, benzene, pyridine, naphthalene, pentalene and bispentalene
annelated naphthalene. C-H currents are shown in green, C-C currents in
red and C-N currents in orange. All values calculated at the cTPSSh/6-31G*
level.

rapidly constructed for each bond in the molecule. The result of this procedure is illustrated

for the benzene molecule in Fig. 5.3. Here a small quadrature with n„ = 10 and nr = 5 is

shown for illustration purposes. From the top view, the different radial extent of the C–C

and C–H quadratures is clear: from the oblique view, the radial and angular structures of the

disc quadratures are visible. In practice, the values of n„ and nr are user inputs. In this work,

n„ = 100 and nr = 50 quadratures were used for all bonds, as preliminary tests indicate that

the current integrals evaluated with these quadratures are already tightly converged.

To test the utility of this quadrature to distill complex current-density vector fields

into bond current susceptibilities, we have applied it to a range of previously studied planar

ring structures. The results are shown in Fig. 5.2 and Table 5.1, where we report the

integrated current norm. All molecules were optimized at the PBE0/6-31G* level254;255

using density fitting256;257 with the def2-QZVPP auxiliary basis and the auxiliary density

matric methods (ADMMs) approximation258;259, with 3-21G as the ADMM auxiliary basis

using the LSDALTON program260;261. Clearly, the bond current susceptibilities give a good

qualitative representation of the current density vector field. For example, the naphthalene

bond current susceptibilities reflect the perimeter current in Fig. 5.1. The bond current

susceptibilities in cyclobutadiene, benzene and pentalene reflect their highly symmetric
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Figure 5.3: The disc-based quadrature applied to the benzene molecule, top view (left)
and oblique view (right). In this case a modest quadrature with n„ = 10 and
nr = 5 is plotted to show the radial structure. The different spatial extents of
the C-C (green) and C-H (red) quadratures are determined by the average of
the covalent radii of the two atoms involved in each bond.

structures. Those in pyridine are most intense around the C–N bonds, as expected. By

inspection of the current density plots in tandem with the bond current susceptibilities, it is

clear that those for cyclobutadiene and pentalene are consistent with the anti-aromatic nature

of these molecules, whilst those for benzene, naphthalene and pyridine are consistent with

their aromatic nature. Numerically, the disc-quadrature-based bond current susceptibilities

are smaller than those reported for the planar quadratures. In Ref. 234, for example, the

benzene current is reported as 11.8 nA/T at the B3LYP/def2-TZVP level, compared with

4.2 nA/T in the present calculations. This difference is because the planar quadratures used

in Ref. 234 are designed to capture the entire ring current, whilst the smaller quadratures

used here capture only the environment local to the bond centre.

A more challenging case is bispentalene annelated naphthalene (BPAN), previously

studied using GIMIC by Sunholm, Berger and Fliegl262. Cao et al.239 synthesised and

characterised organic compounds with two pentalene units annelated with a naphthalene

moiety in 2015. As the molecule has 22ı electrons, Hückel’s rule would predict the molecule

to be aromatic. However, an upfield shift of pentalene hydrogen atoms was measured using

NMR spectroscopy indicating anti-aromaticity. The disc quadrature used in the present work

leads to conclusions similar to those obtained via the GIMIC analysis in Ref. 262—namely,

that the pentalene moieties remain strongly anti-aromatic, whilst the central naphthalene

moiety is weakly aromatic. These observations have been used to rationalise the experimental

observations of Cao et al.239. Here they further establish the validity of our simplified

quadrature.

Furthermore, since all bond types are treated with the same averaged covalent radii,

the intensity of the currents may be consistently compared between systems. In Table 5.1,

for example, we see that the C–C bond currents in the anti-aromatic systems are generally

more intense that those in the aromatic systems.
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Table 5.1: Bond currents for the planar ring systems cyclobutadiene, benzene, pyridine,
naphthalene, pentalene and bispentalene annelated naphthalene (nA/T). The
atomic numbering is shown in Fig. 5.2.

Molecule Bond Bond Length Atom Nos. HF LDA PBE PBE0 cTPSS cTPSSh cTPSSrsh

Cyclobutadiene C-H 2.047 5-2, 6-3, 7-4, 8-1 0.93 1.21 1.29 1.17 1.25 1.20 0.84
C-C 2.967 6-5, 8-7 12.69 13.15 12.65 12.73 12.41 12.46 12.85
C-C 2.520 7-6, 8-5 12.80 13.13 12.61 12.72 12.39 12.45 12.84

Benzene C-H 2.053 7-3,8-1, 9-2, 10-5,
11-6,12-4

1.82 1.66 1.52 1.68 1.54 1.60 1.85

C-C 2.631 8-7, 9-8, 10-9, 11-
10, 12-7, 12-11

4.40 4.13 4.08 4.17 4.17 4.20 4.26

Pyridine C-H 2.057 6-1, 10-3 1.06 0.92 0.82 0.92 0.83 0.87 1.08
C-H 2.051 7-2, 9-5 1.62 1.41 1.29 1.46 1.33 1.39 1.64
C-C 2.631 7-6, 10-9 4.40 4.18 4.12 4.22 4.20 4.23 4.31
C-H 2.053 8-4, 1.87 1.70 1.55 1.72 1.58 1.64 1.90
C-C 2.628 8-7,9-8 4.13 3.90 3.87 3.95 3.96 3.98 4.02
C-N 2.521 11-6,11-10 7.62 7.38 7.39 7.45 7.48 7.50 7.43

Pentalene C-H 2.047 7-2, 14-5 0.32 0.23 0.34 0.16 0.33 0.26 0.30
C-H 2.046 8-3, 12-6 0.94 0.48 0.35 0.56 0.35 0.43 0.96
C-C 2.558 8-7, 14-12 8.10 12.14 11.64 10.85 11.38 11.11 9.15
C-C 2.774 9-8, 12-10 7.44 11.41 10.97 10.15 10.72 10.44 8.43
C-C 2.746 10-9, 0.04 0.06 0.06 0.06 0.06 0.06 0.05
C-H 2.050 11-1, 13-4 0.67 0.20 0.13 0.28 0.13 0.18 0.66
C-C 2.814 11-7, 14-13 7.64 11.62 11.15 10.35 10.90 10.63 8.73
C-C 2.558 11-10, 13-9 7.57 11.73 11.26 10.38 10.98 10.68 8.60

Naphthalene C-H 2.052 9-1, 10-2, 16-6,
17-7

1.89 1.77 1.62 1.77 1.64 1.69 1.92

C-C 2.595 11-10, 14-9, 16-5,
18-17

4.85 4.67 4.62 4.69 4.70 4.72 4.70

C-H 2.055 11-4, 14-3, 15-5,
18-8

1.53 1.30 1.20 1.36 1.24 1.30 1.51

C-C 2.669 10-9, 17-16 4.86 4.70 4.65 4.72 4.73 4.75 4.72
C-C 2.676 12-11, 14-13, 15-

13, 18-12
4.96 4.83 4.76 4.84 4.86 4.88 4.85

C-C 2.697 13-12, 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BPAN C-H 2.053 13-8, 20-6 1.62 1.28 1.14 1.35 1.15 1.23 1.64
C-C 2.649 14-13, 21-20 2.85 1.28 1.22 1.60 1.21 1.36 2.58
C-C 2.649 15-14, 22-21 9.92 9.38 9.20 9.81 9.27 9.55 10.01
C-C 2.659 16-15, 22-17 2.91 0.62 0.66 1.39 0.78 1.08 2.59
C-C 2.736 17-16 0.00 0.00 0.00 0.00 0.00 0.00 0.00
C-H 2.049 18-7, 19-5 1.58 1.25 1.12 1.32 1.12 1.20 1.60
C-C 2.605 18-13, 20-19 2.54 0.12 0.18 0.96 0.30 0.62 2.19
C-C 2.676 18-17, 19-16 2.59 0.18 0.26 0.99 0.38 0.68 2.23
C-H 2.051 23-9, 29-4 0.53 0.13 0.05 0.20 0.05 0.10 0.55
C-C 2.788 23-14, 29-21 6.98 9.05 8.80 8.54 8.73 8.65 7.52
C-C 2.772 25-15, 31-22 6.64 8.71 8.48 8.20 8.40 8.32 7.11
C-C 2.760 25-24, 31-30 0.39 0.12 0.10 0.13 0.08 0.08 0.25
C-H 2.045 26-11, 32-2 1.02 0.70 0.56 0.73 0.54 0.61 1.07
C-C 2.757 26-24, 33-30 6.55 9.17 8.92 8.47 8.83 8.67 7.19
C-H 2.047 27-12, 34-3 0.41 0.06 0.11 0.08 0.12 0.07 0.43
C-C 2.564 27-26, 34-33 7.12 9.68 9.38 9.00 9.30 9.17 7.78
C-H 2.048 28-10, 32-1 0.76 0.42 0.28 0.45 0.27 0.34 0.81
C-C 2.562 28-25, 32-31 6.63 9.27 8.99 8.55 8.89 8.74 7.30
C-C 2.797 28-27, 34-32 6.77 9.35 9.06 8.65 8.98 8.84 7.48
C-C 2.558 24-23, 30-29 7.12 9.35 9.08 8.75 8.99 8.88 7.59
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Figure 5.4: Disc quadratures for the bowl (left) and cage (right) isomers of C20. The
use of covalent radii to setup the bond centred quadratures avoids the
discs intersecting, allowing their use for 3D structures. For clarity, simple
quadratures with n„ = 10 and nr = 5 are shown. For the cage isomer only
the 3 closest discs are shown to avoid occlusion.

5.2.2 3D Structures

A potential advantage of the disc-based quadrature is its utility for compact 3D

structures. To explore this, the ring, bowl and cage isomers of C20 are considered. The

geometries were optimised at the PBE0/6-31G* level using density fitting in the df-def2

auxiliary basis and the ADMMS approximation in the 3-21G ADMM auxiliary basis, yeilding

structures close to D10h, C5v and D3d symmetries respectively. The stability of these isomers

has been studied extensively263–265, using a range of quantum-chemical methods, including

accurate coupled-cluster methods265.

Fig. 5.4 shows the disc-based quadratures for the bowl and cage isomers, as pro-

totypical 3D cases. The bowl exhibits relatively weak curvature and the quadrature discs

remain well separated. In the right panel of Fig. 5.4, only the three nearest disc quadratures

are shown for clarity. Reassuringly, none of the disc quadratures intersect in this relatively

compact structure, comfirming the applicability of this quadrature to general systems.

The bond current susceptibilities for each isomer are shown in Fig. 5.5. For the

ring isomer alternating values are obtained, consistent with alternating bond lengths. The

intensities of 33.59 and 31.31 nA/T are characteristic of strong anti-aromaticity. For the

bowl isomer, the central pentagon exhibits bond current susceptibilities of 7.03 nA/T, with

weaker values of 2.68 nA/T for the spokes bonds between inner ring and the perimeter, and

alternating perimeter values of 2.18 and 4.59 nA/T at the cTPSSh/6-31G* level. The cage

structure has a wider range of bond lengths and bond current susceptibilities; see Table 5.2

for details. Generally, the bond current susceptibilities are similar between the PBE, PBE0,

cTPSS and cTPSSh functionals, with cTPSSrsh more closely resembling HF values and

LDA giving somewhat different currents.
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Figure 5.5: Bond currents, assigned using the disc-based quadrature for the ring (left)
and bowl (centre) isomers of C20. The atomic numbering is shown for the
cage isomer and the bond current values are shown in Table 5.2

Table 5.2: Bond currents for the bowl, cage and ring isomers of C20. The atomic
numbering is shown in Fig. 5.5.

Molecule Bond Bond Length Atom Nos. HF LDA PBE PBE0 cTPSS cTPSSh cTPSSrsh

C20 Ring C-C 2.333 2-1,4-3,6-5,8-
7,10-9,12-11,14-
13,16-15,18-
17,20-19

34.29 41.83 40.13 26.97 38.90 33.59 33.60

C-C 2.541 3-2,5-4,7-6,9-
8,11-10,13-12,15-
14,17-16,19-
18,20-0

31.97 38.84 37.34 25.06 36.29 31.31 31.24

C20 Bowl C-C 2.688 2-1, 3-2, 4-3, 5-1,
5-4

7.36 6.94 6.87 7.13 6.92 7.03 7.17

C-C 2.692 6-1,7-5, 10-2, 13-
3, 16-4

2.08 2.48 2.63 2.51 2.75 2.68 2.20

C-C 2.672 8-7, 9-6, 11-10,
12-6, 14-13, 15-
10, 17-16, 18-13,
19-7, 20-16

4.66 4.49 4.51 4.51 4.61 4.59 4.46

C-C 2.358 9-8, 12-11, 15-14,
18-17, 20-19

1.56 2.12 2.12 1.96 2.27 2.18 1.72

C20 Cage C-C 2.725 2-1, 18-11 2.38 2.24 2.31 2.18 2.30 2.23 2.20
C-C 2.653 3-1, 18-17 4.46 5.08 5.00 4.81 4.99 4.91 4.53
C-C 2.870 4-3, 17-14 2.93 3.92 3.96 3.62 3.99 3.84 3.00
C-C 2.719 5-2, 11-10 2.05 2.15 2.23 2.02 2.21 2.11 1.94
C-C 2.654 5-4, 15-10 4.68 5.16 5.07 4.91 5.07 5.00 4.67
C-C 2.709 6-3, 1.49 2.00 1.93 1.83 1.89 1.86 1.77
C-C 2.716 7-6,16-15 1.50 0.67 0.64 0.83 0.67 0.74 1.20
C-C 2.705 8-4,14-13 1.73 2.09 2.01 1.95 1.97 1.95 1.92
C-C 2.716 8-7,15-13 1.42 0.49 0.46 0.67 0.49 0.56 1.11
C-C 2.750 9-6,20-16 3.34 2.12 2.08 2.44 2.08 2.24 2.98
C-C 2.833 10-9, 20-5 5.08 6.95 7.00 6.38 7.00 6.73 5.37
C-C 2.715 11-7, 15-2 3.66 2.16 2.15 2.64 2.19 2.39 3.17
C-C 2.827 12-1, 19-18 4.87 6.79 6.85 6.22 6.85 6.58 5.22
C-C 2.639 12-9, 20-19 5.19 7.78 7.74 7.02 7.65 7.36 5.82
C-C 2.752 13-12, 19-8 3.57 2.32 2.29 2.65 2.29 2.44 3.18
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Figure 5.6: Magnetically induced currents (a.u.) for the benzene molecule in its ground
state, for a field of 0.001 a.u. perpendicular to the molecular plane. The
current is plotted in the molecular plane (left) and 1 bohr above the molecular
plane (right).

5.3 Magnetically Induced Current Susceptibilities and Excited

States

The disc-based and planar quadratures in QUEST provide a flexible suite of tools for

the analysis of magnetically induced current densities in molecular systems. Additionally,

the analysis of spin-resolved current densities is available within the QUEST implementation.

This is particularly important if one wishes to examine the current densities of not only

ground but also excited states. A prototypical example is the benzene molecule. In the

ground state, the ¸ and ˛ spin currents are the same; these are plotted in Fig. 5.6. In the

left panel, the in-plane currents show the current pathways in the ff framework, whilst the

currents 1 bohr above the plane show the ı currents.

Papadakis and Ottosson266 have highlighted the ‘Jekyl and Hyde’ character of the

benzene molecule, with its first triplet excited state exhibiting strong anti-aromaticity

according to Baird’s rule267. The spin-resolved magnetically induced currents are shown in

Fig. 5.7 for a field of 0.001 a.u. perpendicular to the molecular plane. In such a field, the

first excited state with two unpaired ˛ electrons is lowest. The spin-resolved currents of

this state can be directly accessed via an SCF calculation. The ¸ current in the left-hand

panel of Fig. 5.7 is slightly more compact relative to the ring centre than the ˛ current

in the right-hand panel. The intensity of the ¸ current is also lower, reflecting the larger

population of ˛ spin electrons.

5.4 Magnetically Induced Currents in Strong Fields

An advantage of the non-perturbative approach to calculating magnetically induced

currents is the ability to study systems explicitly as a function of field strength, beyond

the perturbative regime. The BH molecule is a classic example of a closed-shell system

exhibiting paramagnetism. This paramagnetism has been rationalised in terms of a simple

two-state model in Ref. 13, which leads to a ground-state energy that first decreases in the
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Figure 5.7: Magnetically induced currents (a.u.) for the benzene molecule in its first
excited state, for a field of 0.001 a.u. perpendicular to the molecular plane.
The ¸-spin current (left) and the ˛-spin current (right), plotted 1 bohr above
the molecular plane.

presence of a magnetic field perpendicular to the bond axis, before rising diamagnetically.

This behaviour is shown in the insets in Fig. 5.8. For reference, the behaviour of the ground

state with the magnetic field oriented parallel to the bond axis is also shown, exhibiting a

state crossing at approximately 0.25 a.u. Here we focus on a perpendicular field ranging

from 0.0 to 1.0 a.u.

Fig. 5.8 presents the magnetically induced currents in fields of 0.05, 0.25, 0.45 and

0.80 a.u. perpendicular to the bond axis (corresponding to the ground-state orientation in

a magnetic field). As expected, the currents at 0.05 a.u. are strongly reminiscent of the

magnetic current susceptibilities presented for this molecule in Ref. 226. They feature a

large paratropic vortex around the B atom (left) and a weaker diatropic vortex closer to

the H atom (right). As the field strength increases, the paratropic vortex is attenuated at

0.25 a.u., close to the transition between paramagnetic and diamagnetic behaviour. The

paratropic current becomes localised much more closely to the B atom and the magnitude

of the paratropic and diatropic currents become essentially equal on the B and H atoms,

respectively. At 0.50 a.u. the currents become weaker in magnitude, but the diatropic

circulations now envelop the entire molecular volume and the energy of the system rises

diamagnetically. This trend continues at higher fields as the energy of this state continues

to rise.
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Figure 5.8: Magnetically induced currents (a.u.) for the BH molecule in strong magnetic
fields calculated in the primitive aug-cc-pV5Z basis. The field is applied
perpendicular to the bond axis with strengths of 0.05 (top left), 0.25 (top
right), 0.50 (bottom left), 0.80 a.u. (bottom right). At fields significantly
below 0.25 a.u. a paratropic vortex dominates around the B atom, as the
field increases this vortex is attenuated and becomes spatially much more
localised to the B atom. At very strong fields the current circulations become
almost entirely diatropic as the energy rises diamagnetically.
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6 Molecular Visualisation and

Manipulation for EFM Applications

When studying molecular systems, a molecular editor and visualiser can be incredibly

useful to quickly build and view complex 3D molecular systems. There are many different

options when it comes to choosing a visualiser including popular options such as, IQMol,

Avogadro, VMD etc. Each will have their own advantages over the rest, for example IQMol

directly interfaces with the QChem software package and therefore, is the go to visualiser for

QChem users. Whilst developing the various methods detailed within this thesis it became

apparent that no single molecular visualiser contained all the features one might require when

studying molecular systems with fragmentation methods, or systems exposed to external

fields. Due to the general difficulty when attempting to introduce new features into existing

visualisers, I have endeavoured to create a new molecular editor/visualiser, QuestView, with

the aim that it presents all features one would require when using the techniques previously

discussed in this work, whilst also providing an easy route to introducing new features in

the future.

6.1 Development of a Python Based Desktop Application

As QUEST is predominantly python based, due to its overall accessibility when

developing new features, it was chosen as the base coding language for developing an

accompanying molecular visualiser. Python offers several different approaches when creating

a graphical user interface (GUI) based desktop application, however, the Qt framework

offered a wide range of functions which would lend themselves to the accessible development

of a cross-platform python based GUI application. Qt is written in C++ therefore, requires

bindings when being used within other coding languages. The relevant python bindings are

available via the PyQt5 package.

6.1.1 PyQt5

Qt is a development framework for the creation of GUI based applications with a wide

array of functionality going beyond the simple user-interface design including, but not limited

to, abstractions for threading, structured query language (SQL), extensible markup language

(XML), multimedia frameworks and OpenGL graphics rendering. Typically, applications

consist of a collection of windows with embedded objects, called widgets, controlling the

interactive functionality. It employs a signal/slot mechanism for communication between

objects which is a type-safe method for interaction between the many widgets within a

given application. It is cross-platform, supported across desktop, web and mobile integrating

directly with the windowing system on the target platform. In addition, there is support for

a wide range of platform specific plugins that can be added into a code base to adapt for

specific situations if required.
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Figure 6.1: Main window for the QuestView application designed with PyQt5

Fig 6.1 shows the PyQt5 based main window for the QuestView application. It is

designed as a QMainWindow object with several embedded widgets to add functionality.

Some of the key features have been highlighted;

1. Main menus provided by the QMenuBar widget.

2. Quick access tools provided by the QToolBar widget, with icon images included via

the QIcon method.

3. Main visualisation window for rendering 3D graphics, provided by the QOpenGLWidget

widget.

4. A command console providing a text interface via a QTextBox widget.

5. A text box for inputting text commands, provided by a QLineEdit widget.

6.1.2 PyOpenGL

Once the main framework for a desktop application had been constructed, the next task

was to develop the graphics processing engine for 3-dimensional visualisation of molecular

data and properties. Due to the desire to ensure QuestView was entirely cross-platform, the

OpenGL graphics application programming interface (API) was the obvious choice, when

considering graphical rendering options, as it can be utilised across most major modern

operating-systems (OS). Additionally, PyQt5 contains functionality specifically designed

to work with the OpenGL API. OpenGL is developed by the Khronos Group , a non-profit
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consortium who publish and maintain various interoperability standards, and is implemented

directly via graphics processing unit (GPU) vendors. It can be used, within a python based

application, via the python bindings in the PyOpenGL python package and with the built-in

QOpenGLWidget from PyQt5.

The Qt5 OpenGL Widget

Alongside its other benefits, OpenGL was chosen as Qt5 contains a class specifically

designed to display OpenGL graphics within a Qt application, the QOpenGLWidget class.

When invoked it will create a viewport widget which can be placed anywhere within the

application window, see Fig 6.1 for an example. QOpenGLWidget provides three main

functions for controlling graphics rendering within the created viewport,

• paintGL() - Deals with the rendering of the OpenGL scene and is called any time

the widget is updated.

• resizeGL() - Deals with creating the viewport and the 3D projections used when

rendering. It is called whenever the widget is resized.

• initializeGL() - Deals with creating any OpenGL resources used throughout the

program. This is called once when the widget is first created.

The main benefit of these functions within the OpenGLWidget class is the background tasks

Qt performs when they are called, such as ensuring the viewports OpenGL framebuffer

object is the currently bound context when calling paintGL. This can significantly ease the

development process, particularly if dealing with multiple OpenGL contexts. In addition to

these, Qt packages up many common OpenGL function calls within the functions of the

QOpenGLWidget class for ease of use and to ensure correct cross-platform behaviour.

OpenGL Shaders

In general OpenGL controls how data is communicated between the main program,

based on the CPU, and the graphics rendering which takes place on the GPU. However, it

does not directly tell the GPU how to process the data it has been sent, for this we develop

shaders. Shaders are programs, written in the OpenGL shading language (GLSL), which

are compiled and run directly on the GPU and control how the data passed by the CPU is

processed. There are two key types of shaders within any basic OpenGL based program, a

vertex shader and a fragment shader.

Vertex shaders typically control where within the viewport an object will appear. In

general OpenGL developers employ the model × v iew × projection transformation model.

An object’s vertex data will have been loaded into a vertex buffer object (VBO) when passed

to the GPU, however, this data is typically in model space or local space, where the object

has been built around a fixed point in space, usually (0,0,0). This needs to undergo a series

of transformations to enable OpenGL to correctly render the scene. First, it needs to be

transformed into world space, relative to the coordinates of the scene being rendered. This

transformation is carried out by a 4 × 4 matrix referred to as the model matrix. This matrix

contains the necessary scaling, rotation and translation transformations required to move the
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object into world space. Once in world space, the viewing direction needs to be taken into

account. This is done via the view matrix, again rotating and translating the object such

that the ’camera’ is now positioned at the origin of the coordinate space, this is referred

to as view space. Finally, the scene needs to be converted to clip space where all visible

vertex positions within the scene are normalised to be between -1 and 1 in both the x and y

directions, known as normalised device coordinates (NDC). This is also where any projection

scaling is applied to create the illusion of 3 dimensionality when the scene is rendered on the

2-dimensional viewport. This transformation is carried out by the projection matrix. Once

in clip space the scene can now be sent to OpenGL’s viewport transformation function to

be converted into screen space which maps all data to physical pixels within the viewport.

The user must define the relevant matrices which are then passed as uniform variables to

the vertex shader to enable the processing of the vertex data.

Once the position of the object’s vertices has been determined, their properties must

now be dealt with. The simplest example of a vertex’s property is its colour, which can be

combined with the vertex data in the VBO when sent to the GPU. How these properties

are dealt with is controlled by the fragment shader. A simple fragment shader will just

assign the colour value to each given pixel and pass this onto OpenGL’s rendering function.

However, it is possible to apply more complex concepts such as lighting and textures within,

the fragment shader.

3D Matrix Transformations

Throughout the development of 3D graphics rendering, it is vital to understand how

a fixed point, or vertex, can be manipulated within the given coordinate system. There

are three main types of manipulation one can use on a given vertex; scaling, rotation and

translation. The simplest of these is scaling. Each given point in 3D space has 3 coordinates,

v = (x; y ; z), therefore it can be written as a vector of length 3. To apply scaling to a given

point a 3 × 3 diagonal matrix can be defined with scaling for each of the three coordinates

located along its 3 diagonal elements.

S =

264sx 0 0

0 sy 0

0 0 sz

375 (6.1)

When the vector representing the given point is multiplied by this matrix it will scale the

three coordinates by the corresponding scaling factor Sv = (sxx; syy; szz). Rotational

transformation can also be represented, in a similar way, via a 3 × 3 matrix. For example,

the rotation of a point v, about the x axis through an angle „ can be written as,264cos „ − sin „ 0

sin „ cos „ 0

0 0 1

375 ·

264xy
z

375 =

264x cos „ − y sin „

x sin „ + y cos „

z

375 (6.2)

Translation proves slightly more complex however, as it can’t be written as a 3 × 3 matrix.

Instead, it is written as a 4 × 4 matrix and a translational unit must be added to the point
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vector, 266664
1 0 0 Tx

0 1 0 Ty

0 0 1 Tz

0 0 0 1

377775 ·

266664
x

y

z

1

377775 =

266664
x + Tx

y + Ty

z + Tz

1

377775 (6.3)

The final type of transformation that is required for graphics rendering is the projection

matrix which is vital for rendering 3D scenes as 2D images on screen. It defines a viewing

box called a frustum where, when applied to the scene, everything that ends up with

NDCs within the frustum is rendered and everything else is clipped. It also provides a

homogeneous w component (v = {x; y ; z; w}) to any given vertex, allowing OpenGL to

perform perspective division, effectively mapping the 3D vertex to the 2D viewport. There

are two types of projection matrix used commonly within 3D rendering, the orthographic

and perspective projection matrices. Orthographic projection is a form of parallel projection

creating a frustum where the projection lines are orthogonal to the projection plane, resulting

in every plane of a given scene appearing as affine transformations on the viewport. It is

given by,

Portho =

266664
2
r−l 0 0 − r+l

r−l
0 2

t−b 0 − t+b
t−b

0 0 −2
f−n − f+n

f−n
0 0 0 1

377775 (6.4)

where r , l , t, and b define the x and y components of the frustum, (right, left, top, bottom

respectively) and f and n define the z components (far and near). After applying an

orthographic projection a vectors w component is always equal to 1, resulting in directly

mapping the vector to NDC. In 3D graphics however, it is often useful to apply perspective

to the scene, essentially rendering objects smaller if they are further from the viewer. To do

this we require changing a vectors w component. This can be performed via a perspective

projection matrix, which has the form,

Ppersp =

266664
2n
r−l 0 r+l

r−l 0

0 2n
t−b

t+b
t−b 0

0 0 − f+n
f−n

−2f n
f−n

0 0 −1 0

377775 (6.5)

The resulting xyz components of the NDC are then divided by the w component to introduce

the illusion of perspective.

Blinn-Phong Lighting

To effectively render 3D graphics, some form of lighting effects need to be taken into

account. Without any lighting it can be difficult to make out the 3-dimensionality of an

image, see Fig 6.2. Lighting within the real world however, is extremely complex with many

different factors. Therefore, for 3D rendering approximate models based on simple physics

of light are used to create semi-realistic lighting scenes. One of the simplest models is the

Blinn-Phong shading268;269 model which considers three separate components,
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No Lighting Blinn-Phong

Figure 6.2: Three dimensional image of a water cluster generated using the QuestView
software with and without blinn-phong lighting effects applied.

• Ambient lighting, or the neutral lighting on an object making its colour visible.

• Diffuse lighting which simulates a directional light source.

• Specular lighting which simulates the bright spot that appears on objects when directly

facing a light source.

Ambient lighting is the simplest of the three components and accounts for the fact

that under real conditions there are many light sources scattered around a given object

including reflections of the main light source of surrounding objects. In computer graphics

there are algorithms that can calculate these types of lighting effects and are referred to

as global illumination algorithms, however, they are very complex and computationally

expensive. Therefore, for the purposes of this 3D viewer we only need to consider a very

simplified model for the ambient light. It is calculated by multiplying an objects colour, in

red-green-blue (RGB) format, with values between 0 and 1 for each colour component, by

an ambient light strength, which is set to 0.2 in the case of the QuestView main fragment

shaders.

Diffuse lighting starts to become more complex as here, the angle of an object with

respect to the light source needs to be taken into account. If the light source is directly

perpendicular to the objects surface then the lighting effect is at its strongest. To measure

this, the normal vector for the objects surface is required. The angle between the light

source and the normal vector is then calculated, the closer this angle is to 0, the stronger

the impact of the light source. See Fig 6.3 for reference. The dot product between the

normal vector and the incoming lights direction can be used to give a scalar factor that will

be used to calculate the object’s resulting colour.

Cpixel = SClight
Rlight ·N

r2
Cbase (6.6)

where, Clight and Cbase are the RGB colour values for the light source and object respectively

and S is a scalar factor controlling the strength of the light source. Rlight is the vector

between the light and the object, N is the unit normal for the objects surface and r is the

distance between the object surface and the light source. In practice the angle „ may be
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Figure 6.3: The components that are required for calculating lighting effects on a given
pixel on an objects surface.

> 0 resulting in a negative value for the dot product in Eq. (6.6), in this case the result of

the dot product is set to 0. When dealing with vertex normals it is important to note that

the usual model matrix used to manipulate the vertices will not have the desired effect on

its normal vector. Instead, the transpose of the inverse of the upper-left 3 × 3 part of the

model matrix is used.

The final component of the Blinn-Phong shading model is the specular lighting. Here,

the position of the object and light source is required, however, the viewing position is also

required. Specular lighting is based around the reflective properties of the given object, as

light is reflected from a given surface it is most intense along a vector with an angle −„ to

the normal vector, where „ is the angle between the light source and the surface normal.

Therefore, if the viewing position aligns along this vector, there is a much more intense

lighting effect due to the light source. In practice this is measured using what is referred

to as a halfway vector, H. It is the unit vector exactly halfway between the view direction,

Rview, and light direction, Rlight. It is given by,

H =
Rlight + Rview

|Rlight + Rview|
(6.7)

The smaller the angle between H and N the more intense the specular lighting effect. The

overall specular light component is given by,

Cpixel = SClight
(H ·N)s

r2
(6.8)

where s is a scalar depicting the shininess of a surface.

Once these three components have been calculated the overall colour of the given

pixel is determined by summing all three components giving a final RGB vector. This vector

is then combined with an alpha value, controlling the opacity of the object. This final

RGB-alpha (RGBA) vector, of length 4, is then sent to OpenGL’s rendering function, see

bellow. The calculation of lighting effects takes place within the fragment shader, written

in GLSL. Several different fragment shaders are utilised within QuestView for various visual

effects.
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Alpha Blending

Several functions within QuestView require controlling the opacity of objects within

the molecular viewing window. This is carried out by a process called alpha blending. When

an object is sent to the GPU, the shader program is executed on its triangulated vertices

and their colours. Each colour is represented by a vector of length 3 giving the RGB values,

between 0 and 1. When the resulting pixel colour value is passed onto the OpenGL rendering

function however, it is passed as an RGBA vector of length 4. The additional value is the ¸

value for that given vertex and describes its opacity, 0 being completely transparent and 1

being completely opaque. The simplest method for calculating the total blended colour, of

the given pixel, is given by,

Cresult = CsourceFsource + CdestinationFdestination; (6.9)

where Csource is the RGB colour of the object and Cdestination is the currently loaded RGB

colour for that given pixel, which can be due to an already processed object or simply the

background colour. Fsource and Fdestination are the impact factors given by the objects ¸

value; Fsource = ¸ and Fdestination = 1 − ¸. For demonstrations of how this is rendered see

the optimised geometry figures within section 4.2.

6.2 The Molecular Viewer

QuestView consists of both a text-based interface and an interactive 3D viewer

window, both of which enable the visualisation and manipulation of molecular systems.

Visualisation of molecular structures can be rendered in three different styles; ball and stick,

stick, wireframe and Van der Waals. These are shown in Fig. 6.4.

6.2.1 Text Based Input

The text input window to the right of the viewer enables simple text commands to be

input, and text based results to be shown, these include but are not limited to,

• printing geometry/fragmentation information,

• removing atoms/fragments according to set conditions,

• adding charge/spin projection information,

• editing how the system is fragmented.

6.2.2 Click-and-Drag Molecule Building

Once the foundations for the application had been developed, implementing a parser

for various molecular structure file types and displaying the resulting 3D structure was

fairly trivial. However, most molecular viewing software can go beyond this, including tools

to draw and edit molecular structures directly within the viewer window. PyQt5 includes

functions to retrieve the mouse pointer position within a given widget as a 2D pixel value.

The complexity lies in being able to reliably convert this into the viewport’s world space
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Figure 6.4: Examples of a water molecule in the different rendering styles available within
QuestView.

and back. This requires taking the (x ,y) positions of the mouse within the window, and

multiplying this with the inverse of the model matrix to retain the position within world

coordinates. The z coordinate is set to a fixed value. Once in world coordinates, a check is

carried out as to whether an atom already exists at that point. If one does not exist then

a new atom object is created. Otherwise, a new atom object is only created if the mouse

action involves a drag, wherein the new atom object will follow the mouse pointer position

and a new bond will be created linking to the atom at the original mouse click position. If

the final mouse position after the drag motion is on top of an existing atom, it will create

a bond from the first atom to the second without creating a new atom. Alongside this

functionality, a highlighting tool enables the user to highlight specific atoms and edit their

positions or bonding from the viewer. Together this provides presents a complete suite of

tools for building and editing simple molecules in line with other molecular viewing software

packages.

6.2.3 Interfacing With Open Babel

The Open Babel toolbox270 is designed to give users access to many useful ready-

to-use programs for chemical analysis. Therefore, it provides several functions that can

significantly improve the user experience of molecular visualisers.
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Molecular Input

Open Babel contains interfaces for generating molecular structures from many input

formats. Although within QuestView, the handling of reading molecular structure input files

is dealt with internally, the generation of molecular structures from simplified molecular-input

line-entry system (SMILES) strings has been implemented utilising the Open Babel python

library, enabling a more simplistic construction and visualisation of much more complex

molecular structures. Additionally, once a molecular structure has been created, Open Babel

can analyse the bond order of the atoms in the system, filling any vacancies with hydrogen

atoms, following pre-defined valence rules.

Molecular Dynamics Optimisation

By interfacing with Open Babel, quick optimisation methods via molecular mechanics

force fields are readily available. These have several parameters such as energy convergence,

maximum number of steps or the algorithm used for the optimisation. There are three main

force fields supported by OpenBabel;

• Generalised Amber Force Field271 - parameterised for larger biomolecules with some

support for smaller drugs/ligands.

• Merck Molecular Force Field272–278 - parameterised for most atoms present in organic

compounds.

• Universal Force Field279 - generalised to be applicable to all atoms in the periodic

table.

6.3 Iso-Surface Generation

One important feature for any given molecular visualiser is the ability to view properties

of molecules, not just their 3D structures. As discussed within chapter 3, properties such as

the total electron density of a system can be very important when performing a detailed

analysis. This could be of additional interest when considering molecular systems within

magnetic fields as the molecular orbitals contain a non-physical imaginary component, which

could provide more insight into the response of the system to the field, this is not typically

considered in most molecular viewer software packages. Most modern electronic structure

packages can output data that can be used to plot properties such as the total electron

density and molecular orbitals. This data takes the form of single values at given points,

defined by an nx × ny × nz plotting grid. This data must be interpreted however, before it

can be visualised.

6.3.1 Marching Cubes Algorithm

The most common approach to visualise properties such as electron densities, is to

calculate an iso-surface, which is a 3-dimensional surface, where the value of the density

(or any given property) is equivalent at all points along the surface and equal to a given

iso-value. Within QuestView, this surface can be calculated by employing the marching
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cubes algorithm (MCA).280 The MCA can be split into two main steps, firstly the points

along the surface corresponding to the iso-value must be determined, and secondly triangle

vertexes and normals at these points must be calculated to direct the graphics engine on

how to draw the surface.

To determine the iso-surface, cubic slices of data are generated from the plotting grid.

The algorithm then determines how the surface intersects the given cube by comparing the

values at each of the eight vertices and the given iso-value, giving them a value of 1 if they

are < the iso-value, therefore, outside the surface, or 0 if they are > the iso-value, inside

the surface. Given the cube has eight vertices with each having two possible states, 0 or 1,

there are 28 = 256 possible ways the surface can intersect the cube. Enumerating these 256

cases creates a lookup table corresponding to the surface-edge intersections for any given

cube. These cases can be reduced by utilising the implicit symmetry of a cube. First, the

topology of the triangulated surface remains unchanged if the relationship of the surface

values to the cubes is reversed. Therefore, only cases with zero to four vertices greater than

the iso-value need to be considered, effectively reducing the number of possible cases to 128.

Secondly, this can be further reduced to 14 possible patterns by considering the rotational

symmetry of the cube. These 14 patterns are shown in Fig 6.6. An index for each case can

be created using the vertex numbering shown in Fig 6.5, which then points to a list of edge

intersections within the lookup table. The precise point of intersection for the surface and

any given edge is then calculated via linear interpolation,

vsurface = va +

„
xiso − xa
xa − xb

«
(va − vb) ; (6.10)

where va and xa are the grid point and property value for a given cube vertex a and xiso is

the iso-value.

Once a given cube has been analysed the algorithm marches onto the next one,

periodically moving across the plotting grid.

The final step in the MCA is the calculation of unit normals for each triangle vertex

to enable lighting effects to be applied when rendering the 3D surface. There are several

different approaches for determining surface normals for the vertices, within QuestView the

cross product is utilised. The unit normal, Na, for a given vertex va, which makes a triangle

with vertices va; vb; vc , is given by,

Na =
(vb − va) × (vc − va)

| (vb − va) × (vc − va) |
: (6.11)

These vertices and corresponding normals can then be fed into the OpenGL API and drawn

within the viewer window, displaying a 3D surface plot for the given property.

6.3.2 Laplacian Smoothing

In practice, plotting grids can often be quite sparse, resulting in surfaces appearing

’blocky’ when fed through the MCA. To improve the look of the generated surfaces, a

smoothing algorithm is applied to the surface data. The chosen smoothing function within
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Figure 6.5: Cube vertex and edge numbering for the marching cubes algorithm. The
resulting index is an 8 bit binary value with each bit corresponding to a state
of a given vertex.

QuestView is the Laplacian smoothing algorithm281;282, where a new position for a given

vertex is determined from local vertex information. The new position for a given vertex i

is,

vi =
1

N

NX
j=1

vj ; (6.12)

where N is the number of adjacent vertices to vertex i and vj is the position of the j th

adjacent vertex. This algorithm can be iterated multiple times to improve the smoothing

however, it can exhibit shrinking of the total surface if iterated too many times. By default,

QuestView performs 3 iterations of the Laplacian smoothing algorithm, however, this can

be changed by the user if desired. An example of how Laplacian smoothing improves the

quality of the produced image is demonstrated in Fig 6.7.

6.4 3-Dimensional Vector Plotting

Throughout Chapter 5, the concept of magnetically-induced currents has been intro-

duced. However, the resulting current vector, j, is a complex and 3-dimensional property

which, within Chapter 5, has only been analysed using 2-dimensional vector plots. QuestView

presents a potential opportunity to progress the analysis of these currents beyond simple

2-dimensional images. When calculating the magnetically-induced current, the 3-dimensional

vectors are evaluated at a series of grid points. In the figures in Chapter 5, these vectors are

visualised as arrows on a given 2-dimensional plane. To go beyond this analysis, the vectors

can be plotted as 3-dimensional arrows around the visualised molecule enabling the detailed

analysis of the 3 dimensionality of the vector field. Examples of this are shown in Fig 6.8.

There are some significant considerations if this is to be a useful tool moving forward.

Within this implementation there is no visual account for the magnitude of the induced
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current at each grid point, the addition of a colour gradient based visualisation for the

magnitude would enable a more complete analysis of how the induced current varies in

the space around the given molecule. Additionally, thresholds need to be determined for

the visualisation of the current vectors to limit the number of arrows displayed around the

molecule due to the typical density of plotting grids used during the electronic structure

calculations. Further work in these directions and for alternate representations of 3D vector

fields is in progress.
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Figure 6.6: The 14 possible patterns that a given surface can take through any given
cubic slice of data, split into triangles for display via a graphics engine.
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(a) (b)

Figure 6.7: Electron density difference plots for a water trimer plotted with (b) and
without (a) the use of the Laplacian smoothing algorithm.

Figure 6.8: 3-Dimensional vector plots showing the induced current 1-2 bohr above a
benzene ring due to an applied magnetic field of |B| = 0:001 a.u. along the
z-axis.
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7 Ongoing Extensions to The EFM

Due to the nature of the EFM it has been shown to be incredibly adaptable, enabling

its application to the calculation of a wide variety of chemical and physical properties across

a wide variety of system types. Moving forward therefore, expanding the capabilities of the

LAO based EFM implementation that has been the focus of most of this work proves a

logical next step. This chapter briefly discusses some of the ongoing extensions to the work

already presented, and how they can expand the scope of the EFM even more.

7.1 NMR of Molecules in Solution

The potential applications of LAO based EFMs extend beyond simply studying the

energies and structures of molecular clusters in magnetic fields. LAO based electronic

structure methods have been shown to provide an efficient route to calculating molecular

magnetic properties such as magnetisabilities, hypermagnetisabilities and nuclear magnetic

resonance (NMR) shielding constants.15;283;284 Of particular note, although not directly

used within this chapter, the use of cDFT has been shown to significantly improve the

accuracy when calculating NMR shielding constants, over standard Kohn-Sham DFT.15

However, to date the calculation of these properties with LAO based non-perturbative

methods, such as cDFT, neglects the fact that most NMR experiments are conducted in

solution, therefore, neglecting the impact of the solvent-solute interactions on the NMR

chemical shifts. One potential route to including solvent effects is to utilise the polarisable

continuum method (PCM)285–288 which applies a constant electrostatic potential to mimic

the effects of a solvent without including the solvent molecules explicitly. This can be applied

to standard perturbative DFT methods but has yet to be applied to a cDFT approach.

However, it has been shown that EFM presents a potential route to introducing explicit

solvent effects without incurring a significant increase in the computational complexity of

the calculations.289–292 Whilst this has been demonstrated for calculations using LAOs and

perturbation theory for both molecular cluster and crystals, see Ref. 292, extending this to

the non-pertubative methods available in QUEST, for inclusion of arbitrary field strengths,

is discussed here.

7.1.1 Non-Perturbative Calculation of NMR Shielding Constants

The dependence of the molecular electronic energy E (B;Mk) on the external magnetic

field, B and the nuclear magnetic moment Mk of nucleus k represented by the vector

potential,

Ak (r) =
—0Mk × (r −K)

4ı|r −K|3 =
—0

4ı
Mk ×

1

@K

1

|r −K| ; (7.1)
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where K is the position of the nucleus, k , can be written as a Taylor expansion,

E (B;MK) = E (0; 0) +
X
¸˛

ffk;¸˛B¸Mk;˛ + ::: (7.2)

The leading-order mixed term of which is the nuclear shielding tensor,

ffk;¸˛ =
@2E (B;Mk)

@B¸@Mk;˛

˛̨̨̨
B=0;Mk=0

(7.3)

The derivative of the energy with respect to Mk can be computed analytically,

Ξk;˛ (B) =
@E (B;Mk)

@Mk;˛

˛̨̨̨
B=0;Mk=0

=
e—0

4ım
›¸˛‚

@

@K‚
⟨ |{p̂¸ + eA¸; |r −K|−1}| ⟩; (7.4)

where {p̂¸ + eA¸; |r −K|−1} denotes the anti-commutator. The expectation value in Eq.

(7.4) can be written in a form similar to a nuclear attraction integral and therefore, can be

evaluated using a modification of the code to calculate nuclear attraction integrals with LAO

basis functions. The second differentiation, with respect to B, can be computed directly by

finite difference numerical differentiation, using a central difference method about |B| = 0

a.u. Considering the function Ξk;˛ (B) is symmetric about this point, this can be written

as,

ffk;¸˛ ≈ Ξk;˛ (B) − Ξk;˛ (−B)

2›
≃ Ξk;˛ (B)

›
: (7.5)

The isotropic NMR shielding constant is then calculated as ffisok = 1
3Trffk .

7.1.2 NMR Shielding Constants Calculated Using EFM

The most common form of experimental NMR is solution based, therefore, NMR

shielding constants determined by gas phase calculations, such as those in Ref. 15, typically

only serve as a computational benchmark, due to the absence of the solvent effects.

Calculating NMR shielding constants within an EFM framework, however, could provide a

low-cost approach for including solvent effects within a given calculation.

The NMR shielding constant for a specific nucleus can be calculated by a many-body

summation in the same way as the derivatives with respect to atomic position, used when

calculating forces on atoms. Here we can calculate the analytic first derivative with respect

to nuclear magnetic moment Mk for a specified nucleus at each stage within an EFM

calculation. These can then be combined to give the total energy derivative for a given

nucleus,

Ξ
i ;total
k;˛ = Ξ

i
k;˛ +

X
j>i

“
Ξ
i j
k;˛ − Ξ

i
k;˛

”
:::; (7.6)

where Ξ
i
k;˛ is the derivative of the energy of monomer i and Ξ

i j
k;˛ is the derivative of the

i th monomer atoms of the dimer constructed from monomers i and j . Finite difference in

the magnetic field strength can then be used to determine the total NMR shielding tensor,

ffk for a given monomer i .
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Figure 7.1: The structure of the pyrrole (left), isoxazole (centre) and isothiazole (right)
molecules.

7.1.3 Application to Solvated Molecules

To test how EFM can reproduce NMR shielding constants, several molecules solvated

in water are considered, the isolated structures of which are shown in Fig. 7.1. Within the

work of Semenov and coworkers293, it is shown that for a collection of azoles and azines,

including the molecules considered here, solvent effects can have a significant impact on the

NMR chemical shifts, particularly when considering polar solvents and therefore, need to be

properly treated. From the results presented in Ref. 293 it was demonstrated how using

solvent methods such as PCM and a supermolecule approach can significantly improve the

calculated chemical shifts. In this work, the pyrrole, isoxazole and isothiazole molecules are

considered solvated in water. The geometries for the individual molecules were determined

at the MP2 theory level with the 6-311++G** basis set. The geometry of the surrounding

solvent molecules was determined using the universal force field279 (UFF) where a single

molecule was placed at the Cartesian origin, surrounded by 50 explicit solvent molecules.

An example of the solvated geometries is shown in Fig. 7.2, for the pyrrole molecule.

The absolute NMR shielding constants for the nitrogen atom were then calculated using

DFT and the EFM, with the KT3 exchange-correlation functional of Keal and Tozer294 in

combination with the pcS-3 basis set for the nitrogen atom and the pc-2 basis set for all other

atoms.295–300 Whilst cDFT functionals, such as the cTPSS functional utilised in chapter 3,

are available and have been shown to be more accurate for calculating magnetic response

properties, the KT3 functional is used here to provide a direct comparison with the results in

Ref. 293. The gas phase and IEF-PCM values are taken from Ref. 293, calculated using the

same DFT functional and basis sets with the geometries being optimised at the MP2 theory

level with the 6-311++G** basis set. Nitrogen NMR chemical shifts, ‹, are calculated with

reference to neat nitro-methane (CH3NO2) as recommended by IUPAC,301;302

‹ =
ffCH3NO2 − ff

1 − 10−6ffCH3NO2

; (7.7)

where ff is the calculated absolute NMR shift and ffCH3NO2 = −135:8 ppm.303

From the results in table 7.1, it is clear the EFM based approach is a good qualitative

method for calculating NMR chemical shifts in solution. It shifts the values in the correct

direction compared to those performed in gas phase however, from this analysis it doesn’t

produce an improvement when compared to the values calculated using IEF-PCM. This

is an interesting result, particularly when comparing to Ref. 293 where they present a
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Figure 7.2: The geometry of pyrrole solvated in 50 water molecules optimised using the
UFF molecular dynamics force field.

Compound Gas Phase IEF-PCM EFM Experiment

Pyrrole -232.5 -224.7 -217.3 -226.5
Isoxazole 12.7 -3.9 4.2 -10.3

Isothiazole -73.0 -85.2 -76.5 -95.8

Table 7.1: NMR chemical shifts, in ppm, for various molecules, with and without solvent
effects. Gas phase, IEF-PCM and experimental reference values are taken from
Ref. 293.

supermolecule method which introduces a single explicit solvent molecule and is shown to,

in general, deliver an improvement over the IEF-PCM values. There are several factors

that could influence the quantitative accuracy of the EFM method. The first could be the

requirement for including more explicit solvent molecules, however, this seems somewhat

unlikely in light of the results presented in Ref. 293 for the supermolecule approach, and

the idea that NMR is a relatively local property given that nuclear shielding tensors are

determined mostly by the local environment of the nucleus. The more likely influencing

factor is the geometry of the total system. NMR shielding constants are very susceptible to

the environment that a nucleus exists in, which is one of the factors that make it such a

powerful analytic tool in experiments. As an example, the EFM NMR chemical shift for

isoxazole was calculated where the geometry of the total system, including the isoxazole

molecule, was determined using the UFF molecule force field. The resulting chemical shift

was 40.7 ppm, which is significantly different compared to the calculation where the central

isoxazole molecule was optimised using MP2. As an additional comparison a gas phase

calculation was performed on the geometry of the isoxazole molecule extracted from the

UFF optimisation. This gave a chemical shift value of 54.7 ppm, demonstrating the impact

the geometry of the system has on the calculation of the NMR chemical shift. Therefore,

to improve upon the quantitative accuracy when calculating NMR chemical shifts with

the EFM, it would make sense to couple this approach with the geometry optimisation

procedure discussed in chapter 4. This is not considered within this work but is an area

of ongoing research. It also once again highlights the possible need for a more complete

conformer based analysis using a combined quantum mechanical and molecular dynamics

approach.
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|B| = 0 a.u. |B| = 0:1 a.u.

Excitation Isolated (H2O)51 Isolated (H2O)51
!1 3.024 3.130 3.120 1.370
!2 4.362 5.137 4.642 2.923
!3 7.430 6.554 7.394 4.686
!4 13.714 9.566 11.758 6.902
!5 14.904 12.272 13.686 9.592

Table 7.2: Excitation energies in eV, determined through the RPA, for an isolated water
molecule, and the same water molecule in the center of a (H2O)51 cluster
both at zero field and with an applied field strength of |B| = 0:1 a.u. The
calculations were performed at using DFT with the TPSS exchange correlation
functional and the 6-31G basis set.

7.2 Excited States of Molecules in Solution Under the Influence

of an External Magnetic Field

Another property that can be computed for large molecular clusters with EFM

calculations, is the calculation of excitation energies for a given monomer within a larger

system, often representing a solvated molecule. The EFM excitation energy of a given

monomer i is given by,

!i =
nX
j ̸=i

“
!

′
i j − !

′
i

”
+ !

′
i ; (7.8)

where !
′
i j and !

′
i are the excitation energies of dimer i j and monomer i respectively. Typical

methods used to determine the excitation energies involve real-time electron dynamics

methods such as real-time time-dependent density functional theory (RT-TDDFT)304;305

for which an LAO based RT-TDDFT approach has recently been developed to describe

excitations in strong magnetic fields.22 This section presents a qualitative analysis using a

preliminary implementation of EFM based linear response TDDFT (LR-TDDFT)306–310 with

the random phase approximation (RPA), to investigate how important a full implementation

of EFM based excitation energies within an external magnetic field could be. Within the

current implementation, the full EFM approach is not used directly, instead the linear response

calculations are performed on a given monomer within the self-consistently converged

electrostatic embedding potential, yielding !
′
i from Eq. (7.8).

Table 7.2 contains the excitation energies for the lowest five excitations calculated

using the RPA for LR-TDDFT. The geometry of the water cluster was taken from the MD

simulations used to generate the (H2O)103 cluster within chapter 3. The excitation energy

calculations were calculated at the DFT level with the TPSS functional and the 6-31G basis

set. Calculations are presented at both zero field and at a field strength of |B| = 0:1 a.u.

From the results in table 7.2 its clear that including some form of environment interactions

can have a noticeable effect on the lowest excitations of a water molecule, generating

what is referred to as the solvatochromatic shift. This effect is significantly amplified when

considering a molecule within a larger cluster, in a strong external magnetic field. It is

well known that an applied external magnetic field causes Zeeman splitting leading to a

removal in the degeneracy of orbitals creating more possible transitions. It is also known
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to lower the spatial symmetry of the system and molecular orbitals, resulting in transitions

that are symmetry forbidden at zero field, being present in high field spectra.22 From this

simple analysis this effect seems to be significantly impacted by the external embedding

potential modelling the external electrostatic environment. This only includes approximate

electrostatic contributions from molecular interactions, within the full EFM approach this

would be extended to include quantum effects. This therefore, highlights the value of an

EFM for determining excited states of molecules within molecular clusters. Performing the

many body sum from Eq. (7.8), however, requires a clear assignment of each excitation

in a monomer and its corresponding excitation in each dimer it is a part of. This may

be possible for the lowest energy valence excitations but is progressively more difficult for

higher excitations. This adds an extra layer of complexity when considering the division and

MBE of the total system, compared to the calculation of properties such as NMR shielding

constants, presented in section 7.1.

7.3 Treating Periodic Molecular Crystals in Strong Magnetic

Fields using EFM

A crystalline solid is defined as an ordered repetition of a specific group of atoms,

in 1-, 2- or 3-dimensions. This creates a system with translational periodicity, where, in a

pure crystal, each repetition is a perfect reproduction of the original set of atoms. This

periodicity can be defined by a set of translational symmetry operations,

T = n1a1 + n2a2 + n3a3 n1; n2; n3 ∈ R: (7.9)

The set of points defined by the translation vector T are termed lattice points, each defined

by a set of integers n1; n2 and n3 and the non-coplanar vectors a1; a2 and a3, which define

the translation. The parallelepiped formed by these three basis vectors, and encompassing

the specified arrangement of repeated atomic positions, is termed the unit cell of the system.

In reality, any given crystalline system will be finite, however, typically the effects of the

crystal’s surface is assumed to be negligible when considering the bulk properties of the

material. The finite crystalline system is therefore, often considered as an N = N1×N2×N3

unit cell subset, of the infinite system, known as a supercell.

a1

a2

a3
˛

‚
¸

Figure 7.3: A primitive unit cell, with the lattice vectors a1, a2 & a3 and the angles
between them, ¸, ˛ & ‚ indicated.
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The Schrödinger equation for an electron in a periodic potential defined as,»
−1

2
∇2 + v (r)

–
ffii (r; k) = "i (k)ffii (r; k) ; (7.10)

where the eigenfunctions are known as Bloch functions,

ffi (r; k) = exp (ik · r)’ (r; k) (7.11)

with wave vector k which defines how the phase of ffi (r; k) changes between adjacent unit cells.

As introduced in chapter 2, when performing electronic structure calculations, the molecular

orbitals are typically expanded in a finite basis of atom-centred atomic orbitals,

’i (r) =
X


ciffl (r) : (7.12)

This can be adapted to model electronic structure within a periodic system by constructing

a translationally-invariant basis from periodic images of the atom-centred basis,

f̃fl— (r; k) =
1√
N

X
T

exp [−ik · (r − T)]ffl— (r − T) : (7.13)

From this a series of corresponding Bloch functions can be constructed,

!— (r; k) = exp (ik · r) f̃fl— (r; k) =
1√
N

X
T

exp (ik · T)ffl— (r − T) : (7.14)

This can then be substituted into (7.12) to produce a periodic equivalent, often termed

crystalline orbitals,

ffii (r; k) =
X
—

c—i (k)!— (r; k) : (7.15)

The self-consistent field equations can be derived for the periodic system using crystalline

orbitals rather than molecular orbitals.

Whilst attempts to introduce external magnetic fields within periodic electronic

structure calculations do exist,311;312 it is a non-trivial theoretical exercise. In the preceding

chapters it has been discussed how EFM can be applied to weakly bound molecular clusters

however, sources throughout the literature demonstrate that EFMs can be readily applied to

certain types of periodic systems, with some adaptations.145;313–319 Therefore, the application

of an LAO based EFM to molecular crystals is explored in the following chapter.

7.3.1 Extending EFM to Periodic Systems

Molecular crystals define a class of solids that constitute well-defined molecular units

bound by weak interactions. They are common across many fields of chemistry from medical

drugs,320 to high pressure chemistry321–325 and are often used as starting points for solid-

state chemical reactions.326 However, all electron periodic electronic structure theories can

be complex and introducing external fields is non-trivial. A potentially more straightforward

approach could be the extension of EFM to periodic molecular crystals. The benefit of this
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type of periodic method, is that the individual monomer/dimer energies can be calculated

using any non-periodic molecular electronic structure method, which in theory should include

those derived to use LAOs for non-perturbative inclusions of external fields.

Adapted Many-Body Expansion

Molecular crystals can be defined as a supercell, or a periodic repetition of a specific

arrangement of the molecules defining the unit cell of the system, as described above. The

fragmentation then occurs within the periodically repeated unit cell, typically fragmenting

the system within the unit cell according to the individual molecules which are bound by

weak intermolecular interactions. The many-body expansion outlined and employed in the

previous chapters, can be adapted to approximate the electronic energy per unit cell of a

3-dimensional, infinitely extended, periodic molecular crystal. For which, within the binary

interaction approximation, is given by,

Ecell =
X
i

Ei(0) +
X
i<j

`
Ei(0)j(0) − Ei(0) − Ej(0)

´
+

1

2

X
n̸=0

X
i ;j

`
Ei(0)j(n) − Ei(0) − Ej(n)

´
+ ELR

(7.16)

where Ei(0) is the energy of the i th monomer in the central (0th) unit cell, Ei(0)j(n) is

the energy of the dimer constructed from the i th monomer in the central unit cell and

the j th monomer in the nth unit cell, where n is a 3-dimensional index with origin at

0. ELR is a classical long-range electrostatic energy correction. As introduced in the

preceding chapters, all the individual energies are calculated in accordance to Eq. (3.2),

including a self-consistently optimised dipole based embedding potential to account for the

polarization or electrostatic induction effects. Within the work presented in this chapter the

embedding potential is given by (3.7), and can contain the improvements depicted in chapter

3. Additionally, the corrections for BSSE defined in chapter 3 can also be included.

As demonstrated in chapter 4, EFM can be used to calculate derivatives of the total

energy of the system. This can be applied to molecular crystal in a similar way, the first and

second derivatives of the energy with respect to the atomic coordinates are given, within

the binary interaction approximation, by,

@Ecell

@x
=
X
i

@Ei(0)

@x
+
X
i<j

„
@Ei(0)j(0)
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«

+
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(7.17)
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(7.18)

Additionally, when dealing with crystal structures, the derivative with respect to the lattice
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parameters is often required, which can be formulated in the same way,

@Ecell

@a
=

1

2

X
n

X
i ;j

„
@Ei(0)j(n)

@a
−
@Ej(n)

@a

«
+
@ELR

@a
(7.19)

where a is a lattice constant along one of the Cartesian axes. Typically, when calculat-

ing energy derivatives within an EFM approach, the response of the self-consistent cell

dipole moments and ELR to the changes in atomic coordinates is considered negligible and

neglected142. However, it has been shown that their response to changes in the lattice

constants is non-negligible and therefore, is often included in some form.315 In particular

the response of the long range classical correction, ELR, can have a significant contri-

bution. Depending on the aim of the calculation, the variables x and y can be defined

to represent either collective, in-phase coordinates or the individual atomic coordinates.

A significant result of this is that derivatives of dipole moments and polarizabilities can

be constructed from a similar analysis, overcoming the typical issues when defining these

properties in solids,313;327;328 providing a convenient method for calculating infrared and

Raman intensities.

Once the total energy and its geometric derivatives have been calculated, standard

solid state analysis can be performed, such as the evaluation of Gibbs energy,314

G = He + UV − TSV ; (7.20)

where He is the electronic enthalpy given by, He = Ecell + pV where p is pressure and V

the volume of the unit cell, UV is the vibrational internal energy, T is the temperature and

SV is the entropy per unit cell. The values UV and SV are related to the partition function

ZV ,

Uv =
kBT

2

K

@Zv
@T

; (7.21)

Sv =
kBT

K

@ lnZV
@T

+
kB
K

lnZV ; (7.22)

where K is the number of wave vectors in the reciprocal cell.

Long-Range Electrostatic Energy Correction

Within solid state electronic structure theory, it is often difficult to consider enough

unit cells to effectively converge the energy per unit cell. To reduce the number of cells that

are explicitly considered, a long-range electrostatic correction is often applied. Typically, this

takes the form of the (long-range) Madelung constant, from which the electric potential Vi

at point ri due to all point charges within a lattice, can be determined,

Vi =
e

4ı›0r0

X
j ̸=i

zj r0
ri j

=
e

4ı›0r0
mi : (7.23)

where mi is the Madelung constant on the i th charge. Within the EFM approach, the

electrostatic potential due to the atoms within the unit cell has been determined as that

due to the induced dipoles, which for the explicitly considered supercell, consisting of M
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Figure 7.4: Initial (greyed out) and final geometry for two hydrogen fluoride molecules
within a cubic unit cell of dimension 10 bohr, optimised with HF theory and
the 3-21G basis set with a 1 dimensional supercell constructed from 5 unit
cells.

unit cells, is included via Eq. (3.7). For ELR, the Madelung constant can be considered

as the electrostatic interaction between the dipole moments of the fragments within the

central unit cell and those within a set of unit cells between M and a long-range supercell

defined by L,316

ELR =
1

2

−M−1X
n=−L

ELR
n +

1

2

LX
n=M+1

ELR
n ; (7.24)

where,

ELR
n =

X
i∈0

X
j∈n

(
R2
i j—i · —j − 3 (—i · Ri j) (—j · Ri j)

4ı›0R
5
i j

)
(7.25)

7.3.2 Molecular Crystal Structure in External Magnetic Fields

As an example, this method has been applied to a linear chain of hydrogen fluoride

molecules. The HF forces on each atom, calculated via Eq. (7.17), are shown in table 7.3

where the corresponding total energy per unit cell is -198.921696 Eh. The 3-21G basis was

used, with a 1-dimensional supercell of length 5 in the x direction with a fixed cubic unit

cell with dimensions 10 bohr, which is based of the optimised parameters found in Ref.

317. This structure was then optimised resulting in the structure shown in Fig. 7.4. From

Ref. 317, a stack of linear chains of hydrogen fluoride molecules form a zig-zag structure.

From Fig. 7.4, the hydrogen fluoride molecules do approach a zig-zag based structure but

remain close to the gas phase optimisation therefore, implying that more unit cells or a more

accurate consideration of the unit cell parameters, would be required to accurately generate

the correct structure. This is not considered any further here however, using these results as

a proof of concept, with more in depth analysis ongoing, including how a magnetic field will

influence the equilibrium geometry.
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When using calculations over periodic supercells, it is known that if the dimensions of

the unit cell approach infinity the calculation should approach that of a gas phase calculation

of the system within the unit cell. This is often used as a basic check when trying to

determine the validity of periodic electronic structure codes. This has been carried out for

the system of two hydrogen fluoride molecules and the cyclic water trimer from Fig. 3.1. For

both systems, a cubic unit cell of dimension 1000 bohr reproduced the gas phase single point

energy of -198.915337 Eh and -226.819908 Eh respectively and their gradient terms. This

further remains true when applying an external magnetic field. For the same two systems,

with an applied external magnetic field of |B| = 0:1 a.u., the energy per unit cell returns

the gas phase single point energies of -198.895491 Eh and -226.777606 Eh respectively as

well as their respective first derivatives.

7.3.3 Limitations and Potential Extension To All Electron Periodic Meth-

ods

The EFM requires that the system being considered can be sensibly fragmented, which

proves trivial for systems such as molecular crystals, but can prove more challenging for ionic or

covalent crystals, metals or superconductors. This is not to say it is impossible138;329–333 but

does impose a limitation on the efficient applicability of the EFM. It is also an approximation,

that will yield reasonable results however, it can still be advantageous to consider a full

periodic electronic structure treatment. Additionally, having access to an all electron periodic

electronic structure code, even at |B| = 0:0 a.u., could provide a useful test mechanism

when considering how appropriate the EFM based periodic method is. Periodic electronic

structure methods are widely employed across many fields of research however, as previously

stated, adapting them to include the effects of an external magnetic field is non-trivial. The

remainder of this chapter presents some basic theoretical foundations for an all electronic

periodic HF calculation, the implementation of which within QUEST is ongoing work, then

outlines the problems which must be addressed to construct an LAO based periodic HF

approach.

Periodic RHF

A linear combination of crystalline orbitals, constructed from atom centred Gaussian

type orbitals is given by Eq. (7.15). The orbital coefficients and energy bands, Ep, where p

is the band index, are determined through the HF Roothaan-Hall equations, as introduced

Position / a0 q Force / Eha−1
0

Atom x y z x y z

F1 2.14103 0.94562 0.00000 0.027491 -0.017696 0.00000
H2 3.80225 0.27553 0.00000 0.002763 -0.022810 0.00000
F3 0.25130 -2.83535 0.00000 0.049990 0.006223 0.00000
H4 1.91252 -2.16526 0.00000 0.043935 0.015633 0.00000

Table 7.3: Forces on each of the four atoms within the unit cell given in Eha
−1
0
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in chapter 2.1.3, X


F k—kC
k
pk = Epk

X


Sk—kC
k
pk : (7.26)

The Fock, F and overlap matrices, S, can be obtained directly from their AO-based

expressions as,

F k—k =
LX

n=−L

F—(0)(n) exp (ik · rn) ; (7.27)

Sk—k =
SX

n=−S

S—(0)(n) exp (ik · rn) ; (7.28)

where S—(0)(n) is the overlap integral of the —th and th AOs from the 0th and nth unit

cells respectively,

S—(0)(n) =

Z
ffl∗
—(0) (r)ffl(n) (r) dr: (7.29)

The supercell is defined by L with S defining a short-range cut-off which is typically noticeably

smaller due to the rapid decay of the Gaussian functions of the AOs. This can all be carried

out in the same manner as with standard RHF theory discussed in chapter 2.

Extension to Arbitrary Magnetic Fields

Adapting this method to include an LAO based treatment of an arbitrary strength

magnetic field is not a straightforward task. This is due to the fact that we deal with the

external field explicitly within the Hamiltonian according to Eq. (2.183). This results in a

Hamiltonian whose periodicity is no longer solely dependent on the external potential v (r)

therefore, our definition of crystalline orbitals based on Bloch functions, Eq. 7.11, is no

longer appropriate. A method for dealing with both the periodicity of the external field as

well the crystal itself must be designed. In work by Lee, Cai and Galli311;312 they describe

the so-called magnetic periodic boundary conditions (MPBC) for which the wavefunction of

the periodic system is written as,

Ψ (r − T) =
h
i
e

~
A (T) · r − ik · T

i
· Ψ (r − T) : (7.30)

Within their work they implement this approach for ab initio calculations on periodic

supercells using a plane wave approach. The next steps therefore, would be to extend this

approach to atom centred LAOs.
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8 Conclusions and Future Work

An implementation of the embedded fragment method has been presented and com-

bined with recent advances in non-perturbative electronic structure methods for calculations

within arbitrary strength magnetic fields. It has been shown that this approach retains the

same level of accuracy when an external magnetic field is applied to the given system. It

has also been shown to retain the general computational advantages of fragmentation-based

approaches, reproducing the expected reduction in computational scaling - to O
`
N2
´

for

the binary interaction approximation. The presented implementation takes full advantage of

the embarrassingly parallel nature of the embedded fragment method, whilst also including

several other cost saving approximations, potentially reproducing the near linear scaling that

this method has been shown to achieve.

In the limit of very large systems, a known flaw in the dipole based embedding potential

was observed, causing convergence issues in fragment pair calculations. Whilst corrections

for this exist they typically involve introducing additional terms to the potential, impacting its

computational cost. A new method for addressing the issues has been proposed, presenting

an effective and lower cost improvement to the dipole based potential. The error analysis

for the new attenuated dipole based potential seems to suggest that this method could be

optimised to significantly reduce, the error in the binary interaction approximation. This

requires a more thorough analysis particularly with extension to much larger clusters.

This new implementation of EFM was applied to a large water cluster, to demonstrate

how it can be used to develop an understanding of how external magnetic fields influence

intermolecular interactions in large or even bulk systems. It is important to note that a con-

ventional calculation on the (H2O)103 cluster with the largest basis set used (aug-cc-pVTZ)

would require an LAO-based calculation with over 12,000 basis functions. Calculations on

this scale are simply not feasable with any current implementation of the utilised LAO based

methods, therefore highlighting the benefits of using EFM. The results showed agreement

with experimental observations showing that the intermolecular binding is strengthened by

the external field. However, they also highlighted how the change in the intermolecular

interactions is due to complex responses to the external field and therefore, is difficult to

explicitly quantify in terms of simply a strengthening of the existing hydrogen bonding

network. Further investigations on how the electronic density responds to the external field

would help improve the understanding of where this increased intermolecular interaction

strength originates. In particular studies that include the response of the geometric structure

of the systems must be considered.

Chapter 4 expanded on the foundations set out in chapter 3, implementing the

calculation of the first derivatives of the total energy with respect to the positions of the

nuclei. This required modification of existing derivative algorithms implemented within

QUEST, including modifying existing nuclear attraction integral derivatives to include the
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response due to the embedding potential term. However, the response of the external

potential itself was considered negligible and therefore, not required. The calculation of

the EFM derivatives is efficiently implemented making use of its inherent parallel nature,

enabling the application of the derivative calculations for increasinly large systems. This was

incorporated into the quasi-Newton geometry optimiser within QUEST, creating an approach

to perform EFM based geometry optimisations on large molecular clusters within arbitrary

strength magnetic fields. A comparison is made for the cyclic water trimer introduced

in chapter 3, whereby its geometry was further optimised at the DFT theory level with

and without the approximation of the EFM. This was done at zero field and in a strong

magnetic field strength of |B| = 0:1 a.u. = 23500 T. From this comparison its clear that

the EFM is an approximate method, particularly with the further caveat that the gradient

of the embedding potential is not considered here in line with previous implementations

of EFM based energy derivatives. However, it does present a reasonable accuracy for the

geometry optimisation of the water trimer. Therefore, the real purpose of this method is

then showcased with the optimisation of a (H2O)21 cluster at the same two field strengths.

This presents an efficient method for scaling up geometry optimisations and potentially

property calculations on increasingly large molecular clusters.

Chapter 5 presents a suite of tools to analyse the complex current vector field induced

by exposing a molecule to an external field. This includes the well-established 2D planar

Gaussian-Legendre quadrature approach as well as a new disc-based quadrature for analysing

bond currents. It has been demonstrated that, for a range of planar ring systems, the

qualitative insights offered by this procedure mirror those of the 2D planar Gauss-Legendre

quadrature. Furthermore, the bond currents were shown to provide an accurate distillation

of the complex features of the current density to simple chemical diagrams. A key advantage

of the proposed disc quadrature is its applicability to 3D structures. This was demonstrated

for the ring, bowl and cage isomers of the C20 molecule, in which the disc quadratures

remain well-defined and deliver bond currents that match with expectations based on the

symmetry of these systems. The flexibility of our implementation for open-shell systems and

excited states was demonstrated for the benzene molecule in its ground and first excited

state, the former having aromatic character and the latter having strongly anti-aromatic

character. Finally, the utility of these tools for the analysis of magnetically induced currents

was demonstrated for the BH molecule. At weak fields the currents reflect those obtained

from the analysis in using response theory. At higher fields, the currents reflect the transition

from para- to dia-magnetism, an effect that cannot be visualised using the linear-response

approach to study magnetically induced current susceptibilities.

Throughout the completion of this work many software programs were utilised, however,

the need for a more suitable and adaptable molecular viewing and editing package became

clear. The successful development of a fully featured molecular viewer has directly fed into

all other chapters within this work. All the figures of 3D molecular structures and properties,

excluding those presented in Chapter 5, have been produced via the QuestView software

package. It has also streamlined the general workflow when working with the EFM within

QUEST, enabling quick and accessible generation of complex input files, containing specific

fragmentation and fragment properties, as well as visualisation of outputs. It has been
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efficiently implemented for full cross-platform support thanks to the OpenGL graphics API

and includes direct integration with the QUEST electronic structure program and the Open

Babel chemistry toolbox. There are still many features that are yet to be implemented

within QuestView, with aims of adapting it for both teaching and research. With further

development still underway, it may potentially become a worthy competitor against more

established software options within the near future. A particular goal is to make it easily

extensible by community contributions particularly since it uses the python framework.

Due to the adaptability of the EFM its applications extend well beyond the scope of

what has presently been discussed. Therefore, within Chapter 7 several extensions to the

EFM and how they are being implemented within an LAO based framework is discussed.

This chapter therefore, focuses on ongoing and future work based on the foundations

provided within this thesis. Chapter 4 describes how the EFM can be used to calculate

energy derivative-based properties such as the forces on the atoms within a given system.

In Chapter 7 this is extended to include the calculation of NMR shielding constants and

excitation energies. NMR shielding constants can be calculated through the second derivative

of the energy with respect to the magnetic moment and the external magnetic field. This

presents a potential method for the treatment of explicit solvent interactions and is therefore

demonstrated for several molecules dissolved in water. These results are compared with

experimental results as well as calculations in the gas phase and calculations utilising the

IEM-PCM approximate solvation method. From the results it can be observed that the EFM

reproduced the correct direction of the shift in NMR shielding constants, however, the results

presented here do not show an improvement over existing approximate solvation-based

methods. This could be due to inaccurate geometries for the solvation shells, therefore,

future work should consider the use of a more accurate optimisation method, such as that

defined in chapter 4.

Also briefly discussed within chapter 7, is the possibility of calculating excitation

energies with the EFM. A brief analysis of how excitation energies can be affected by both

chemical environment and an external field, with particular interest in the interplay between

both environmental factors. The results show a significant change in the observed excitations

for a water molecule when changing both its chemical and physical environment. This

demonstrates how useful an approach the EFM could be for conducting a more in depth

analysis on how excitation energies are influenced by a molecule’s environment, without

looking at much more computationally challenging approaches. The full implementation of

EFM excited state calculations within arbitrary strength magnetic fields is ongoing.

The extension of EFM for periodic crystals has additionally been implemented for

calculation of total unit cell energies as well as the first derivatives of the energy with

respect to the geometry of the system within the unit cell, and is presented in chapter 7.

This method once again makes use of the embarrassingly parallel nature of the EFM in

analogy to the molecular clusters approach depicted in chapter 3, to enable the more efficient

calculation of unit cell energies and derivatives. In this implementation the dipole based

embedding potential defined in chapter 3, is used and extended such that the self-consistent

dipoles of the unit cell are additionally used to create a long range electrostatic energy
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correction term. The next steps in building upon this work involve completing the energy

derivatives implementation enabling the geometrical optimisation of the lattice parameters

of the unit cell. Whilst the current implementation enables the optimisation of the crystal

structure with a fixed unit cell volume, to enable full crystal structure optimisation, the

derivative with respect to the lattice constants would need to be implemented. This could

then be extended to calculating useful properties of periodic crystals. In addition to the

periodic EFM approach a brief discussion of an all electron periodic HF theory approach

is presented, alongside an introductory discussion of the ongoing work to extend this to

arbitrary magnetic fields. This is in the early stages of development but would present a

nice suite of tools for analysing periodic systems with external fields as well as providing a

benchmark method for comparison with the periodic EFM.
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[56] P.-O. Löwdin. ‘Exchange, Correlation, and Spin Effects in Molecular and Solid-State

Theory.’ Reviews of Modern Physics, 34, 80–87, 1962.

[57] R. Nesbet. ‘Configuration interaction in orbital theories.’ Proceedings of the Royal

Society of London. Series A. Mathematical and Physical Sciences, 230, 312–321,

1955.

[58] R. J. Bartlett. ‘Many-Body Perturbation Theory and Coupled Cluster Theory for

Electron Correlation in Molecules.’ Annual Review of Physical Chemistry, 32, 359–401,

1981.
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Induced Current Densities in Aromatic, Antiaromatic, Homoaromatic, and Nonaromatic

Hydrocarbons.’ The Journal of Physical Chemistry A, 113, 8668–8676, 2009.

142



[243] S. Taubert, D. Sundholm, and F. Pichierri. ‘Magnetically Induced Currents in
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