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## Abstract

As a semi-numerical and semi-analytical method, owing to the inherent advantage, of boundary-only discretisation, the boundary element method (BEM) has been widely applied to problems with complicated geometries, stress concentration problems, infinite domain problems, and many others. However, domain integrals and non-symmetrical and dense matrix systems are two obstacles for BEM which have hindered the its further development and application. This thesis is aimed at proposing a high-performance BEM to tackle the above two drawbacks and broaden the application scope of BEM.

In this thesis, a detailed introduction to the traditional BEM is given and several popular algorithms are introduced or proposed to enhance the performance of BEM. Numerical examples in heat conduction analysis, thermoelastic analysis and thermoelastic fracture problems are performed to assess the efficiency and correction of the algorithms. In addition, necessary theoretical derivations are embraced for establishing novel boundary integral equations (BIEs) for specific engineering problems. The following three parts are the main content of this thesis.
(1) The first part (Part II consisting of two chapters) is aimed at heat conduction analysis by BEM.

The coefficient matrix of equations formed by BEM in solving problems is fully-populated which occupy large computer memory. To deal with that, the fast multipole method (FMM) is introduced to energize the line integration boundary element method (LIBEM) to performs better in efficiency.

In addition, to compute domain integrals with known or unknown
integrand functions which are caused by heat sources or heterogeneity, a novel BEM, the adaptive orthogonal interpolation moving least squares (AOIMLS) method enhanced LIBEM, which also inherits the advantage of boundary-only discretisation, is proposed. Unlike LIBEM, which is an accurate and stable method for computing domain integrals, but only works when the mathematical expression of integral function in domain integrals is known, the AOIMLS enhanced LIBEM can compute domain integrals with known or unknown integral functions, which ensures all the nonlinear and nonhomogeneous problems can be solved without domain discretisation. In addition, the AOIMLS can adaptively avoid singular or ill-conditioned moment matrices, thus ensuring the stability of the calculation results.
(2) In the second part (Part III consisting of four chapters), the thermoelastic problems and fracture problems are the main objectives.

Due to considering thermal loads, domain integrals appear in the BIEs of the thermoelastic problems, and the expression of integrand functions is known or not depending on the temperature distribution given or not, the AOIMLS enhanced LIBEM is introduced to conduct thermoelasticity analysis thereby.

Besides, a series of novel unified boundary integral equations based on BEM and DDM are derived for solving fracture problems and thermoelastic fracture problems in finite and infinite domains. Two sets of unified BIEs are derived for fracture problems in finite and infinite domains based on the direct BEM and DDM respectively, which can provide accurate and stable results. Another two sets of BIEs are addressed by employing indirect BEM and DDM, which cannot ensure a stable result, thereby a modified indirect BEM is proposed which performs much more stable. Moreover, a set of novel BIEs based on the direct BEM and DDM for cracked domains under thermal stress is proposed.
(2) In the third part (Part IV consisting of one chapter), a high-efficiency combined BEM and discrete element method (DEM) is proposed to compute the inner stress distribution and particle breakage of particle assemblies based
on the solution mapping scheme.
For the stress field computation of particles with similar geometry, a template particle is used as the representative particle, so that only the related coefficient matrices of one template particle in the local coordinate system are needed to be calculated, while the coefficient matrices of the other particles, can be obtained by mapping between the local and global coordinate systems. Thus, the combined BEM and DEM is much more effective when modelling a large-scale particle system with a small number of distinct possible particle shapes. Furthermore, with the help of the Hoek-Brown criterion, the possible cracks or breakage paths of a particle can be obtained.

Keywords: Domain integrals; Non-symmetrical and dense matrix system; AOIMLS enhanced LIBEM; Heat conduction; Thermoelastic problems; Fracture problems; Thermoelastic fracture mechanics.
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| Abbreviations |  |
| :--- | :--- |
|  |  |
| BEM | Boundary element method |
| FEM | Finite element method |
| DEM | Discrete element method |
| LIM | Line integration method |
| FMM | Fast multipole method |
| LIBEM | Line integration boundary element method |
| DDM | Displacement discontinue method |
| FSM | Fictitious stress method |
| BIEs | Boundary integral equations |
| NURBS | Non-uniform rational B-Spline |
| FDM | Finite difference method |
| FVM | Finite volume method |
| SPH | Smooth particle hydrodynamics method |
| PUM | Partition of unity method |
| EFGM | Element-free Galerkin method |
| DRM | Dual reciprocity method |
| RBFs | Radial basis functions |
| PSM | Particular solution method |
| MRM | Multiple reciprocity method |
| TRM | Triple reciprocity method |
| RIM | Radial integration method |

AOIMLS Adaptive orthogonal interpolation moving least squares
DBEM Direct boundary element method
IBEM Inirect boundary element method
DBIE Displacement boundary integral equation
CBEM Conventional boundary element method
HBIE Hypersingular boundary integral equation
FM-LIBEM FMM enhanced LIBEM
M2M Multipole to multipole
M2L Multipole to local
L2L Local to local
MLS Moving least squares
GMLS Generalized moving least squares
IMLS Interpolating moving least squares
IIMLS Improved interpolated moving least squares
MMLS Improved moving least squares
LBFs Lagrangian basis functions
BNM Boundary node method
BFM Boundary face method
BEFM Boundary element-free method
IGA Isogeometric analysis
ISO International standards organization
DD-IBEM Displacement discontinue indirect BEM
FS-IBEM Fictitious stress indirect BEM
M-DD-IBEM Modified DD-IBEM
M-FS-IBEM Modified FS -IBEM
SIFs Stress intensity factors
NSIFs Normalized stress intensity factors
CODs Crack opening displacements
RE-CODMC Relative error of COD at the middle of the crack
B-DEM Combined BEM and DEM
FRM Fragment replacement model

| BPM | Bonded particle model |
| :--- | :--- |
| SVD | Singular value decomposition |

## Some commonly used notations

| $\sigma_{i j}$ | Stress tensor |
| :---: | :---: |
| $\varepsilon_{i j}$ | Strain tensor |
| E | Young's modulus |
| $v$ | Poisson's ratio |
| $\lambda$ | Lame constant |
| $\mu$ | Shear modulus |
| $\delta_{i j}$ | Kronecker symbol |
| $k$ | Thermal conductivity coefficient |
| $\theta$ | Temperature |
| $q(\mathbf{x})$ | Heat flux |
| $\Omega$ | Target domain |
| $\Gamma$ | Boundary of $\Omega$ |
| n | Outer normal vector on boundary |
| $B(\mathbf{x})$ | Heat source |
| $\hat{\theta}$ | Normalized temperature |
| $T(\mathbf{x})$ | Thermal conductivity function |
| $\theta_{, i}$ | Partial derivatives of $\theta$ with respect to $x_{i}$ |
| $\beta$ | Thermal expansion coefficient |
| $\rho$ | Density |


| $g$ | Acceleration of gravity |
| :---: | :---: |
| $B_{i, n}$ | Bernstein polynomial of order $n$ |
| $w_{i}$ | Weight factor |
| $R_{i, p}$ | B-spline basis function in $p$ order |
| $u_{i, j j}$ and $u_{i, j j}$ | Derivatives of displacement $u$ |
| $S^{+}$and $S^{-}$ | Two surfaces of a crack |
| $\Delta u_{i}$ | Crack opening displacement |
| $\mathbf{f}^{i}$ | $i^{\text {th }}$ contact force vector |
| a | Acceleration vector |
| $\mathbf{U}(\mathbf{x}, \mathbf{y})$ and $\mathbf{T}(\mathbf{x}, \mathbf{y})$ | Kelvin kernels |
| $\mathbf{u}^{K}(\mathbf{x})$ | Displacement of particle $K$ in the global coordinate system |
| $\tilde{\mathbf{u}}^{K}(\mathbf{s})$ | Displacement of the template particle in the local coordinate system |
| $\tilde{\boldsymbol{\varepsilon}}^{K}(\mathbf{s})$ | Strain tensors of the template particle in the local coordinate system |
| $\tilde{\boldsymbol{\sigma}}^{K}(\mathbf{s})$ | Scaled stress tensors of the template particle in the local coordinate system |
| $\sigma_{1}$ | Major principal stresses |
| $\sigma_{3}$ | Minor principal stresses, |
| $\sigma_{c}$ | Uniaxial compressive strength of the material |
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## Part I

## Background

Chapter 1
Introduction

## Summary

This chapter introduces the background and motivations of this thesis. In Section 1.2, a general review of the numerical methods based on continuum mechanics which are popular now and widely exerted in engineering are presented. In addition, the advantages, development and challenges of BEM are addressed. Next, the research scope of this thesis is shown in Section 1.3 and a layout is presented in Section 1.4, which can tell readers the main aim and content of this thesis.

### 1.1 Background and motivation

The high-performance BEM proposed in this thesis is applied to heat conduction problems, thermoelastic problems and thermoelastic fracture mechanics. The following sub-sections present the background and motivation from an application point of view.

### 1.1.1 Heat

### 1.1.1.1 Heat conduction

In the 18th and 19th centuries, thermal science was increasingly developed as a part of physics, when some general principles are studied, such as molecular kinematics theory, ideal gas equation of state, laws of thermodynamics, heat transfer, etc. At the same time, some basic physical quantities related to heat, physical quantities related to thermodynamic properties, and physical quantities related to heat transfer were determined.

Heat conduction can be defined as a heat transfer without macroscopic medium motion. It can also be described as a process of heat energy transferred from the high-temperature zone to the low-temperature zone. As shown in Fig.1.2, the phenomenon of heat conduction ${ }^{[1-3]}$ is prevalent in nature from daily life to engineering fields and from solid to liquid to gas ${ }^{[4,5]}$.


Fig.1.1 Ubiquitous heat conduction phenomenon: (a) heat transfer phenomenon in nature;
(b) heat conduction simulation ${ }^{1}$

In the engineering world, heat conduction plays a vital role during design and construction, such as machinery, architecture, hydraulic structure, aerospace, chemical industry and energy industry and so on. For example, in

[^0]mechanical engineering, the temperature distribution in metal materials affects the thermoforming result directly; in civil engineering, the internal Heating, Ventilation and Air Conditioning (HVAC) and temperature control of buildings are the key points that need to be considered during design; in hydraulic engineering, the temperature control scheme during the construction of concrete dams is vital for crack prevention; in aerospace engineering, during the high-speed flight of aircraft, the high-speed airflow rubs against the surface of aircraft, the temperature of the aircraft structure must be controlled within a range that materials can withstand to ensure safety; in nuclear energy engineering, reactor cooling and heat recovery technology are the two key technologies of nuclear power plants.

### 1.1.1.2 Thermal stress

The modern linear thermal stress theory was founded in 1835. In February of that year, Duhamel ${ }^{[6,7]}$ gave a speech at the French Academy of Sciences and proposed for the first time that when the temperature changes, thermal stress is generated due to some constraints on a part of the object, which consists of two parts: (1) the pressure that is equal in all directions and proportional to the temperature change; (2) the stress that is caused by the strain without changing the temperature. That is the famous Duhamel formula. Later in 1841, the German Neumann advocated the derivation of the linear thermal stress theory for the first time. There is not much difference between the two theories, so the modern linear thermal stress theory is usually called the Duhamel-Neumann theory ${ }^{[8, ~ 9]}$.

Thermoelasticity is an important branch of solid mechanics as thermal stress ${ }^{[10,11]}$ appears frequently whenever the structures, like engines or concrete components, are enduring thermal shock or cooling while their expansion or volume reduction are restricted, which may further result in changes in mechanical behaviour, and even failure.

Therefore, research on heat conduction and thermal stress has always attracted much attention. Before the advent of computers, the combination of experiments and theoretical calculation was adopted for heat conduction and
thermal stress analysis. As industrial technology upgraded faster and faster, using experimental or theoretical analysis methods to analyze heat conduction on structures could no longer meet the needs, especially theoretical analysis is limited to simple structures, and cannot be applied to thermal analysis of complex structures. Since the advent of computers, numerical methods have developed rapidly and played an increasingly important role in the design and simulation of engineering structures ${ }^{[12,13]}$.

### 1.1.2 Fracture

Cracked structures are prevalent in the engineering world. As stated by Jiazheng Pan, a well-known hydropower engineering expert in China, said, "There is no crack-free dam in the world". It is impracticably to completely prevent cracks in massive concrete structures such as dams (See Fig.1.2 (a)). As shown in Fig.1.3 (b), in machinery manufacturing, crack is one of the key factors which induce frequent failure of mechanical components when enduring impact load, thermal load, periodic load, etc. Furthermore, particle breakage can be classified into fracture problems as well, although particle materials are discontinuous, while the propagation process of breakage paths of a single particle is a fracture problem of continuous mediums (See Fig.1.2 (c)).


Fig 1.2 Cracked structures: (a) cracked concrete dams; (b) cracked engine; (c) particle breakage ${ }^{2}$

Before the establishment of fracture mechanics ${ }^{[14-16]}$, both researchers and engineers believed that the reliability of structural design only needed to be checked through stress analysis, and regarded materials as ideal defect-free

[^1]structures. However, in massive engineering practices, many materials fail when the stress is far lower than the allowable stress which is more prevalent in high-strength materials and that phenomena is difficult to explain by traditional strength theories, and has gradually attracted the attention of researchers. For example: In World War II, dozens of American warships suddenly broke without being subjected to high-strength loads, which caused catastrophic accidents and economic losses. Later, engineers found that the key to those unanticipated accidents was that there are many defects and tiny cracks inside materials due to manufacturing techniques so the inner stress distribution of structures is different from that of a hypothetical homogeneous elastomer. Due to stress concentration at the tip of tiny cracks, although the average cross-section stress of structures is below the design standard, the stress near the crack tip has already exceeded the allowable stress, which leads to crack propagation and further structure failure. Therefore, fracture mechanics for mechanical properties and the deterioration mechanism of cracks have gradually developed.

Griffith ${ }^{[17]}$, the founder of fracture mechanics, discovered that many glassbased structures often failed well below design strengths. After thorough research, he claimed that when the external load magnitude of glass materials is lower than the allowable strength, due to the stress near internal defects or tiny crack areas reaching the allowable strength first, and then these cracks gradually expand which results in structural failure eventually. He also proposed the relationship between the fracture stress of materials and the geometric size of cracks:

$$
\begin{equation*}
\sigma_{c}=\left(\frac{2 E \mathrm{~N}_{s}}{\pi L}\right)^{0.5} \tag{1.1}
\end{equation*}
$$

where, $\sigma_{c}$ denotes the critical stress of crack propagation, $E$ denotes elastic modulus, $\mathrm{N}_{s}$ is the unit surface energy of materials, $L$ represents half of the crack length。

Based on Griffith's theory, in the following decades, scientists represented by Irwin and Orowan ${ }^{[18]}$ made great contributions to the research of brittle fracture, and finally established the discipline of fracture mechanics. Generally
speaking, fracture mechanics was formally formed in the 1950s. As the discipline was born from engineering based on massive experiments, it focuses on fractures based on solid mechanics and is a further expanding and deepening of material mechanics. The fracture mode and propagation mode of cracked engineering structures have been linked with the property of materials--fracture toughness. Since the 21st century, many new materials have emerged, the application scope of fracture mechanics is gradually expanding, and its basic theory is also constantly developing and improving.

In the subsequent chapters, in order to demonstrate the correctness of the proposed method, the stress intensity factors (SIFs) in fracture mechanics are applied for comparison and verification. SIFs were proposed by Irwin in the 1950s and used to characterise the stress and displacement fields at the crack tip, Irwin proposed three basic crack propagation modes according to different stress conditions:
(1) Open mode (I), the main force of crack propagation is uniform tension, and the crack boundary shows an opening trend;
(2) Slip-open type (II), the main force of crack propagation is shear stress, and the relative displacement of crack boundaries is mainly relative slip;
(3) Tearing mode (III), the main stress direction of crack propagation is perpendicular to the crack boundary and parallel to the crack tip.

Previous research has proved that stress intensity factors are positively correlated with loads. The concept of fracture toughness mentioned earlier is the critical stress intensity factor when cracks are about to begin to propagate. In this thesis, the first two modes are used for verification, namely, mode I and II stress intensity factors, and the normalized stress intensity factors (NSIFs).

### 1.2 Methodology

### 1.2.1 Overview of numerical methods

With the development of science and technology, the engineering problems that need to be tackled are becoming more and more complicated. Due to the complexity of geometry or the nonlinearity of the computational domain, it is
much harder for researchers to derive analytical results. Moreover, since computer performance has been largely improved, numerical methods for solving engineering problems are becoming more and more mature. Now almost all large-scale engineering problems need to be analyzed or evaluated with the help of numerical calculation, so as to provide a reference for engineering design.

Nowadays, there are five representative numerical methods based on continuum mechanics widely exerted in the field of engineering: finite difference method (FDM) ${ }^{[19-21]}$, finite volume method (FVM) ${ }^{[22]}$, finite element method (FEM) ${ }^{[23-26]}$, meshless method ${ }^{[27, ~ 28]}$ and BEM ${ }^{[29-31]}$.

### 1.2.1.1 Finite difference method

The core gist of FDM is that divides the target domain into grids, approximates differentiation with a difference, and turns differential equations into difference equations. In other words, with the help of mathematical approximation, computing differential equations are transferred to solving algebraic equations about unknowns of nodes. This method is simple and easy to understand and can compute complex differential equations easily, so it is widely used in fluid mechanics. However, when the shape of a target domain is complex, it becomes difficult to discretise by the spatial coordinates, and the orthogonality of meshes is not easy to be preserved, which results in the reduction of the calculation accuracy.

### 1.2.1.2 Finite volume method

FVM is a numerical method based on the integral form of the governing equation of physical problems. The fundamental thought is: discretizing the target domain into non-overlapping elements within a finite number and establishing a set of discretised algebraic equations by acting as the governing integral equation on each element. FVM owns the characteristics of both FDM and FEM, i.e., simple enough and excellent geometric adaptability. Now, It has played a dominant role in numerical methods for modern computational fluid dynamics. However, the spatial derivative correlation of physical quantities is
determined by the value at the centre of the surrounding elements, so the calculation accuracy of FVM is unsatisfactory, especially when it comes to the values close to the boundary.

### 1.2.1.3 Finite element method

FEM ${ }^{[32,33]}$ is on the fundamental of volume integral equations with weight function (shape and number) established via the variational theorem. The basic characteristic of FEM is that the target domain is discretised into nonoverlapping regular nodes within a finite number, and then each element is integrated and formed into a set of overall algebraic equations, every element can be in different shapes and material properties and combined with each other by different connection modes. Therefore, FEM owns the advantages of strong geometric adaptability and flexible handling of different physical parameters. The disadvantage of FEM is that the spatial derivative of a physical quantity is obtained by deriving the shape function, so the accuracy is one order lower than the physical quantity itself. For moving boundary problems, such as metal forming, optimization calculation and free surface determination of seepage problem, finite element meshes may be distorted and overlapped, then the calculation accuracy can be reduced or the calculation will be suspended. In addition, for an infinite or semi-infinite domain, such as semi-infinite foundations in civil engineering, infinite and semi-infinite domain needs to be approximated into a finite domain, and there is no mature theoretical basis for this process, engineers need to set the size and shape of the approximated finite domain according to personal experience, and discrete the boundary manually. To get accurate enough results, a large number of discrete elements are needed and there are also high requirements for the size and shape of the approximate finite domain.

### 1.2.1.4 Meshless method

The meshless method is proposed in the 1980s, and until now, various forms of meshless methods have been developed, including smooth particle hydrodynamics method (SPH), partition of unity method (PUM) [34, 35], and element-free Galerkin method (EFGM) ${ }^{[36-39]}$, etc. At the end of the 20th
century, Mukherjee ${ }^{[40]}$ and others also proposed the boundary point method, which only needs to place points on the boundary, and is a very representative boundary-type meshless method.

The meshless method ${ }^{[41-44]}$ is based on the construction of point interpolation functions, only a series of discrete points are needed to be preset in the target domain and no mesh is required, which results in strong flexibility. However, meshless method is not mature enough, and lacks solid theoretical foundation and strict mathematical basis. In addition, the number and scheme of preset sample points can affect the computation time and accuracy. Moreover, it is difficult to determine whether the redistributed points are internal, external, or boundary points when the boundary changes for moving boundary problems with complex geometric shapes.

Since there is no mesh requirement, meshless method can avoid remesh when the crack propagates. However, massive nodes need to be arranged at the crack tip to obtain satisfactory results. In addition, the background cells are required during integration, so it is not completely out of the grid constraints; secondly, the computational accuracy of the meshless method also depends on the distribution of nodes.

### 1.2.1.5 Boundary element method

BEM is developed based on transforming the governing differential equations into boundary integral equations via Green's formula and the fundamental solution ${ }^{[45-47]}$. Its main advantages are as follows: (1) Only the boundary of target domains needs to be discretised ${ }^{[48,49]}$, so it is simple and convenient for complex geometry modelling; (2) BEM is suitable for computing infinite and semi-infinite domains because it can automatically meet the boundary conditions of infinite domains; (3) The calculation formula of a spatial derivative of physical quantities can be analytically derived from the basic boundary integral equation. Therefore, the accuracy of derivatives (such as flux, stress, etc.) related to a physical quantity is at the same level as the physical quantity itself. When it comes to moving boundary problems, the information of new boundary elements can be naturally formed by adding the
displacement of the moving boundary node to the coordinates of the original boundary node instead of special element reconstruction, so there will be no mesh-overlapping. Furthermore, because of the existence of boundary elements, it is handy to determine whether a point is an internal, external or boundary point by element integration. Based on these advantages, BEM performs better than FEM in some fields (such as convenient motion boundary problems, fracture problems, contact problems, radiation problems, infinite and semi-infinite field problems and so on).

### 1.2.2 Developments and challenges of BEM

In this thesis, high-performance algorithms are proposed to enhance BEM and the main application scope is heat conduction, thermal stress and fracture problems, hence, this section is focused on the research progress of BEM in those application scopes.

### 1.2.2.1 Nonlinear and nonhomogeneous problem

Traditional BEM is powerful for linear problems, but for nonlinear and nonhomogeneous problems, it is difficult to obtain the fundamental solutions of governing equations, so fundamental solutions corresponding to the linear and homogeneous problems are used to derive integral equations for nonlinear and nonhomogeneous problems, which leads to domain integrals. The advantage of boundary-only discretisation will be neutralized by a domain integral which is the weakness that requires inner meshes and is an obstacle to the development of BEM.

BEM is developed on the fundamental of integral equations and absorbs the idea, discretisation, of FEM. By using fundamental solutions with singular functions as weight functions, which can satisfy infinite or semi-infinite field equations [50, 51], the domain integral equation derived from governing equations can be transformed into a boundary integral equation. Then with the help of boundary-only discretisation, the unknowns on the boundary can be obtained.

BEM has been under development for nearly 60 years. The indirect
boundary integral equation of potential problems and elastic problems was derived and solved numerically by Jaswon et al. ${ }^{[52,53]}$ in the 1960s. Later, Rizzo ${ }^{[54]}$ exerted the direct boundary integral equation to compute 2D elastic problems, which was extended to 3D elastic problems by Cruse ${ }^{[55,56]}$ in 1969. To distinguish from FEM, the name of boundary element method, was gradually determined in the mid-1970s.

The main obstacle to heat conduction and thermal stress analysis by BEM is domain integration caused by thermal load, heat generation, heterogeneity of materials and so on, which can be classified into non-homogeneous problems. If domain integrals were not tackled, the advantage, boundary-only discretisation, of BEM will be neutralized. So far, many methods have been proposed to evaluate the domain integrals ${ }^{[10,57-59]}$ in BEM.

To compute domain integrals in the boundary integral equation, partitioning the domain with volume elements and computing the domain integrals in volume elements may be the most natural way. The direct volume integration method ${ }^{[60]}$ was reported to be a significantly better choice for computing domain integrals compared to some other methods. However, BEM will lose the advantage of boundary-only discretisation by using volume elements.

Therefore, developing an algorithm that can retain the advantages of BEM has become the focus of researchers and several methods have been proposed so far, such as dual reciprocity method (DRM) [61-63], which is proposed by Partridge et al. nonhomogeneous terms can be approximated by a series of functions, such as radial basis functions (RBFs) [64], and then second reciprocity is applied to convert domain integrals to boundary integrals. Only the points in the domain or on the boundary are needed to provide the information described by the nonhomogeneous terms. However, the accuracy of DRM highly depends on the distribution and location of the domain points and the type of functions employed to approximate the nonhomogeneous terms. Similar to the basic idea of the DRM and proposed at the same time, another dimension reduction method is the particular solution method (PSM) [65],
which is an effective method to approximate domain integrals by constructing a special solution, but it requires knowing the particular solution of the control function and thus may not be suitable for general cases. At present, DRM is one of the most widely used domain integral reduction methods, and it is applied to heat conduction, static dynamics and many other problems. However, the accuracy of DRM depends on the distribution and density of sample points in the domain to a large extent. In addition, the types and properties of RBFs used to approximate nonhomogeneous terms also can affect the accuracy of DRM.

The other method is the multiple reciprocity method (MRM) [66-68], which was proposed by Nowak et al. and its core gist is to apply the reciprocity theorem to a sequence of higher order fundamental solutions based on the divergence theorem so that the domain integral can be transformed to a boundary integral ${ }^{[69,70]}$. MRM has been exerted to solve static elastic problems, heat conduction and so on. MRM is best at the calculation of eigenvalues, but there are several shortcomings: (1) due to the need for high-order fundamental solutions, it is difficult to be applied to problems with complex fundamental solutions; (2) the convergence of MRM is not stable when it comes to domain integrals in complex form.

To solve the above problems, some improved MRMs came into being, for example, the triple reciprocity method (TRM) uses an approximate function to replace high-order fundamental solutions in order to meet the needs for being applied to domain integrals in complex form, and the function will degenerate into a Dirichlet function after twice Laplace operator calculation, thereby its highest order is only 3 orders, which overcomes the instability of MRM when computes complex domain integration, and that is the reason why it is called TRM. And based on that advantage, the application scope of TRM is further expanded beyond MRM, like nonhomogeneous problems. At the end of the 19th century, Ochiai ${ }^{[71,72]}$, a researcher at Kinki University, successfully applied TRM to the study of thermal stress analysis and achieved fruitful results.

Later, the radial integration method (RIM) ${ }^{[73-75]}$ was proposed. Based on
the polar coordinate system, RIM can reduce the dimension of various domain integrals and convert them into boundary integrals and radial integrals ${ }^{[76]}$. Radial integrals can be calculated analytically in some cases which means there is no numerical error. When the analytical radial integral cannot be obtained, radial integrals can be interpolated by RBF. In addition, RIM can also avoid singular integrals. Once proposed, RIM has been widely used in various fields and becomes a new "shining star" among the current domain integral transformation methods. Inevitably, when using RBF for interpolating, it is necessary to set sample points in the target domain, which will increase the complexity of computation. In 2017 , Qu et al. ${ }^{[10]}$ successfully applied RIM and indirect BEM to analyze 3D thermal stress problems.

In this thesis, the line integration method (LIM) [77, 78] is applied to compute domain integrals. Based on the divergence theorem in the cartesian coordinate system, the domain integrals are transformed into boundary integrals and only line integrals on straight lines are needed to be computed.

### 1.2.2.2 Singular integral

The fundamental solutions used in BEM are singular. It is necessary to eliminate the integral singularity first to obtain accurate calculation results during numerical calculation. Over the years, researchers have proposed many methods ${ }^{[79-82]}$ for calculating singular integrals considering computational efficiency and accuracy, such as analytical elimination method for linear elements, the element subdivision method for weak singular integrals, indirect calculation method for strong singular integrals, direct calculation method for high-order integrals, etc. These methods are very effective in computing weakly singular and strong singular integrals, but their stability when dealing with higher-order singular integrals requires further discussion.

### 1.2.2.3 Non-symmetrical and dense matrix system

The coefficient matrix of equations formed by BEM in solving problems is fully-populated, so it will occupy large computer memory and cannot be applied to compute large-scale engineering problems. To solve that problem,
two effective methods have been proposed:
(1) Couple fast multipole method (FMM) ${ }^{[83-86]}$ with BEM to reduce the calculation and storage order of matrix-vector multiplication by using series expansion of singular kernel function, so as to save the computational storage and enhance computation speed.
(2) With the help of the domain decomposition method, the target domain is divided into several sub-domains, the matrix equation is established for each sub-domain, then integrated into the overall equation system by using the traction equilibrium condition and displacement compatibility condition on the common nodes between subdomains. The coefficient matrix formed in this way is a sparse block matrix, which can be effectively calculated by using mature sparse matrix solvers (such as the LU decomposition method and generalized minimum residual method). Moreover, the domain decomposition method can solve be applied to solve composite medium problems composed of different materials by dividing the target domain into sub-domains according to the material properties, and the fracture mechanics problem by dividing the target domain into sub-domains along the crack surface.

Both the fast multipole method and domain decomposition method are widely used in BEM. In this thesis, FMM is applied to enhance the performance of BEM.

### 1.2.2.4 Boundary integral equations for fracture mechanics

So far, researchers all over the world have proposed many derivative methods to solve fracture problems based on BEM, such as the dual boundary element method ${ }^{[87-89]}$, sub-region method ${ }^{[90]}$, Green's function method ${ }^{[91, ~ 92]}$ and displacement discontinuity method (DDM) [48, 93]. The basic gist and background of these methods are as follows:
(1) Dual boundary element method. The basic theory of the dual boundary element method is proposed by Hong and Chen ${ }^{[94]}$, which can be used to compute 2D or 3D problems with preset cracks. Romlay et al. ${ }^{[95]}$ recently applied the dual boundary element method to compute crack propagations. The main gist of the dual boundary element method is that the displacement
boundary integral equation is used on the outer boundary and one crack boundary, while the traction boundary integral equation is used on the other crack, which can avoid singular matrices when the two crack boundaries overlapped with each other.
(2) Green's function method. The Kelvin solutions are replaced by Green's function that considers cracks in boundary integral equations, therefore, cracks do not need to be considered during numerical modelling, and it also owns the advantage of high accuracy, but its main drawback is that it only can be used for numerical models with a single straight crack problem without tractions.
(3) Sub-region method. The main merit of the sub-region method lies in the introduction of artificial boundaries, then, the target domain can be divided into several sub-domains by artificial boundaries. The characteristics of these sub-domains are that there is no overlapping crack boundary, thereby the displacement boundary integral equation can be used on each sub-domain. The introduction of artificial boundaries is a double-edged sword for the subregion method. Because the computation accuracy depends on the rationality of the introduction of artificial boundaries which also need to be discretised by boundary elements and cause the increase of unknowns, further, the size of coefficient matrices will expand and the computation time will inevitably increase.
(4) Displacement discontinuity method, DDM was developed by Crouch ${ }^{[96]}$ and has become a popular way of computing elastic problems with cracks since its emergence. The main merit of DDM is that the crack surface is assumed to be a real boundary, while the outer boundary is regarded as a virtual boundary, and when the virtual displacement imposed on the crack surface makes the displacement or traction responses on the outer boundaries meets the boundary condition, then the virtual displacement on the crack surface is considered as the wanted result. In 2014, the equivalence of DDM and BEM for the crack problem was proved by Liu and $\mathrm{Li}{ }^{[97]}$. While most research on fracture problems based on BEM focuses on cracks in infinite domains based
on BEM or DDM ${ }^{[98]}$. However, there is very little research for finite cracked domains based on direct BEM and DDM which is absolutely feasible. In this thesis, boundary integral equations (BIEs) for the cracked domains is proposed based on direct BEM and DDM, and BIEs can be degenerated to solve fracture problems in infinite domains.

Moreover, there are few studies on solving cracked finite domains considering thermal stress. Aliabadi ${ }^{[99]}$ combined J integral and BEM to compute stress intensity factors at the crack tip for cracked domains under thermal stress. In addition, Ekhlakov et al. ${ }^{[100]}$ carried out research on cracked functionally graded materials based on BEM and applied RIM to deal with domain integrals. In this thesis, based on the direct BEM and DDM, novel BIEs for computing cracked finite domains considering thermal stress are derived. To compute the BIEs, an enhanced BEM, the adaptive orthogonal interpolation moving least squares (AOIMLS) enhanced line integration boundary element method (LIBEM) is proposed.

### 1.3 Research scope

As discussed above, with the help of its unique merit, boundary-only discretisation, BEM has become one of the indispensable numerical methods developed based on continuum mechanics. However, there are two crucial obstacles in the way of the development and application of BEM, the domain integrals and the non-symmetrical and dense matrix systems.

This thesis explores the development of high-performance BEM to overcome the two obstacles mentioned above based on the theoretical derivation and algorithm development, and further expands its application scope in engineering. The research objective is achieved through three interrelated modules:

Domain integrals, an adaptive orthogonal interpolating moving leastsquare method (AOIMLS) enhanced line integration boundary element method enhanced (LIBEM) is proposed to compute BIEs containing domain integrals of nonlinear and nonhomogeneous problems without losing the unique "gift",
boundary-only discretisation, of traditional BEM. The enhanced BEM will be proved in the analysis of non-homogeneous heat conduction with heat sources, thermoelasticity and thermos-elastic fracture problems.

Non-symmetrical and dense matrix systems, algorithms for improving computation efficiency are proposed and applied to enhance the performance of BEM. (1) The fast multipole method accelerated LIBEM is developed to improve computing efficiency, which is proved by the analysis of heat conduction with heat sources. It can reduce the calculation and storage order of matrix-vector multiplication by using the series expansion of the singular kernel function. (2) Mapping the solutions between the local and global coordinate systems is designed for stress field computation of granular materials to avoid computing the non-symmetrical and dense matrix system for each particle, thereby improving computation efficiency.

Fracture problems, a set of unified novel boundary integral equations for computing infinite and finite cracked domains under (or not under) thermal loads are derived, which can be computed numerically by the AOIMLS enhanced LIBEM. In addition, a novel roughly breakage path evaluation method in static stress calculations of particle breakage based on BEM and strength criterion in fracture mechanics is proposed.

### 1.4 Thesis layout

The research works corresponding to the three interrelated modules are distributed in nine chapters of this thesis, as illustrated in Fig.1.3.

Chapter 1: Introduction
This chapter gives the background and motivations of the thesis.
Chapter 2: The basic theory of BEM
In this chapter, the basic theory of BEM is introduced, including the derivation of boundary integral equations for elasticity and heat conduction and the numerical computation process of BEM.

Chapter 3: To avoid The fast multipole method accelerated line integration boundary element method for 3D heat conduction analysis with heat sources

In this chapter, the fast multipole method is exerted to couple with line integration method and BEM for computational acceleration which is applied to analyze 3D heat conduction with heat sources successfully. Besides, the domain integrals in BIEs are computed by LIM which only can compute domain integrals with known integrand functions, thereby avoiding domain meshing.

Chapter 4: An AOIMLS enhanced LIBEM for solving 3D non-homogeneous heat conduction with heat sources

In this chapter, an novel high-performance BEM, i.e., adaptive orthogonal interpolating moving least-square method enhanced line integration boundary element method is proposed to numerically compute the BIEs with domain integrals which contain known or unknown integrand functions. And the AOIMLS enhanced LIBEM is applied to solve 3D non-homogeneous heat conduction with heat sources successfully.

Chapter 5: NURBS enhanced line integration BEM for thermo-elastic problems considering the gravity load

In this chapter, the Non-uniform rational B-spline is applied to enhance the line integration BEM which ensures that the boundary shape of the numerical models will not change during the refinement and the error of model discretisation will be avoided. And NURBS-enhanced LIBEM is applied to compute 2D thermos-elastic problems.

Chapter 6: Solving 3D thermoelastic problem by the AOIMLS enhanced LIBEM

In this chapter, the AOIMLS enhanced LIBEM is applied to compute 3D thermoelastic problems. Because thermal loads can result in domain integrals in BIEs, and whether the integrand function in domain integrals is known or not is determined by whether temperature distribution is known or not. Dealing with domain integrals with unknown integrand functions beyond the capability of LIBEM. Thereby the AOIMLS enhanced LIBEM is exerted.

Chapter 7: Formulations of displacement discontinuity method for crack problems based on boundary element method

In this chapter, four sets of unified BIEs are derived based on direct BEM, indirect BEM and DDM respectively for the finite and infinite cracked domain. Besides, the numerical results of the two BIEs are unstable, thereby a novel modified indirect BEM is proposed for improvement. Numerical examples have proved that the two modified BIEs based on the modified indirect BEM and DDM perform much better.

Chapter 8: The novel boundary integral equation with adaptive orthogonal IMLS-based line integration method for cracked domains under thermal stress

In this chapter, on the fundamental of the BIEs based on direct BEM and DDM for cracked structures established in Chapter 7, a set of novel BIEs for computing cracked structures under thermal stress is derived which are numerically computed by the AOIMLS enhanced LIBEM.

Chapter 9: A combined boundary element method and discrete element method for particle stress field and breakage evaluation of granular systems with similar particle shapes

In this chapter, a combined BEM and discrete element method (DEM), named B-DEM, is developed to compute particle stress fields and breakage paths of granular brittle materials. The interaction between particles is simulated via DEM, while the stress field of a particle is computed, when needed, by BEM. By mapping coefficient matrices between the local and global coordinate systems for particles with similar geometry with the help of a selected templet particle, the proposed method is much more time-effective when modelling a large-scale particle system with a small number of distinct possible particle shapes. Furthermore, the Delaunay triangulation and HoekBrown criterion are employed to evaluate the possible cracks or breakage paths of a particle.

Chapter 10: Conclusions and Outlook
The main attributions and innovations of this thesis are summarised and directions for possible future research are pointed out.
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Chapter 2
The basic theory of BEM

## Summary

As a semi-analytical and semi-numerical method, owning to the wellknown advantage, boundary-only discretisation, BEM has become a popular numerical method overwhelmingly. This chapter mainly introduces the derivation and numerical discretisation process of BIEs for elasticity and heat conduction problems in detail, which are the basis of the subsequent chapters. Besides, different singular integrals and their computation methods are shown in detail.

### 2.1 Introduction

As shown in Fig.2.1, mathematical models used to describe physical problems generally can be divided into three categories. The first one is the variational theorem that integrates the whole target domain. The second one is the differential equation that describes the infinitesimal element, and the third one is the boundary integral equation related to the boundary of the target domain. Generally speaking, any physical problem can be described with the help of the above three theorems. If there is an analytical solution, then results can be obtained. However, in complex engineering problems, deriving analytical solutions are rather hard, so various numerical methods have sprung up. The representative numerical method originated from the variational theorem is FEM. FDM is a representative method developed based on differential equations, which has become a very overwhelmingly popular numerical method. Among the numerical methods proposed based on boundary integral equations, the most representative is BEM.


Fig.2.1 Mathematical models
BEM is one of the boundary numerical methods and is semi-analytical and semi-numerical. Based on Green's theorem ${ }^{[101,102]}$, the dimension of the target domain can be reduced one order lower in combination with the basic solution (as shown in Fig.2.2), specifically, for a three-dimensional problem, only a twodimensional mesh is needed to discretise its surface, and for a two-dimensional problem, only a one-dimensional mesh is needed to discretise its boundary,
which is the most prominent advantage of BEM, and that is why it is called boundary element method.


Fig.2.2 Comparison between BEM and FEM
The advantage, boundary-only discretisation, of BEM can significantly reduce the number of unknowns. Taking elasticity analysis as an example, to achieve satisfactory accuracy, thousands of equations need to be solved in FEM, while we only need to deal with hundreds of equations to obtain the same degree of accuracy if using BEM. In addition, when it comes to infinite or semifinite domains, suitable finite domains are needed to approximate and substitute infinite or semi-finite domains if using FEM, which will inevitably lead to errors. Moreover, the size and shape of the finite domain used for substitution will also affect the accuracy of results, and the tests for suitable substitution can increase the workload as well. While BEM domain approximation is not necessary for BEM, because the singularity of the fundamental solutions in BIEs makes it directly applicable to the infinite or semi-infinite domains. Definitely, BEM and FEM also share similarities, such as both need element discretisation, nodes and shape functions.

### 2.2 Categories of BEM

BEM can be divided into two categories: Direct BEM [103, 104] and Indirect BEM [105, 106].

Suppose there is an N -dimensional domain $\Omega$ with boundary $\Gamma$. After boundary discretisation, there should be 2 N physical quantities ( N displacements and N forces) for each node. For a specific problem, the number
of known physical quantities on the boundary should be N , and the rest is the unknown physical quantities that need to be calculated. Then, the unknown quantities on the boundary can be obtained with the help of fundamental solutions and given known boundary conditions. When all the physical quantities on the boundary are known, the displacement and stress in the target domain can be obtained by using the BIE again. This process using variables with clear physical meaning to establish BIEs, and then directly computing the actual physical quantities (displacement or force) on the boundary is called the direct boundary element method (DBEM).

DBEM can be subdivided into many forms of BEM, one of which is the boundary element method based on the displacement boundary integral equation (DBIE), also known as the conventional boundary element method (CBEM). This method is derived from the generalized Hooke's law based on the reciprocity theorem. The other one is based on the hypersingular boundary integral equation (HBIE) which is also known as the traction boundary integral equation and is derived from the displacement derivative, strain with the help of the stress-strain relationship based on DBIE. The reason why it is called hypersingular boundary integral equation is the singularity of fundamental solutions in its integral equation.

For elastic mechanics, the indirect BEM can be further divided into the fictitious stress method (FSM) ${ }^{[107-109]}$ and the displacement discontinuity method (DDM) [48, 110]. The virtual quantity in FSM is the traction; while the virtual quantity in DDM is the discontinuous displacement quantity on the real crack or the virtual crack (impose at the boundary position of the target domain).

The core gist of the indirect BEM is to classify the N-dimensional domain into an infinite domain, and then apply a virtual load (virtual displacement or virtual stress, as shown in Fig.2.3) on its boundary $\Gamma$. If the stress or displacement caused by the virtual load can meet the original preset boundary conditions according to a certain distribution approach, then the stress or displacement field of the domain is the required result. The reason that this
method is called indirect BEM is that virtual variables without clear physical meaning are taken as unknown variables and the relevant boundary integral equations are solved, then the real displacements and stresses at the boundary and in the domain are calculated.

It should be pointed out that except for Chapter 7, the derivation of BIEs involved in this thesis is based on the DBEM.

(a) Fictitious stress method

(b) Displacement discontinuity method

Fig.2.3 Classification of IBEM

### 2.3 Boundary integral equation of elasticity

For isotropic linear elastomer, assuming that its deformation under loads is sufficiently small, its strain tensor can be defined as:

$$
\begin{equation*}
\varepsilon_{i j}=\frac{u_{i, j}+u_{j, i}}{2} \tag{2.1}
\end{equation*}
$$

Hooke's law is defined as:

$$
\begin{equation*}
\sigma_{i j}=\lambda \sigma_{i j} \varepsilon_{k k}+2 \mu \varepsilon_{i j} \tag{2.2}
\end{equation*}
$$

where $\sigma_{i j}$ is the stress tensor, $\lambda$ and $\mu$ are Lame constant and shear modulus.

Considering an infinitesimal hexahedral element inside an isotropic linear elastomer, the Navier-Cauchy stress equation about the stress tensor can be derived from the equilibrium conditions of the forces in three directions:

$$
\begin{equation*}
\sigma_{i j, i}+b_{j}=0 \tag{2.3}
\end{equation*}
$$

where $b_{j}$ is the body force in the $\dot{j}$ direction。
The displacement and traction fundamental solution of the Navier-Cauchy equation, $U_{i j}(\mathbf{x}, \mathbf{y})$ and $T_{i j}(\mathbf{x}, \mathbf{y})$ can be presented as:

$$
\begin{align*}
U_{i j}(\mathbf{x}, \mathbf{y}) & =\frac{1}{2 A_{1} \mu r^{h}}\left\{A_{2} \delta_{i j}\left[(h-2) \ln \left(\frac{1}{r}\right)+h-1\right]+r_{, i} r_{, j}\right\}  \tag{2.4}\\
T_{i j}(\mathbf{x}, \mathbf{y}) & =\frac{-1}{A_{1} r^{h}}\left\{r_{r, k} n_{k}\left[A_{3} \delta_{i j}+3 r_{i, i} r_{, j}\right]-A_{3}\left(r_{, i} n_{j}-r_{, j} n_{i}\right)\right\} \tag{2.5}
\end{align*}
$$

where

$$
\left\{\begin{array}{l}
A_{1}=4 \pi(1-v)  \tag{2.6}\\
A_{2}=3-4 v \\
A_{3}=1-2 v
\end{array}\right.
$$

and $r$ is the distance between $\mathbf{x}$ and $\mathbf{y}$

$$
\begin{equation*}
r_{, i}=\frac{\partial r}{\partial x_{i}} \tag{2.7}
\end{equation*}
$$

which represents the derivates of $r$ with respect to $x_{i}$. And $\mathbf{x}$ and $\mathbf{y}$ are the source point and field point. For 2D problems, we have

$$
\left\{\begin{array}{l}
\mathbf{x}=\mathbf{x}\left(x_{1}, x_{2}\right)  \tag{2.8}\\
\mathbf{y}=\mathbf{y}\left(y_{1}, y_{2}\right) \\
h=1
\end{array}\right.
$$

For 3D problems, we have

$$
\left\{\begin{array}{l}
\mathbf{x}=\mathbf{x}\left(x_{1}, x_{2}, x_{3}\right)  \tag{2.9}\\
\mathbf{y}=\mathbf{y}\left(y_{1}, y_{2}, y_{3}\right) \\
h=2
\end{array}\right.
$$

The basic physical meaning of $U_{i j}(\mathbf{x}, \mathbf{y})$ is that after imposing a concentrated force $f_{i}^{*}$ at point $\mathbf{x}$ in the $i$-direction, the displacement $u_{j}(\mathbf{y})$ at point $\mathbf{y}$ in the $j$-direction can be obtained and expressed as

$$
\begin{equation*}
u_{j}(\mathbf{y})=U_{i j}(\mathbf{x}, \mathbf{y}) f_{i}(\mathbf{x}) \tag{2.10}
\end{equation*}
$$

Similarly, the traction relationship can be obtained with the help of
fundamental solutions and expressed as

$$
\begin{equation*}
t_{j}(\mathbf{y})=T_{i j}(\mathbf{x}, \mathbf{y}) f_{i}(\mathbf{x}) \tag{2.11}
\end{equation*}
$$

The next step is to deduce the boundary integral equation. Eq.(2.4) can be obtained by combining the displacement-strain relationship formula (2.1) and Hooke's law formula (2.2) and written as

$$
\begin{equation*}
\mu u_{i, j j}+(\lambda+\mu) u_{j, j i}+b_{i}=0 \tag{2.12}
\end{equation*}
$$

Assuming there is a domain $\Omega$ with its boundary $\Gamma$ and there are two equilibrium states, $\left(\sigma_{i j}, \varepsilon_{i j}\right)$ and $\left(\sigma_{i j}^{*}, \varepsilon_{i j}^{*}\right)$, Multiply both sides of Hooke's law, Eq.(2.2) by $\varepsilon_{i j}^{*}$, one can obtain

$$
\begin{align*}
\sigma_{i j} \varepsilon_{i j}^{*} & =\lambda \delta_{i j} \varepsilon_{k k} \varepsilon_{i j}^{*}+2 \mu \varepsilon_{i j} \varepsilon_{i j}^{*} \\
& =\lambda \varepsilon_{k k} \varepsilon_{m m}^{*}+2 \mu \varepsilon_{i j} \varepsilon_{i j}^{*}  \tag{2.13}\\
& =\varepsilon_{i j}\left(\lambda \delta_{i j} \varepsilon_{m m}^{*}+2 \mu \varepsilon_{i j}^{*}\right) \\
& =\sigma_{i j}^{*} \varepsilon_{i j}
\end{align*}
$$

The following is obtained by integrating both sides of Eq.(2.11)

$$
\begin{equation*}
\int_{\Omega} \sigma_{i j} \varepsilon_{i j}^{*} \mathrm{~d} \Omega=\int_{\Omega} \sigma_{i j}^{*} \varepsilon_{i j} \mathrm{~d} \Omega \tag{2.14}
\end{equation*}
$$

which proves Betti's reciprocal theorem. Then, Using Eq.(2.1) and the symmetry property of stress tensor, one obtains

$$
\begin{equation*}
\int_{\Omega} \sigma_{i j} \varepsilon_{i j}^{*} \mathrm{~d} \Omega=\int_{\Omega} \sigma_{i j} u_{i, j}^{*} \mathrm{~d} \Omega \tag{2.15}
\end{equation*}
$$

Then, with the help of the traction-stress relationship, the following can be derived:

$$
\begin{equation*}
t_{i}=\sigma_{i j} n_{j} \tag{2.16}
\end{equation*}
$$

where $n_{j}$ denotes the unit outer normal vector of boundary, then using Eq.(2.4) and adopting partial integration on both sides of Eq.(2.12), one can get

$$
\left\{\begin{array}{l}
I_{L}=\int_{\Gamma} t_{i} u_{i}^{*} \mathrm{~d} \Gamma+\int_{\Omega} b_{i} u_{i}^{*} \mathrm{~d} \Omega  \tag{2.17}\\
I_{R}=\int_{\Gamma} t_{i}^{*} u_{i} \mathrm{~d} \Gamma+\int_{\Omega} b_{i}^{*} u_{i} \mathrm{~d} \Omega
\end{array}\right.
$$

Further, Eq.(2.15) can be written as

$$
\begin{align*}
& \int_{\Gamma} t_{j}^{*}(\mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+\int_{\Omega} b_{j}^{*}(\mathbf{x}) u_{j}(\mathbf{x}) \mathrm{d} \Omega  \tag{2.18}\\
& =\int_{\Gamma} t_{j}(\mathbf{y}) u_{j}^{*}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+\int_{\Omega} b_{j}(\mathbf{x}) u_{j}^{*}(\mathbf{x}) \mathrm{d} \Omega
\end{align*}
$$

where $t_{j}^{*}(\mathbf{y})$ and $u_{j}^{*}(\mathbf{x})$ are the displacement and traction response induced by the unit concentrated force $f_{i}^{*}$. Combining the definition of fundamental solutions, one can obtain

$$
\left\{\begin{array}{l}
u_{j}^{*}(\mathbf{y})=U_{i j}(\mathbf{x}, \mathbf{y}) f_{i}^{*}(\mathbf{x})  \tag{2.19}\\
t_{j}^{*}(\mathbf{y})=T_{i j}(\mathbf{x}, \mathbf{y}) f_{i}^{*}(\mathbf{x})
\end{array}\right.
$$

Then, combining Eq.(2.19) with the Somigliana identity, one can get

$$
\begin{align*}
\int_{\Omega} \delta_{i j} \delta(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) & =\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{2.20}\\
& -\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})
\end{align*}
$$

where

$$
\begin{equation*}
b_{j}^{*}(\mathbf{y})=\delta(\mathbf{x}, \mathbf{y}) f_{i}^{*}(\mathbf{x}) \tag{2.21}
\end{equation*}
$$

Then the following can be derived ${ }^{[73 \sim 75]}$

$$
\begin{equation*}
u_{i}(\mathbf{x})=\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \tag{2.22}
\end{equation*}
$$

The above boundary integral equation is the displacement boundary integral equation and can be applied to compute the displacement and stress of the internal point of a target domain. When the source point is located on the boundary, as shown in Fig.2.4, the infinitely small part $\Gamma_{1}$ of boundary $\Gamma$ near point $\mathbf{x}$ can be topologically formed into a semicircle of radius $r_{\varepsilon}$, so that the source point is inside the boundary. Then combined with Somigliana identity, the displacement boundary integral equation can finally be obtained and written as

$$
\begin{equation*}
c_{i j}(\mathbf{x}) u_{i}(\mathbf{x})=\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \tag{2.23}
\end{equation*}
$$

where

$$
c_{i j}(\mathbf{x})= \begin{cases}\frac{1}{2} \delta_{i j}, & \mathbf{x} \text { on boundary } \Gamma  \tag{2.24}\\ \delta_{i j}, & \mathbf{x} \text { inside domain }\end{cases}
$$

Combining the strain-displacement relationship again, i.e., Eq.(2.1), the internal stress integral equation can be obtained as

$$
\begin{equation*}
\sigma_{i j}(\mathbf{x})=\int_{\Gamma} U_{i j k}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y}) \mathrm{d} \Gamma-\int_{\Gamma} \mathrm{T}_{i j k}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y}) \mathrm{d} \Gamma \tag{2.25}
\end{equation*}
$$

where

$$
\begin{align*}
& U_{i j k}(\mathbf{x}, \mathbf{y})=\frac{1}{A_{1} r^{h}}\left[A_{3}\left(\delta_{k i} r_{, j}+\delta_{k j} r_{, i}-\delta_{i j} r_{, k}\right)+(h+1) r_{r, i} r_{, j} r_{, k}\right]  \tag{2.26}\\
& T_{i j k}(\mathbf{x}, \mathbf{y})=\frac{2 \mu}{A_{1} r^{h}}\left\{(h+1) r_{, m} n_{m}\left[A_{3} \delta_{i j} r_{, k}+v\left(\delta_{i k} r_{, j}-\delta_{j k} r_{, i}\right)-(h+3) r_{, i} r_{, j} r_{, k}\right]\right. \\
&+ v(h+1)\left(n_{i} r_{, j} r_{, k}+n_{j} r_{, i} r_{, k}\right)+A_{3}\left[(h+1) n_{k} r_{, i} r_{, j}+n_{j} \delta_{i k}+n_{i} \delta_{j k}\right]  \tag{2.27}\\
&\left.-\left(A_{2}-2\right) n_{k} \delta_{i j}\right\}
\end{align*}
$$

When $\mathbf{x} \in \Gamma$, the traction can be obtained by


Fig.2.4 Topological boundary when the source point is on the boundary

### 2.4 Boundary integral equations for heat conduction problems

Heat conduction is a heat transfer phenomenon when there is no macroscopic motion in the medium. It is very common in both life and engineering. As long as there is a temperature difference in the medium or between mediums, heat transfer will always occur. In addition, in engineering structures, thermal stress, which is caused by the temperature change of structures that cannot be freely stretched or the temperature of each internal part is different, is the key factor affecting the safety of the structure.

The governing equation of heat conduction in an isotropic medium without an internal heat source is:

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}}\left[k \frac{\partial \theta(\mathbf{x})}{\partial x_{i}}\right]=0 \tag{2.29}
\end{equation*}
$$

where $k$ denotes the thermal conductivity coefficient, $\theta$ represents temperature, $\mathbf{x}$ is a point inside domain $\Omega$.

The boundary conditions can be set as

$$
\left\{\begin{array}{l}
\theta(\mathbf{x})=\tilde{\theta}(\mathbf{x})  \tag{2.30}\\
q(\mathbf{x})=-k \frac{\partial \theta(\mathbf{x})}{\partial \mathbf{n}}=\tilde{q}(\mathbf{x})
\end{array}\right.
$$

where $q(\mathbf{x})$ denotes heat flux.
Multiply Eq.(2.29) by the weight function $u^{*}$, then integrate domain $\Omega$, we
can get

$$
\begin{equation*}
\int_{\Omega} u^{*} \frac{\partial}{\partial x_{i}}\left(k \frac{\partial \theta}{\partial x_{j}}\right) \mathrm{d} \Omega=0 \tag{2.31}
\end{equation*}
$$

Then with the help of a series of transformations ${ }^{[119]}$, such as partial integration, the following boundary integral equation can be obtained

$$
\begin{align*}
c(\mathbf{x}) \hat{\theta}(\mathbf{x}) & =-\int_{\Gamma} U(\mathbf{x}, \mathbf{y}) q(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{2.32}\\
& -\int_{\Gamma} Q(\mathbf{x}, \mathbf{y}) \hat{\theta}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})
\end{align*}
$$

where $\hat{\theta}=k \theta$ denotes the regularized temperature, for the points on the smooth boundary, $c=1 / 2$, for inner points, $c=0, P(\mathbf{x}, \mathbf{y})$ and $Q(\mathbf{x}, \mathbf{y})$ are the fundamental solutions ${ }^{[12]}$ and can be written as

$$
\begin{align*}
& P(\mathbf{x}, \mathbf{y})=\left\{\begin{array}{l}
\frac{1}{2 \pi} \ln \left(\frac{1}{r}\right), 2 D \text { problems } \\
\frac{1}{4 \pi r}, 3 D \text { problems }
\end{array}\right.  \tag{2.33}\\
& Q(\mathbf{x}, \mathbf{y})=\left\{\begin{array}{l}
-\frac{1}{2 \pi r} \frac{\partial r}{\partial \mathbf{n}}, 2 D \text { problems } \\
-\frac{1}{4 \pi r^{2}} \frac{\partial r}{\partial \mathbf{n}}, 3 D \text { problems }
\end{array}\right. \tag{2.34}
\end{align*}
$$

where $\mathbf{n}$ denotes the outer normal vector on boundary $\Gamma$ and constituted by $n_{i}$, $r$ is the distance between $\mathbf{x}$ and $\mathbf{y}$, i.e.,

$$
\begin{equation*}
r=\|\mathbf{x}-\mathbf{y}\| \tag{2.35}
\end{equation*}
$$

### 2.5 The singular integrals of boundary integral equations

### 2.5.1 Overview of singular integrals

As an inevitable "double-edged sword" in the development of BEM, singular integrals have been widely concerned by scholars at home and abroad. On the one hand, the singularity of the fundamental solution in boundary integral equations makes it more suitable for computing infinite problems and semi-infinite problems, such as fracture problems. On the other hand, the existence of singular integrals makes numerical computation more difficult.

Fundamental solutions are the basis for the numerical computation of BEM. It can be seen that the fundamental solutions in the boundary integral equations of both elasticity and heat conduction problems contain terms like
$\ln (1 / r), 1 / r$ or $1 / r^{2}$. When $r$ approaches zero, the value of $\ln (1 / r), 1 / r$ and $1 / r^{2}$ will tend to infinity, which makes the fundamental solutions singular. Only by properly dealing with the integral singularity, the calculation results can be stable and accurate.

### 2.5.2 Classification of singular integrals

In BIEs, the general form of boundary integral can be written as follows

$$
\begin{equation*}
\int_{\Gamma} \xi(\mathbf{x}, \mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})=\int_{\Gamma} \frac{\tilde{\xi}(\mathbf{x}, \mathbf{y})}{r^{\chi}(\mathbf{x}, \mathbf{y})} \mathrm{d} \Gamma(\mathbf{y}) \tag{2.36}
\end{equation*}
$$

where the integrand function $\xi(\mathbf{x}, \mathbf{y})$ in the target domain is bounded and can be expressed in the following general form

$$
\begin{equation*}
\xi(\mathbf{x}, \mathbf{y})=\frac{\tilde{\xi}(\mathbf{x}, \mathbf{y})}{r^{\chi}(\mathbf{x}, \mathbf{y})} \tag{2.37}
\end{equation*}
$$

where $\chi$ is an integer and can represent the order of function singularity, $\tilde{\xi}(\mathbf{x}, \mathbf{y})$ denotes the rest part of $\xi(\mathbf{x}, \mathbf{y})$ after the term $r^{\chi}(\mathbf{x}, \mathbf{y})$ is decomposed.

Assuming that $\tilde{\xi}(\mathbf{x}, \mathbf{y})$ is bounded in the definition domain and $\sigma$ is the number of times of integrals, the following classification can be further made according to the order of singularity of the integrand function $\xi(\mathbf{x}, \mathbf{y})$ :
(1) Regularity integrals: $\chi \leq 0$;
(2) Weak singularity integral: $0<\chi \leq \pi$;
(3) Strong singularity integral: $\chi=\varpi$;
(4) Super singularity integral: $\chi=\varpi+1$;
(5) Supersingularity integral: $\chi>\infty+1$ 。

In general, the values of regular integrals and weakly singular integrals are bounded. In this thesis, Eqs.(2.6) and (2.27) are integrals with weak singularities, and Eq.(2.28) is a integral with strong singularities.

However, the strong singular integral in BIEs can be solved in the definition of the Cauchy principal value integral, because in the derivation process of BIEs, the minimal domain near the source point is separated, and it exists in the BIE as a free term.

### 2.5.3 Computation methods for singular integral

Scholars have proposed various solutions to solve singular integrals,
including particular solution method, partial integral calculus, regularized power series expansion method; polynomial expansion method; regularization method under isoparametric coordinates, coordinate transformation method, etc.
(1) Particular solution method. Also known as the indirect method, this method is to put the integrals with strong singularity and the free items in boundary integral equations together and places them on the diagonal of the coefficient matrix formed after the discretisation computation. The elements on the diagonal, which are non-singular, are calculated first, and then the values of the diagonal elements are evaluated according to the values of the non-singular elements on the non-diagonal. An improved particular solution method that can compute the supersingular integrals is developed later.
(2) Partial integral calculus. The main idea of this method is to convert the integrand function into a relatively simpler form through differentiation. This method was later applied to solve the crack problem. Budiansky ${ }^{[111]}$ transferred some derivative terms in the fundamental solution with super singularity to the boundary of the target domain, which can reduce the order of the singularity of the integrand function, and then make the traction boundary integral equation solvable.
(3) Regularized power series expansion method. The basic idea is to eliminate the overall singularity by expanding the nonsingular part of the integrand function of the singularity integral into the power series of the distance between the source point and the field point. In the beginning, this method is based on the global coordinate system, and can only be applied to compute two-dimensional singularity integrals. Later, this method is further improved by placing the expansion of power series in the isoparametric coordinate system, and the application can be extended to various high-order singular integrals.
(4) Polynomial expansion method. The basic idea of it is to expand the kernel function in singular integrals and calculate it in the form of truncated cardinality to approximate the analytical solution of the singular integral. This
method is mainly used to solve the hypersingular integral.
(5) Regularization method in isoparametric coordinates. It is proposed by Guiggianiti ${ }^{[112]}$ in 1992 and its main principle is to expand the kernel function with singularity in isoparametric coordinates by using the Laurent series, and then the singularity can be eliminated. Later, it was further extended by Aliabadi to compute the hypersingular integral.
(6) Coordinate transformation method. Also known as the element subdivision method, was first proposed by Lachat et al. ${ }^{[113]}$ in 2010. The basic idea of it is to make the Jacobi value of the kernel function at the singular point zero through coordinate transformation, so as to eliminate the singularity of integrals. It is mainly applied to weak singular integrals and is exerted in this thesis. Based on the coordinate transformation method, the $\{\alpha, \beta\}$ coordinate conversion is proposed.

### 2.6 Discretisation and computation of BIEs

In this section, the discretisation process will be introduced by taking the displacement integral equation for elasticity as an example, i.e., Eq.(2.21). Firstly, the boundary $\Gamma$ of the target domain $\Omega$ needs to be discretised and the number of boundary elements is defined as $N_{e}$. For any point $\mathbf{x}$ on the boundary, its global coordinates can be expressed by the shape function $N_{l}=N_{l}(\xi)$ as

$$
\begin{equation*}
x_{i}=\sum_{l=1}^{M} N_{l} x_{i}^{l} \tag{2.38}
\end{equation*}
$$

where $M$ is the number of nodes in the element.
In addition, it is also necessary to use the shape function to denote the displacement and traction at any point in the element:

$$
\begin{equation*}
u_{j}(\mathbf{x})=\sum_{l=1}^{M} N_{l} u_{i}^{l} \tag{2.39}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{j}(\mathbf{x})=\sum_{l=1}^{M} N_{l} t_{i}^{l} \tag{2.40}
\end{equation*}
$$

It should be noted that the above approach can be used to characterize the physical quantities of continuous elements, while discontinuous elements are
needed to represent nodes with discontinuous surface forces or displacements. Then the displacement boundary integral equation can be discretised as:

$$
\begin{align*}
C_{i j}(\mathbf{x}) u_{j}(\mathbf{x}) & =\sum_{e=1}^{N e}\left[\sum_{l=1}^{M} t_{j}^{l} \int_{\Gamma_{e}} U_{i j}(\mathbf{x}, \mathbf{y}) \mathrm{N}_{l}(\mathbf{y}) d \Gamma(\mathbf{y})\right]  \tag{2.41}\\
& -\sum_{e=1}^{N e}\left[\sum_{l=1}^{M} u_{j}^{l} \int_{\Gamma_{e}} T_{i j}(\mathbf{x}, \mathbf{y}) \mathrm{N}_{l}(\mathbf{y}) d \Gamma(\mathbf{y})\right]
\end{align*}
$$

where $\Gamma_{e}$ denotes the $\mathrm{e}^{\text {th }}$ boundary element。
The two integrand functions on the handside of Eq.(2.41) are known, which can be calculated directly by Gaussian integral. Let

$$
\left\{\begin{array}{l}
\overline{G_{i j}^{e l}}=\int_{\Gamma_{e}} U_{i j}(\mathbf{x}, \mathbf{y}) \mathrm{N}_{l}(\mathbf{y}) d \Gamma(\mathbf{y})  \tag{2.42}\\
\overline{H_{i j}^{e l}}=\int_{\Gamma_{e}} T_{i j}(\mathbf{x}, \mathbf{y}) \mathrm{N}_{l}(\mathbf{y}) d \Gamma(\mathbf{y})
\end{array}\right.
$$

then, Eq.(2.41) can be transformed into

$$
\begin{equation*}
C_{i j}(\mathbf{x}) u_{j}(\mathbf{x})=\sum_{e=1}^{N e} \sum_{l=1}^{M} t_{j}^{l} \overline{G_{i j}^{e l}}-\sum_{e=1}^{N e} \sum_{l=1}^{M} u_{j}^{l} \overline{H_{i j}^{e l}} \tag{2.43}
\end{equation*}
$$

Finally, the following equation can be obtained

$$
\begin{equation*}
\mathbf{H u}=\mathbf{G t} \tag{2.44}
\end{equation*}
$$

By shifting the unknown physical quantity, we can get

$$
\begin{equation*}
\mathbf{A X}=\mathbf{Y} \tag{2.45}
\end{equation*}
$$

In Eq.(2.45), $\mathbf{X}$ and $\mathbf{Y}$ are known boundary physical quantities (traction or displacement) and unknown boundary quantities (traction or displacement) respectively, $\mathbf{A}$ is the coefficient matrice of known boundary physical quantities. The unknown physical quantities can be obtained by solving the linear equations.

Taking the computation of the displacement boundary equation in elasticity as an example, the schematic diagram of the computation process can be illustrated in the following figure:


Fig.2.5 Basic computation process of boundary element method

## Part II

## Application of boundary element method in heat conduction analysis

## Chapter 3

The fast multipole method accelerated line integration boundary element method for 3D heat conduction analysis with heat sources

## Summary

3D steady heat conduction analysis considering heat source is conducted on the fundamental of BEM in this chapter. Due to considering the heat source, domain integrals appear in heat conduction BIEs which will counteract the well-known merit of the BEM, namely, boundary-only discretisation. To avoid volume discretisation, the enhanced BEM, the line integration BEM (LIBEM) with dimension reduction property is introduced to transfer domain integrals into line integrals. The numerical results prove that the LIBEM is wellperformed in convergence and accuracy.

Further, to overcome the shortcoming, high time consumption, of the LIBEM, the FM-LIBEM is proposed to enhance the computation efficiency based on the FMM. According to the numerical results, the FM-LIBEM performs great in reducing computational time and making computing numerical structures with a massive degree of freedom via a personal computer becomes possible. For example, the computer (a 2.6 GHz CPU and 32.0 GB of RAM) used in this research only can calculate models with no more than 50000 elements by the LIBEM, while models with more than 230000 elements are still under the computation capacity when using the FM-LIBEM.

### 3.1 Introduction

As a common phenomenon in engineering, heat conduction analysis with heat sources also deserves attention. For example, concrete structures can generate heat by themselves during the process of pouring and curing, and this heating process may lead to fractures [4, 114, 115] and break engineering structures ${ }^{[116, ~ 117] . ~ S o ~ f a r, ~ s o m e ~ r e s e a r c h ~ a r e ~ d o n e ~ o n ~ h e a t ~ c o n d u c t i o n ~ a n a l y s i s ~}$ considering heat source on the fundamental of the BEM. Such as Sekiya et al. ${ }^{[118]}$ conducted the heat conduction analysis considering heat sources via a multiple-reciprocity BEM. Besides, a radial integration polygonal BEM is proposed by Cui et al. ${ }^{[119]}$ for heat conduction analysis.

Due to considering heat sources, domain integrals appear in the BIE of heat conduction. Several previous pieces of research applied the multiple reciprocity method and radial integration method as integral dimension reduction methods. In this research, the LIBEM, is applied to reduce the domain integral dimensionally and the domain integrals can be transferred into line integrals, hence volume discretisation is avoided successfully. LIM is an efficient dimension reduction method as well, unlike RIM, it reduces domain integrals to boundary integrals with 1D integrals based on the divergence theorem in Cartesian coordinates. To deal with singular integrals, the coordinate transformation is exerted. Moreover, LIM also performs well in accuracy and convergence.

However, the time complexity of the LIBEM is $O(N M)$ where $N$ and $M$ are the numbers of nodes and lines, respectively ${ }^{[120-122]}$, which means the computational time will increase sharply with the rise of element number. Thus, the computation of massive or large-scale structures is too timeconsuming. Hence, an acceleration algorithm is in need. In this research, the FMM is exerted to couple with the LIBEM as a new method, FM-LIBEM, which can be applied to large-scale computation. The FMM has been applied in many fields by coupling with other mathematic methods since its appearance, like acoustic analysis ${ }^{[123,124]}$, elasticity analysis ${ }^{[125-127]}$ and electromagnetic
analysis [128, 129]. The FM-LIBEM proposed in this research can enhance computation efficiency without losing accuracy generally. Specifically, the LIM for the computation of domain integrals and the BEM for the computation of traditional boundary integrals can be accelerated by the FMM in this paper.

The detailed theorem and validation of the FM-LIBEM are presented in the following sections. Firstly, the formulas of 3D heat conduction analysis with heat source are presented. In Section 3.3, the theorem of the FMM and LIBEM are presented in detail, followed by the procedures for the realization of the FM-LIBEM. Further, in the next section, the accuracy, efficiency and convergence of the FM-LIBEM are testified in the first numerical example, and the latter two examples focus on showing the performance of the FMLIBEM when it comes to complex models.

### 3.2 Theorem of 3D heat conduction considering heat sources

For heat conduction analysis of isotropic materials containing heat source, the governing formula is presented as ${ }^{[130]}$

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}}\left[k \frac{\partial \theta(\mathbf{x})}{\partial x_{i}}\right]+B(\mathbf{x})=0 \tag{3.1}
\end{equation*}
$$

where $k$ symbolizes thermal conductivity, $\theta$ is temperature, $\mathbf{x}$ are the points in the research domain $\Omega$ with components $x_{i}, B(\mathbf{x})$ represents heat source.

And the boundary conditions are set as

$$
\left\{\begin{array}{l}
\theta(\mathbf{x})=\tilde{\theta}(\mathbf{x}) \quad \text { on } \Gamma_{\theta}  \tag{3.2}\\
q(\mathbf{x})=-k(\mathbf{x}) \frac{\partial \theta(\mathbf{x})}{\partial \mathbf{n}}=\tilde{q}(\mathbf{x}) \quad \text { on } \Gamma_{q}
\end{array}\right.
$$

where $q(\mathbf{x})$ symbolizes the heat flux. $\Gamma_{\theta}$ and $\Gamma_{q}$ are the boundary with known temperature and heat flow respectively. $\tilde{\theta}(\mathbf{x})$ and $\tilde{q}(\mathbf{x})$ represent the known temperature and heat flow on $\Gamma_{\theta}$ and $\Gamma_{q}$ respectively. $\mathbf{n}$ symbolizes the outward normal vector on boundary $\Gamma=\Gamma_{\theta} \cup \Gamma_{q}$ with its $i^{\text {th }}$ component $n_{i}$.

By introducing the weight function and divergence theorem, the governing Eq. (3.1) is written as

$$
\begin{align*}
c(\mathbf{x}) \hat{\theta}(\mathbf{x}) & =-\int_{\Gamma} u^{*}(\mathbf{x}, \mathbf{y}) q(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} q^{*}(\mathbf{x}, \mathbf{y}) \hat{\theta}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{3.3}\\
& +\int_{\Omega} u^{*}(\mathbf{x}, \mathbf{y}) B(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

where $\hat{\theta}$ symbolizes the normalized temperature and $\hat{\theta}=k \theta$, and $k$ is the thermal conductivity, $c$ is set to 0.5 and 1.0 respectively for smooth boundary points and internal points, $u^{*}(\mathbf{x}, \mathbf{y})$ and $q^{*}(\mathbf{x}, \mathbf{y})$ are kernel functions ${ }^{[131]}$ and can be found in Section 2.4.

There is a domain integral in Eq.(3.3) and can be expressed as follows

$$
\begin{equation*}
D_{1}(\mathbf{x})=\int_{\Omega} u^{*}(\mathbf{x}, \mathbf{y}) B(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \tag{3.4}
\end{equation*}
$$

### 3.3 Line integration method for domain integrals

The LIM is an efficient approach for solving boundary integral equations with domain integrals without volume discretisation. The basic theorem and equations are introduced below ${ }^{[127]}$.

To compute the domain integrals with weakly-singular kernels, the case for domain integrals with continue functions is considered first. By using Theorem 3.3 in Appendix, the domain integrals can be translated into boundary integrals. For simplicity, one can let all the start points of the integral lines on the same plane $\left\{y_{1}=c\right\}$, i.e. $a\left(y_{2}, y_{3}\right)=c$, where $c$ is an arbitrary constant value. If one discretises the boundary with $N$ elements, Eq.(3.48) can be rewritten as ${ }^{[127]}$

$$
\begin{equation*}
\int_{\Omega} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega=\sum_{i=1}^{N} \int_{\Gamma_{i}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma_{i}(\mathbf{y}) \tag{3.5}
\end{equation*}
$$

where $\Gamma_{i}$ is the $i^{\text {th }}$ boundary element and

$$
\begin{equation*}
F\left(\mathbf{x}, \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}\right)=\int_{c}^{y_{1}} g\left(\mathbf{t}\left\{t, y_{2}, y_{3}\right\}\right) k\left(\mathbf{x}, \mathbf{t}\left\{t, y_{2}, y_{3}\right\}\right) \mathrm{d} t, \quad \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in \Gamma \tag{3.6}
\end{equation*}
$$

The integral on each element in Eq.(3.5) can be computed numerically with Gaussian quadrature. However, the weakly singular integral still exists in Eq.(3.5) and it should be treated carefully. Actually, the integral on an element in Eq.(3.5) is still a domain integral, and the integral area is a volume created by the plane $\left\{y_{1}=c\right\}$ and the element (see Fig.3.1). Then the integrals can be classified into two types: regular integrals and weakly singular integrals (see Fig.3.1). Generally speaking, For an element $E$, the weakly singular integral exists when point $\mathbf{x}$ is in the integral area created by element $E$, then line $\mathbf{L}\left\{y_{2}=x_{2}, y_{3}=x_{3}\right\}$ and $E$ has a cross point $\mathbf{s}$, where $\mathbf{s}$ can be considered as the singular point for the weakly singular integral on
boundary element $E$ (see Fig.3.2). The regular integrals can be computed by Gaussian quadrature with weighted integral points directly. The weakly singular point $\mathbf{s}$ on a boundary element can be eliminated by a coordinate translation and new weighted integral points can be used on the element. Then the domain integral in Eq.(3.5) can be written as

$$
\begin{equation*}
\int_{\Omega} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega=\sum_{i=1}^{M} F^{i}\left(\mathbf{x}, \mathbf{y}^{i}\right) n_{1}^{i}\left(\mathbf{y}^{i}\right) w^{i} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
F^{i}\left(\mathbf{x}, \mathbf{y}^{i}\left\{y_{1}^{i}, y_{2}^{i}, y_{3}^{i}\right\}\right)=\int_{c}^{y_{1}^{i}} g\left(\mathbf{t}\left\{t, y_{2}^{i}, y_{3}^{i}\right\}\right) k\left(\mathbf{x}, \mathbf{t}\left\{t, y_{2}^{i}, y_{3}^{i}\right\}\right) \mathrm{d} t \tag{3.8}
\end{equation*}
$$

where $\mathbf{y}^{i}\left\{y_{1}^{i}, y_{2}^{i}, y_{3}^{i}\right\}$ is the $i^{\text {th }}$ boundary integral point, $M$ is the total integral points, $w^{i}$ and $n_{1}^{i}$ are the weight and unit outward normal at $y_{1}$-direction of the $i^{\text {th }}$ point. By Eqs.(3.7) and (3.8), the domain integral can be computed by the sum of one-dimensional line integrals on straight integral lines finally (see Fig. 3.2). The integral lines are created from the integral points on each boundary element. The lines created from weakly singular integrals can be called singular integral lines.


Fig.3.1 Regular integrals and the weakly singular integrals
To compute Eq.(3.8) efficiently, background cells can be used to cut the integral lines into sub-lines (see Fig.3.3) and Eq.(3.7) can be rewritten as

$$
\begin{equation*}
\int_{\Omega} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega=\sum_{i=1}^{M} n_{1}^{i}(\mathbf{y}) w^{i} \int_{L_{i}} g(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} y_{1} \tag{3.9}
\end{equation*}
$$

where $M$ is the number of total integral sub-lines and $L_{i}$ is the ith sub-line. $n_{1}^{i}$ is and $w^{i}$ are unit outward normal at $y_{1}$-direction and weight of sub-line $L_{i}$,
respectively, which are obtained from the corresponding integral points on boundary element.


Fig.3.3 Cut and distribute integral lines into cells
The proposed method can be called the line integration method (LIM) and the background cells can be constructed by an adaptive oct-tree structure in a 3D problem. And here are the general steps:
(1) Seek the smallest cube $C_{0}$ which can contain $\Omega$, integral lines and boundary nodes.
(2) Define the cube $C_{0}$ as level 0 , then divide it into 8 cubes of the same size and define them are at level 1 , in this way, the sub-cubes (children) at a certain level can be generated by the cube (parent) at the upper level.
(3) Stop the division until the number of the integral lines and boundary
nodes is less than the default numbers respectively.
The childless cube is named a leaf. See Fig.3.4, if a cube $C$ shares one or more vertex with another cube (including $C$ ) and they are at the same level, then they are defined as neighbours. Besides, a member of the interaction list of $C$ is defined as a cube which is the child of the neighbours of $C^{\prime} s$ parent and has no shared vertex with $C$. In addition, if a cube is on the same level as $C$ but they are not neighbours, then it is a well-separated cube from cube $C$. Further, for improving the accuracy and efficiency, the background cells formed by all the cube leaves are applied to divide the integral lines into short ones.


Fig.3.4 The neighbours and interaction list
And here are the application of adaptive oct-tree structure to LIM:
(1) Distribute all the integral lines and nodes into the root cell. All the nodes should be in the root cell and each integral line should also be part or total in the root cell. Keep the part in the root cell for each integral line.
(2) Subdivide the root cell into eight smaller cubes which are on level 1.
(3) Continue dividing in this way, that is, the cells of level $1+1$ are obtained from level $l$ by subdividing a cell into eight equal cells.
(4) Stop the subdivision of a cell if the number of integral lines in it is less than the prescribed maximum number of lines. While subdividing a cell into eight sub-cells, the nodes and lines in it are distributed into its sub-cells. A line is cut into two lines if it is not total in one sub-cell (see Fig.3.3).
(5) Delete the cell if it has no line and node in it.

Now the integrals on sub-lines in background cells can be computed numerically by Gaussian quadrature. The weakly singular lines are also cut into sub-singular lines and distributed into different cells, one can still compute the line integrals with all sub-singular lines. However, the regular sub-integral lines can be used to compute the line integrals if the integral lines are far away from the singular point $\mathbf{x}$, and no singularity exists in this case. One can use the oct-tree structure to judge the distance between a line and point $\mathbf{x}$. If the cell that contains the sub-line is not the neighbour of the cell that contains point $\mathbf{x}$, regular lines can be used, otherwise, singular lines should be used to obtain better accuracy.

By using LIM, the domain integrals can be computed easily. To avoid the judgment of the position of integral points on integral lines, the definition of $f(\mathbf{y})$ can be extended to $\mathbb{R}^{3}$. And the domain integral in Eq.(3.4) can be transformed into the following form

$$
\begin{equation*}
D_{1}(\mathbf{x})=\int_{\Omega} u^{*}(\mathbf{x}, \mathbf{y}) B(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\sum_{i=1}^{M} n_{1}^{i}(\mathbf{y}) w^{i} \int_{L_{i}} u^{*}(\mathbf{x}, \mathbf{y}) B(\mathbf{y}) \mathrm{d} y_{1} \tag{3.10}
\end{equation*}
$$

### 3.4 The fast multipole method accelerated LIBEM

### 3.4.1 The basic theorem of the FM-LIBEM

Now, considering a domain is subdivided by the oct-tree cubes and a boundary node $\mathbf{x}$ (the vector coordination) is located inside a leaf cube $C_{P}$. Two parts need to be computed for $\mathbf{x}$, the domain integrals and the boundary integrals. During the computed procedure, the domain integral is computed with the help of the FMM accelerated LIM, the boundary integrals are computed by the FMM accelerated BEM, and the result of the domain integral is added to the right vector, then the unknowns are computed by the
generalized minimal residual method (GMRES) [132, 133]. In FM-LIBEM, all the integrals are divided into two kinds for a node $\mathbf{x}$, the near integrals (integral points in cubes that are the neighbourhood of $C_{P}$ and itself) and the far integrals (integral points in cubes that are in the interaction list of $C_{P}$ and those well-separated from itself), the previous one is computed by the tradition LIBEM directly, while the computation of the latter one is done by the FMM.
(I) Multipole expansion of the fundamental solution

After the adaptive oct-tree is built, assume each cube leaf contains $m_{d}$ line integral points, then the domain integral in Eq.(3.10) is rewritten as the following format for the cube $C_{P}$

$$
\begin{equation*}
D_{1}(\mathbf{x})=\sum_{i=1}^{M} n_{1}^{i}(\mathbf{y}) \omega^{i} \int_{L_{i}} u^{*}(\mathbf{x}, \mathbf{y}) B(\mathbf{y}) \mathrm{d} L_{i}(\mathbf{y}) \tag{3.11}
\end{equation*}
$$

where $B(\mathbf{y})$ represents the body force are node $\mathbf{y}$.
As one can see in Eq.(3.11), the kernel function $u^{*}(\mathbf{x}, \mathbf{y})$ only varies with the distance $r$ and its derivatives. An important step of the FMM is separating the points $\mathbf{x}$ and $\mathbf{y}$ apart, see Fig.3.5, the spherical coordinates system, $\{\rho, \theta, \phi\}$, is centred at $O, r=|\overline{\mathbf{x y}}|, \overline{O \mathbf{x}}=\left\{\rho_{1}, \theta_{1}, \phi_{1}\right\}$ and $\overline{O \mathbf{y}}=\left\{\rho_{2}, \theta_{2}, \phi_{2}\right\}$. Hence, the solid harmonic functions, $R_{n, m}$ and $S_{n, m}$, are exerted and they can be written as follow ${ }^{[57]}$

$$
\left\{\begin{array}{l}
R_{n, m}(\overline{O \mathbf{x}})=\frac{1}{(n+m)!} P_{n}^{m}(\cos \theta) e^{i m \phi} r^{n}  \tag{3.12}\\
S_{n, m}(\overline{O \mathbf{x}})=(n-m)!P_{n}^{m}(\cos \theta) e^{i m \phi} \frac{1}{r^{n+1}}
\end{array}\right.
$$

where $P_{n}^{m}$ represents the associated Legendre function.
So the kernel $u^{*}(\mathbf{x}, \mathbf{y})$ can be transformed into the following form for the case $|\overrightarrow{O \mathbf{y}}|<|\overrightarrow{O \mathbf{x}}|$ as ${ }^{[57]}$

$$
\begin{equation*}
u^{*}(\mathbf{x}, \mathbf{y})=\frac{1}{4 \pi} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \overline{S_{n, m}}(\overline{O \mathbf{x}}) R_{n, m}(\overline{O \mathbf{y}}) \tag{3.13}
\end{equation*}
$$

where the superposed bar symbolizes the complex conjugate.


Fig.3.5 Expansion condition of spherical harmonics

## (II) Multipole moments

During calculation, the degree expansion $p$ is truncated, setting $p=8 \sim 10$ is enough for better accuracy and efficiency. If $p$ is too large, the computation efficiency will be reduced. With the help of Eq.(3.13), the contribution of a random cube $C_{Q}$ that is far away from $C_{P}$ can be written as

$$
\begin{equation*}
D_{1}=\frac{1}{4 \pi} \sum_{n=0}^{p} \sum_{m=-n}^{n} \overline{S_{n, m}}\left(\overline{O_{Q} \mathbf{x}}\right) M_{n, m}\left(O_{Q}\right) \tag{3.14}
\end{equation*}
$$

where $O_{Q}$ is the centre of cube $C_{Q}, M_{n, m}\left(O_{Q}\right)$ is the multipole moments (MM) (see Fig.3.6) of $D_{1}$ can be expressed as

$$
\begin{equation*}
M_{n, m}\left(O_{Q}\right)=\sum_{i=1}^{m_{d}} n_{1}^{i}(\mathbf{y}) w^{i} \int_{L_{i}} R_{n, m}\left(\overline{O_{Q}} \mathbf{y}\right) B\left(O_{Q}\right) \mathrm{d} L_{i}\left(O_{Q}\right) \tag{3.15}
\end{equation*}
$$



Fig.3.6 Multipole moment

## (III) Multipole to multipole translation

Another translation of the FMM that needed to be derived is multipole to multipole (M2M) translation (see Fig.3.6), namely, computing the MM from children to their parent cube, taking cube $C_{Q}^{\text {parent }}$ and $C_{Q}$ as an example, on the fundamental of the property of $R_{n, m}$, expressed as the following equation

$$
\begin{equation*}
R_{n, m}(\overline{\mathbf{y x}})=\sum_{n^{\prime}=0}^{n} \sum_{m^{\prime}=-n^{\prime}}^{n^{\prime}} R_{n^{\prime}, m^{\prime}}(\overline{\mathbf{y} O}) R_{n-n^{\prime}, m-m^{\prime}}(\overline{\mathbf{x} O}) \tag{3.16}
\end{equation*}
$$

One can obtain the M2M as

$$
\begin{equation*}
M_{n, m}\left(O_{Q}^{\text {parent }}\right)=\sum_{n^{\prime}=0}^{n} \sum_{m^{\prime}=-n^{\prime}}^{n^{\prime}} R_{n^{\prime}, m^{\prime}}\left(\overline{\left(\overline{O_{Q}^{\text {parent }}} O_{Q}\right.}\right) M_{n-n^{\prime}, m-m^{\prime}}\left(O_{Q}\right) \tag{3.17}
\end{equation*}
$$

## (IV) Multipole to local translation

Next, based on the property of the harmonic function $S_{n, m}$, which is expressed as the following equation

$$
\begin{equation*}
S_{n, m}(\overline{\mathbf{y x}})=\sum_{n^{\prime}=0}^{\infty} \sum_{m^{\prime}=-n^{\prime}}^{n^{\prime}} \overline{R_{n^{\prime}, m^{\prime}}}(\overline{O \mathbf{x}}) S_{n+n^{\prime}, m+m^{\prime}}(\overline{O \mathbf{x}}),|\overline{O \mathbf{y}}|<|\overline{O \mathbf{x}}| \tag{3.18}
\end{equation*}
$$

Eq.(3.14) is further written as

$$
\begin{equation*}
D_{1}=\frac{1}{4 \pi} \sum_{n^{\prime}=0}^{p} \sum_{m^{\prime}=-n^{\prime}}^{n^{\prime}} R_{n^{\prime}, m^{\prime}}\left(\overline{O_{P} \mathbf{x}}\right) L_{n^{\prime}, m^{\prime}}\left(O_{p}\right) \tag{3.19}
\end{equation*}
$$

where $O_{P}$ is the center of cube $C_{P}, L_{n^{\prime}, m^{\prime}}\left(O_{p}\right)$ is the local expansion at $O_{P}$, and it can be expressed as

$$
\begin{equation*}
L_{n^{\prime}, m^{\prime}}\left(O_{p}\right)=\sum_{n=0}^{p} \sum_{m=-n}^{n}(-1)^{n^{\prime}} \overline{S_{n+n^{\prime}, m+m^{\prime}}}\left(\overline{O_{Q} O_{P}}\right) M_{n, m}\left(O_{Q}\right) \tag{3.20}
\end{equation*}
$$

Eq.(3.20) is named the multipole to local (M2L) translation, plotted as 3..3.7, and it is used for computing the contribution of a cube's interaction list. Then, the transform of the parents of cube $C_{P}$ and $C_{Q}$ also is necessary during the procedure of the FMM, assume the parent cube of $C_{P}$ and $C_{Q}$ are $C_{P}^{\text {parent }}$ and $C_{Q}^{\text {parent }}$ respectively, and $C_{Q}^{\text {parent }}$ is a member of the interaction list of $C_{P}^{\text {parent }}$, then the M2L transformation is written as

$$
\begin{equation*}
L_{n^{\prime}, m^{\prime}}\left(O_{P}^{\text {parent }}\right)=\sum_{n=0}^{\infty} \sum_{m=-n}^{n}(-1)^{n^{\prime}} \overline{S_{n+n^{\prime}, m+m^{\prime}}}\left(\overline{O_{Q}^{\text {parent }} O_{P}^{\text {parent }}}\right) M_{n, m}\left(O_{Q}^{\text {parent }}\right) \tag{3.21}
\end{equation*}
$$

where $O_{P}^{\text {parent }}$ and $O_{Q}^{\text {parent }}$ are the centre of cube $C_{P}^{\text {parent }}$ and $C_{Q}^{\text {parent }}$ respectively.


Fig.3.7 M2L translation

## (V) Local to local translation

The last step of the FMM is local to local (L2L) translation (see Fig.3.8), i.e., transforming the MM from parent to its children, taking cube $C_{P}^{\text {parent }}$ and $C_{P}$ as an example, with the help of Eq.(3.16), then one can get the L2L translation as below

$$
\begin{equation*}
L_{n, m^{\prime}}\left(O_{P}\right)=\sum_{n=n^{\prime}, m=n}^{\infty} \sum_{n=n}^{n} R_{n-n^{\prime} ; m-m^{\prime}}\left(\overline{O_{P}^{\text {pareret }} O_{P}}\right) L_{n, m}\left(O_{P}^{\text {praent }}\right) \tag{3.22}
\end{equation*}
$$



Fig.3.8 M2L, M2M, L2L translations

### 3.4.2 Steps of the FM-LIBEM

Step 1. Boundary discretisation.
For a given domain, its boundary is discretised into elements by the conventional BEM directly.

Step 2. Integral line creation.
An integral line needed to be created for every integral point on each boundary element, and the corresponding integral point is taken as the endpoint of the integral line. The start point is set by defining $s$ as a constant, which can be the same value for every start point of integral lines for simplicity. Then two kinds of integrals exist for each boundary node $\mathbf{x}$, the regular and singular integral lines. The latter ones are transformed into regular forms by coordination translation.

Step 3. Adaptive oct-tree structure construction and sub-integral line creation.

The procedure for oct-tree structure construction is introduced in Section
3.3.2.1, after that, the integral lines are divided into sub-lines with the help of sub-cubes created by the oct-tree.

Step 4. Near integral computation.
For the line integrals transformed from domain integrals, the integrals inside the neighbourhood of a random point $\mathbf{x}$ are computed directly by the traditional BEM and LIM respectively.

Step 5. Upward pass.
During the upward process, the upward order for computing MM is from the smallest level to level 2. The MM is calculated by Eq.(3.15) for each leaf cube firstly, then via the M2M translation, i.e., Eq.(3.17), the MM of those cubes having children is computed.

Step 6. Downward pass.
In the downward pass, two parts are necessary to consider for calculating the local expansion.
(1) The M2L translation at each level is applied to evaluate the local expansion for a sub-cube from its interaction list by Eq.(3.21).
(2) The second part is calculating the local expansion for the sub-cubes from their parent cube by L2L translation, namely, Eq.(3.22).

Step 7. Far integral computation.
By computing Eq.(3.20), the far integrals are obtained, then add the result of far integrals with the result of near integrals gotten from Step 4 up.

### 3.5 Numerical examples

The degree expansion $p$ for the FM-LIBEM is set as 10 in this part. And all the numerical models are computed by a computer assembled with a 2.6 GHz CPU and 32.0 GB of RAM.

To verify the convergence of BEM, the following error calculation formula is introduced to calculate relative errors.

$$
\begin{equation*}
R \text {-Error }=\sqrt{\left(\sum_{i=1}^{N}\left(u_{i}^{e}-u_{i}^{n}\right)^{2}\right) /\left(\sum_{i=1}^{N}\left(u_{i}^{e}\right)^{2}\right)} \tag{3.23}
\end{equation*}
$$

where $u_{i}^{e}$ and $u_{i}^{n}$ are the analytical and numerical results respectively, $N$
denotes the number of sample points.

### 3.5.1 A cube with heat sources

This numerical example is the heat conduction analysis of a cube containing a heat source. See Fig.3.9, the cube is centered at $\{2,2,2\}$ and bounded by planes $\{x=0\},\{x=4\},\{y=0\},\{y=4\},\{z=0\}$ and $\{z=4\}$. The temperature at boundary planes, $\{\mathrm{z}=0\}$ and $\{\mathrm{z}=4\}$ are 0 , while the heat flux of the rest boundaries is set to 0 . Besides, the value of thermal conductivity is set to 1 $\mathrm{W} /(\mathrm{m} \cdot \mathrm{K})$. And the expression of heat source is listed as follows

$$
\begin{equation*}
B(z)=2 e^{-z} \tag{3.24}
\end{equation*}
$$

Hence one can obtain the analytical solution of temperature as the following equation ${ }^{[76]}$

$$
\begin{equation*}
\theta=\frac{1}{2 k}\left[4\left(1-e^{-z}\right)-z\left(1-e^{-4}\right)\right] \tag{3.25}
\end{equation*}
$$

Fig.3.9 The cube model
To prove the developed method is useful for the heat conduction analysis considering the heat source, results of the FM-LIBEM are compared with the analytical result which is expressed as Eq.(3.25). Obviously, the temperature is only related to x -axial, thereby nine internal points are picked for comparison, namely, $\{2,2,0.4\},\{2,2,0.8\},\{2,2,1.2\},\{2,2,1.6\},\{2,2,2.0\},\{2,2,2.4\},\{2,2$, $2.8\},\{2,2,3.2\},\{2,2,3.6\}$. Besides, in this case, the boundaries of the cube are discretised with 2112 elements. As one can see in Table 3.1, the temperature
result of the FM-LIBEM and LIBEM are listed and compared with the analytical results, both of them can present results with high accuracy. In addition, the relative error of the FM-LIBEM and LIBEM is $0.0708 \%$ and $0.069 \%$ respectively, which means the accuracy of the FM-LIBEM and LIBEM are at the same level.

Besides, to show the convergence of the LIBEM and FM-LIBEM, several boundary discretisation cases are taken for the cube. As Fig.3.10 plotted, the relative errors of the FM-LIBEM and LIBEM are at the same level and perform great in convergence for cases (a) to (g). While, when it comes to the last two cases with 77460 elements and 120808 elements respectively, the necessary computation demand of the LIBEM is beyond the computation ability, which is still enough for the FM-LIBEM however.

Table 3.1 Result comparison of selected points

| Selected points | Temperature $\left.{ }^{\circ} \mathrm{C}\right)$ |  |  |
| :---: | :---: | :---: | :---: |
|  | FM-LIBEM | LIBEM | Analytical Results |
| $\{2,2,0.4\}$ | 0.4626 | 0.4626 | 0.4630 |
| $\{2,2,0.8\}$ | 0.7077 | 0.7077 | 0.7087 |
| $\{2,2,1.2\}$ | 0.8080 | 0.8080 | 0.8086 |
| $\{2,2,1.6\}$ | 0.8105 | 0.8106 | 0.8109 |
| $\{2,2,2.0\}$ | 0.7475 | 0.7475 | 0.7476 |
| $\{2,2,2.4\}$ | 0.6406 | 0.6406 | 0.6405 |
| $\{2,2,2.8\}$ | 0.5042 | 0.5042 | 0.5040 |
| $\{2,2,3.2\}$ | 0.3479 | 0.3479 | 0.3478 |
| $\{2,2,3.6\}$ | 0.1784 | 0.1785 | 0.1783 |
| Relative Error | $0.0708 \%$ | $0.069 \%$ |  |



Fig.3.10 The discretised cubes with boundary elements

Further, another key advantage, i.e., the high computational efficiency, of the FM-LIBEM is testified by comparing it to the LIBEM. According to Fig.3.11, the computational time of FM-LIBEM is at the same level compared to the LIBEM before the element number reaches about 5000, then the computational time of LIBEM rises sharply with the increase of the element number, while the growth trend of the FM-LIBM is much slower. In addition, when the model is discretised with about 30000 elements, the computing time of FM-LIBM is about $6 \%$ of that of LIBEM. Hence, the computational efficiency of FM-LIBEM is much higher than LIBEM.


Fig.3.11 Relative errors of the cube in different cases


Fig.3.12 Comparison of computational time

### 3.5.2 A ring flange with heat sources

As one can see in Fig.3.13, this ring flange model centres at $\{0,0,-2.5\}$ with eight evenly distributed cylindrical holes which is very common in engineering structures, and it is much more complicated than the previous one, the top and bottom faces are planes $\{\mathrm{z}=0\}$ and $\{\mathrm{z}=5\}$, the rest of the geometrical information can be found in Fig.3.14 As to the boundary conditions, this model is defined as thermally insulated and the temperature is set to $0^{\circ} \mathrm{C}$. Besides, the value of thermal conductivity is set to $10 \mathrm{~W} /(\mathrm{m} \cdot \mathrm{K})$. And the formula for the heat source is displayed below

$$
\begin{equation*}
B(z)=10\left[z^{2}+\sin (z)\right] \tag{3.26}
\end{equation*}
$$



Fig.3.13 The ring flange model


Fig.3.14 Geometry of the ring flange

As there is no analytical solution for this analysis model, the FEM simulation results are taken as a comparison and the FEM model is discretised into 449025 elements. To show the accuracy of the FM-LIBEM, the boundary of this model is discretised into 4806 elements, and 12 points on the line $\{x=7.5 ; y=0.0\}$ are selected for comparison, detailed information can be found in Table 3.2. Apparently, the result of the LIBEM and the FM-LIBEM are in high consistency with that of the FEM.

Table 3.2 Result comparison of selected points

| Selected points | Temperature ( ${ }^{\circ} \mathrm{C}$ ) |  |  |
| :---: | :---: | :---: | :---: |
|  | FM-LIBEM | LIBEM | FEM |
| $\{7.5,0,0.4\}$ | 1.5485 | 1.5481 | 1.5517 |
| $\{7.5,0,0.8\}$ | 3.1703 | 3.1701 | 3.1376 |
| $\{7.5,0,1.2\}$ | 4.8154 | 4.8153 | 4.7590 |
| $\{7.5,0,1.6\}$ | 6.4650 | 6.4651 | 6.3864 |
| $\{7.5,0,2.0\}$ | 8.0580 | 8.0581 | 7.9671 |
| $\{7.5,0,2.4\}$ | 9.3743 | 9.3747 | 9.4193 |
| $\{7.5,0,2.8\}$ | 10.7548 | 10.7547 | 10.6267 |
| $\{7.5,0,3.2\}$ | 11.5355 | 11.5354 | 11.4193 |
| $\{7.5,0,3.6\}$ | 11.7214 | 11.7215 | 11.5507 |
| $\{7.5,0,4.0\}$ | 10.8565 | 10.8568 | 10.6623 |
| $\{7.5,0,4.4\}$ | 8.4153 | 8.4158 | 8.2336 |
| $\{7.5,0,4.8\}$ | 3.5964 | 3.5954 | 3.5183 |
| (a) 4806 <br> (e) 45298 | (b) 7022 <br> (f) 69764 | (c) 16930 <br> (g) 121566 |  |

Fig.3.15 The discretised ring flange with boundary elements
Further, to testify the convergence of the FM-LIBEM when it comes to a complex model, the ring flange is discretised into boundary elements in different numbers showing as Fig.3.15, two approaches are taken for
convergence analysis, the first one is plotting the relative errors computed by taken the FEM result (discretised by 405314 elements) as a comparison, the second approach is computing the relative errors by taking the next discretisation model as a comparison, for example, for the case, discretised model with 4806 elements, the result of the next case, discretised model with 7022 elements, is the comparison. According to Fig.3.16, both the two approaches prove that the FM-LIBEM performs great in convergence.


Fig.3.16 Relative errors of the ring flange in different cases


Fig.3.17 Comparison of computational time
Besides, the most important ability of the FM-LIBEM, the computation efficiency, needs to be validated. As Fig. 3.17 shows, the computational time of
the FM-LIBEM is at the same level compared to the LIBEM at first, then the computational time of the LIBEM rises sharply and the cases with more than about 50000 elements are beyond the computation capacity of the computer. While the growth trend of the FM-LIBM is much slower. And for the last case, the discretised model with 235882 elements, the computation time of the FMLIBEM is 2261 seconds which is only enough for a discretised model with about 18000 elements if computed by LIBEM according to Fig.3.17. In addition, when the model is discretised with 45298 elements, the computing time of FMLIBM is about $2 \%$ of that of LIBEM. Hence, the computational efficiency of the FM-LIBEM is still much better than the LIBEM, i.e., the FM-LIBEM is more powerful when it comes to complex models on a large scale.

### 3.5.3 A cube containing holes with heat sources

As one can see in Fig.3.18, centered at $\{0,0,0\}$ and bounded by planes $\{x=$ $\pm 50\},\{y= \pm 50\},\{\mathrm{z}= \pm 50\}$, this model is a cube containing eight evenly distributed spherical holes, and its side length is 100 , the centers of the eight spherical holes are $\{25,25,25\},\{25,-25,25\},\{-25,-25,25\},\{-25,-25,25\},\{25,25,-25\},\{25$, $-25,-25\},\{-25,-25,-25\}$ and $\{-25,-25,-25\}$, and their radius is 12.5 . As to the boundary conditions, the temperature of this model is set as $0{ }^{\circ} \mathrm{C}$. In addition, the value of thermal conductivity is $5 \mathrm{~W} /(\mathrm{m} \cdot \mathrm{K})$. The expression of heat source is set as

$$
\begin{equation*}
B(z)=\sin \left[\frac{(z-50)}{50}\right] \tag{3.27}
\end{equation*}
$$



Fig.3.18 The cube with holes
For this model without analytic results, the FEM results are introduced as a comparison and the FEM model is discretised into 385629 elements. To show the accuracy of the FM-LIBEM, the boundary of this model is discretised into 5050 elements, and 41 points evenly distributed on the line $\{x=50 ; y=50\}$ with two endpoints, $\{50,50,-48\}$ and $\{50,50,148\}$, are selected for comparison. According to Fig.3.19, the results of the LIBEM and the FM-LIBEM are highly consistent with that of the FEM.


Fig.3.19 Result comparison of selected points


Fig.3.20 The cube with holes discretised with boundary elements
Further, the capacity of the FM-LIBEM and the computation efficiency are validated next. As Fig. 3.20 shows, from 2776 elements to 173545 elements, the model is discretised into elements in different numbers. As Fig. 3.21 plotted, the computational time of the FM-LIBEM is at the same level compared to the LIBEM in the first three cases generally, then the computational time of the LIBEM rises sharply, and in the last two cases with 93264 and 173545 elements respectively are out of the computation capacity of the computer. In contrast, the growth trend of the FM-LIBM is slower. So, this complex model also proves that the computational efficiency of the FM-LIBEM is much better than that of LIBEM.


Fig.3.21 Comparison of computational time

## Appendix

Theorem 3.1. Suppose $\Omega$ is a bounded domain in $\mathbb{R}^{3}$ with Lipschitz boundary $\Gamma$. Assume $f(\mathbf{y})$ is a continuous function defined on the compact $\bar{\Omega}$ and let $g(\mathbf{y})$ be a continuation of $f(\mathbf{y})$ in any box $B$ which containing $\bar{\Omega}$ such that $g(\mathbf{y})$ is bounded and almost everywhere continuous in $B \backslash \bar{\Omega}$. Then for any point $\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in \bar{\Omega}$, consider the following function

$$
\begin{equation*}
F\left(\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}\right)=\int_{a}^{y_{1}} g\left(\mathbf{t}\left\{t, y_{2}, y_{3}\right\}\right) \mathrm{d} t, \quad \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in \bar{\Omega} \tag{3.28}
\end{equation*}
$$

where the value of function $a=a\left\{y_{2}, y_{3}\right\}$ is finite, $\mathbf{t}\left\{t, y_{2}, y_{3}\right\}$ is in $B$. Then vector field can be expressed as

$$
\begin{equation*}
\mathbf{F}(\mathbf{y})=F(\mathbf{y}) \mathbf{e}_{1}, \quad \mathbf{y} \in \bar{\Omega} \tag{3.29}
\end{equation*}
$$

which is continuously differentiable with respect to $y_{1}$ in $\bar{\Omega}$, where $\mathbf{e}_{i}$ is the fixed unit basis vector in Cartesian direction, $\mathbf{e}_{1}=\{1,0,0\}$, and

$$
\begin{equation*}
\nabla \cdot \mathbf{F}(\mathbf{y})=f(\mathbf{y}), \quad \mathbf{y} \in \bar{\Omega} \tag{3.30}
\end{equation*}
$$

Poof. Because domain $\Omega$ is a bounded domain in $\mathbb{R}^{3}$, an arbitrary rectangle box $B$ that contains $\bar{\Omega}$ can always be found. Assume the point $\mathbf{y}^{0}\left\{a, y_{2}, y_{3}\right\}$ is in box $B$. Without loss of generality, the prescribed function $f(\mathbf{y})$ can be extended to $B$ and

$$
g(\mathbf{y})= \begin{cases}f(\mathbf{y}), & \mathbf{y} \in \bar{\Omega}  \tag{3.31}\\ \chi(\mathbf{y}), & \mathbf{y} \in B \backslash \bar{\Omega}\end{cases}
$$

where $\chi(\mathbf{y})$ can be any function that is bounded and almost everywhere continuous in $B \backslash \bar{\Omega}$. With the assumption that $f(\mathbf{y})$ is continuous on $\bar{\Omega}$, it follows that $g(\mathbf{y})$ is bounded and almost everywhere continuous in $B$. This statement implies that $g(\mathbf{y})$ is Riemann integrable in box $B$. Then functions (3.28) and (3.29) are well defined in $B$ as

$$
\begin{gather*}
F\left(\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}\right)=\int_{a}^{y_{1}} g\left(\mathbf{t}\left\{t, y_{2}, y_{3}\right\}\right) \mathrm{d} t, \quad \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in B  \tag{3.32}\\
\mathbf{F}(\mathbf{y})=F(\mathbf{y}) \mathbf{e}_{1}, \quad \mathbf{y} \in B \tag{3.33}
\end{gather*}
$$

In fact, $F(\mathbf{y})$ is Lipschitz-continuous with respect to $y_{1}$ in $B$ and this assertion can be obtained from the following estimate

$$
\begin{equation*}
\left|F\left(\mathbf{y}\left\{y_{1}+\Delta y_{1}, y_{2}, y_{3}\right\}\right)-F\left(\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}\right)\right|=\left|\int_{y_{1}}^{y_{1}+\Delta y_{1}} g\left(\mathbf{t}\left\{t, y_{2}, y_{3}\right\}\right) \mathrm{d} t\right| \tag{3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{y_{1}}^{y_{1}+\Delta y_{1}} g\left(\mathbf{t}\left\{t, y_{2}, y_{3}\right\}\right) \mathrm{d} t\right| \leq \Delta y_{1}\left\|g_{y_{1}}\right\|_{\infty} \tag{3.35}
\end{equation*}
$$

where points $\left\{y_{1}+\Delta y_{1}, y_{2}, y_{3}\right\},\left\{y_{1}, y_{2}, y_{3}\right\} \in B$ and

$$
\begin{equation*}
\left\|g_{y_{1}}\right\|_{\infty}=\sup _{\left\{y_{1}, y_{2}, y_{3}\right\} \in B}\left|g\left(\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}\right)\right| \tag{3.36}
\end{equation*}
$$

It follows that $F(\mathbf{y})$ is almost everywhere differentiable concerning $y_{1}$ on $B$ with

$$
\begin{equation*}
\frac{\mathrm{d} F(\mathbf{y})}{\mathrm{d} y_{1}}=g(\mathbf{y}) \text {, almost everywhere on } B \tag{3.37}
\end{equation*}
$$

In other words, $F(\mathbf{y})$ is differentiable for $y_{1}$ on $B$ except on a subset of $B \backslash \bar{\Omega}$ with Lebesgue measure zero, where $g(\mathbf{y})$ has a finite jump. If let point $\mathbf{y} \in \bar{\Omega}$, one can infer that $F(\mathbf{y})$ is continuously differentiable concerning $y_{1}$ on $\bar{\Omega}$ and

$$
\begin{equation*}
\frac{\mathrm{d} F(\mathbf{y})}{\mathrm{d} y_{1}}=f(\mathbf{y}), \quad \mathbf{y} \in \bar{\Omega} \tag{3.38}
\end{equation*}
$$

From Eq.(3.33), one can also infer that $\mathbf{F}\left(\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}\right)$ is continuous for $y_{1}$ in $B$ and

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{F}(\mathbf{y})}{\mathrm{d} y_{1}}=\frac{\mathrm{d} F(\mathbf{y})}{\mathrm{d} y_{1}} \mathbf{e}_{1}, \quad \mathbf{y} \in B \tag{3.39}
\end{equation*}
$$

And the divergence of $\mathbf{F}(\mathbf{y})$ can be written as

$$
\begin{equation*}
\nabla \cdot \mathbf{F}(\mathbf{y})=\frac{\partial F(\mathbf{y})}{\partial y_{1}}, \quad \mathbf{y} \in B \tag{3.40}
\end{equation*}
$$

Using Eq.(3.37), Eqs.(3.39) and (3.40) can be rewritten as

$$
\begin{align*}
& \frac{\mathrm{d} \mathbf{F}(\mathbf{y})}{\mathrm{d} y_{1}}=g(\mathbf{y}) \mathbf{e}_{1}, \text { almost everywhere on } B  \tag{3.41}\\
& \nabla \cdot \mathbf{F}(\mathbf{y})=g(\mathbf{y}),  \tag{3.42}\\
& \text { almost } \\
& \text { everywhere on } B
\end{align*}
$$

From Eq.(3.41), one can infer that vector field $\mathbf{F}(\mathbf{y})$ is continuously differentiable with respect to $y_{1}$ on $B$ except on subset of $B \backslash \bar{\Omega}$ with Lebesgue measure zero, where $g(\mathbf{y})$ has a finite jump. And from Eq.(3.42), one can further infer that the divergence of vector field $\mathbf{F}(\mathbf{y})$ is continuous for $\mathbf{y}$ almost everywhere on $B$ except for the subset of $B \backslash \bar{\Omega}$ with Lebesgue measure zero. From these statements and letting $\mathbf{y} \in \bar{\Omega}$, it follows that $\mathbf{F}(\mathbf{y})$ is continuous with respect to $y_{1}$ and continuously differentiable for $y_{1}$. Then,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{F}(\mathbf{y})}{\mathrm{d} y_{1}}=f(\mathbf{y}) \mathbf{e}_{1}, \quad \mathbf{y} \in \bar{\Omega} \tag{3.43}
\end{equation*}
$$

Similarly, the divergence of $\mathbf{F}(\mathbf{y})$ in $\bar{\Omega}$ can be obtained as

$$
\begin{equation*}
\nabla \cdot \mathbf{F}(\mathbf{y})=f(\mathbf{y}), \quad \mathbf{y} \in \bar{\Omega} \tag{3.44}
\end{equation*}
$$

Then the proof of theorem 3.1 is completed.
Remark 1. The integral in Eq.(3.28) is on a straight line $\mathbf{L}\left\{y_{2}, y_{3}\right\}$ from the start point $\mathbf{y}^{0}\left\{a\left(y_{2}, y_{3}\right), y_{2}, y_{3}\right\}$ to the target point $\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in \bar{\Omega}$. The start point $\mathbf{y}^{0}$ is an arbitrary point on the line but should be the same for any target point $\mathbf{y}$ on the same line, in other words, once the start point $\mathbf{y}^{0}$ is specified for a target point $\mathbf{y}$, all the other target points on that line should use the same start point $\mathbf{y}^{0}$ (see Fig.3.21). This condition should be satisfied for a simply connected convex region and it can also be applied in multiply connected regions and non-convex regions. However, for a multiply connected region or a non-convex region, this condition is not mandatory since one can always subdivide a multiply connected region or non-convex region into simply connected convex regions (see Fig.3.22).

Remark 2. The location of the start point $\mathbf{y}^{0}$ for a line $\mathbf{L}$ is arbitrary, it can be inside or outside the domain or on the boundary (see Figs.3.22 and 3.23).


Fig.3.22 Start point of an integral line


Fig.3.23 Integral lines in non-convex and multiply-connected region
Theorem 3.2 Suppose $\Omega$ is a bounded domain in $\mathbb{R}^{3}$ with Lipschitz boundary $\Gamma$. Assume $f(\mathbf{y})$ is a continuous function defined on the compact $\bar{\Omega}$ and let $g(\mathbf{y})$ be a continuation of $f(\mathbf{y})$ in any box $B$ which containing $\bar{\Omega}$ and such that $g(\mathbf{y})$ is bounded and almost everywhere continuous in $B \backslash \bar{\Omega}$. Then for any point $\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in \bar{\Omega}$, consider the following function

$$
\begin{equation*}
F\left(\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}\right)=\int_{a}^{y_{1}} g\left(\mathbf{t}\left\{t, y_{2}, y_{3}\right\}\right) \mathrm{d} t, \quad \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in \bar{\Omega} \tag{3.45}
\end{equation*}
$$

where the value of function $a=a\left\{y_{2}, y_{3}\right\}$ is finite, $\mathbf{t}\left\{t, y_{2}, y_{3}\right\}$ is in $B$, then

$$
\begin{equation*}
\int_{\Omega} f(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\oint_{\Gamma} F(\mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \tag{3.46}
\end{equation*}
$$

where $n_{1}$ is the component of the unit outward normal $\mathbf{n}$ on $\Gamma$ at direction of $y_{1}$-axis.

Proof. From Theorem 3.1, one can infer that there exists a vector field $\mathbf{F}(\mathbf{y})$ in $\bar{\Omega}$ expressed as Eq.(3.29) such that it satisfies Eq.(3.30). Thus, by applying the divergence theorem and using Eq.(3.45), one can obtain Eq.(3.29) directly.

By using Theorem 3.2, the domain integrals with the continue function $f(\mathbf{y})$ can be translated into boundary integrals by Eq.(3.46). Similar results can be obtained for domain integrals with weakly-singular kernels. Kernel $k(\mathbf{x}, \mathbf{y})$ is said to be weakly singular in $\Omega$ if it is defined and continuous for all $\mathbf{x}, \mathbf{y} \in \Omega, \mathbf{x} \neq \mathbf{y}$, and there exists a positive constant $C_{1}$ such that

$$
\begin{equation*}
|k(\mathbf{x}, \mathbf{y})| \leq C_{1} r^{-\beta}, \quad 0 \leq \beta<3 \tag{3.47}
\end{equation*}
$$

for all $\mathbf{x}, \mathbf{y} \in \Omega, \mathbf{x} \neq \mathbf{y}$, where $r=|\mathbf{x}-\mathbf{y}|$.

Theorem 3.3. Suppose $\Omega$ is a bounded domain in $\mathbb{R}^{3}$ with Lipschitz boundary $\Gamma$. Assume $f(\mathbf{y})$ is a continuous function defined on the compact $\bar{\Omega}$ and let $g(\mathbf{y})$ be a continuation of $f(\mathbf{y})$ in any box $B$ which containing $\bar{\Omega}$ and such that $g(\mathbf{y})$ is bounded and almost everywhere continuous in $B \backslash \bar{\Omega}$. Let point $\mathbf{x}$ be a fixed point in $\mathbb{R}^{3}$ and function $k(\mathbf{x}, \mathbf{y})$ be a weakly singular kernel centred at point $\mathbf{x}$ in box $B$. Then for any point $\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in \bar{\Omega}$, consider the following function

$$
\begin{equation*}
F\left(\mathbf{x}, \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}\right)=\int_{a}^{y_{1}} g\left(\mathbf{t}\left\{t, y_{2}, y_{3}\right\}\right) k\left(\mathbf{x}, \mathbf{t}\left\{t, y_{2}, y_{3}\right\}\right) \mathrm{d} t, \quad \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in \bar{\Omega} \tag{3.48}
\end{equation*}
$$

where the value of function $a=a\left\{y_{2}, y_{3}\right\}$ is finite, $\mathbf{t}\left\{t, y_{2}, y_{3}\right\}$ is in $B$, then

$$
\begin{equation*}
\int_{\Omega} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\oint_{\Gamma} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \tag{3.49}
\end{equation*}
$$

where $n_{1}$ is the component of the unit outward normal $\mathbf{n}$ on $\Gamma$ at direction of $y_{1}$-axis.

Proof. From the assumption of the theorem, $g(\mathbf{y})$ is bounded and almost everywhere continuous in box $B$ and one can introduce a quantity as

$$
\|g\|_{\infty}=\sup _{\mathbf{y} \in B}|g(\mathbf{y})|
$$

Then one can estimate Eq.(3.48) as

$$
\begin{equation*}
|F(\mathbf{x}, \mathbf{y})| \leq C_{1}\|g\|_{\infty} \int_{a}^{y_{1}} r_{t}^{-\beta} \mathrm{d} t, \quad \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in B \tag{3.51}
\end{equation*}
$$

where $C_{1}$ is a positive constant and $r_{t}=|\mathbf{x}-\mathbf{t}|, 0 \leq \beta<3$.
The weakly singular integral can be written as

$$
\begin{equation*}
\int_{\Omega} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\int_{\Omega \Omega_{\varepsilon}} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+\int_{\Omega_{\varepsilon}} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \tag{3.52}
\end{equation*}
$$

where $\Omega_{\varepsilon}$ is a small ball centred at singular point $\mathbf{x}$ (see Fig.3.24 (a)).

(a) Weakly-singular integration at $\mathbf{x}$

(b) Subdivide the region at x

Fig.3.24 Weakly singular integral
To compute the first part in Eq.(3.52), one can divide the integrated region
into two sub-regions by plane $\left\{y_{1}=x_{1}\right\}$ as shown in Fig.3.24 (b). Then

$$
\begin{equation*}
\int_{\Omega \Omega \Omega_{\varepsilon}} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega=\int_{\Omega 1} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+\int_{\Omega 2} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \tag{3.53}
\end{equation*}
$$

where $\Omega \backslash \Omega_{\varepsilon}=\Omega_{1} \cup \Omega_{2}$. The integrals for region $\Omega_{1}$ and $\Omega_{2}$ have no singularity and one can have the following equation by applying Theorem 3.2.

$$
\begin{align*}
& \int_{\Omega 1} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\int_{\Gamma_{1}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{3.54}\\
& +\int_{\Gamma_{3}^{+}+\Gamma_{4}^{+}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+\int_{\Gamma_{\mathrm{e} 1}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})
\end{align*}
$$

From Eq.(3.51), the last integral in Eq.(3.54) has

$$
\begin{equation*}
\left|\int_{\Gamma_{\mathrm{e} 1}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})\right| \leq C_{1}\|g\|_{\infty} \int_{\Gamma_{\mathrm{e} 1}} n_{1}(\mathbf{y}) \int_{a}^{y_{1}} r_{t}^{-\beta} \mathrm{d} t \mathrm{~d} \Gamma(\mathbf{y}), \quad \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in B( \tag{3.55}
\end{equation*}
$$

If the start points $\mathbf{y}^{0}\left\{a, y_{2}, y_{3}\right\}$ of the integral lines for $\Gamma_{\varepsilon 1}$ satisfy $a<y_{1}$, where points $\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}$ are on $\Gamma_{\varepsilon 1}$, then

$$
\begin{equation*}
\int_{a}^{y_{1}} r_{t}^{-\beta} \mathrm{d} t=-\int_{r_{1}}^{\varepsilon} \frac{r_{t}^{1-\beta}}{\sqrt{r_{t}^{2}-\left(y_{2}-x_{2}\right)^{2}-\left(y_{3}-x_{3}\right)^{2}}} \mathrm{~d} r_{t}, \quad \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in \Gamma_{\varepsilon 1} \tag{3.56}
\end{equation*}
$$

where

$$
\begin{align*}
\varepsilon & =|\mathbf{x}-\mathbf{y}|  \tag{3.57}\\
r_{1} & =\left|\mathbf{x}-\mathbf{y}^{0}\right| \tag{3.58}
\end{align*}
$$

The integrated function in Eq.(3.56) is also a weakly singular kernel and there exists a positive constant $C_{2}$ such that

$$
\begin{equation*}
\left|\frac{r_{t}^{1-\beta}}{\sqrt{r_{t}^{2}-\left(y_{2}-x_{2}\right)^{2}-\left(y_{3}-x_{3}\right)^{2}}}\right| \leq C_{2} r_{t}^{-\beta}, \quad 0 \leq \beta<3 \tag{3.59}
\end{equation*}
$$

Then from Eq.(3.56), one can have

$$
\begin{equation*}
\left|\int_{a}^{y_{1}} r_{t}^{-\beta} \mathrm{d} t\right| \leq C_{2}\left|\int_{r_{1}}^{\varepsilon} r_{t}^{-\beta} \mathrm{d} r_{t}\right|=C_{2}\left|\frac{\varepsilon^{1-\beta}-r_{1}^{1-\beta}}{1-\beta}\right|, \quad \mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\} \in \Gamma_{\varepsilon 1} \tag{3.60}
\end{equation*}
$$

Then the last integral in Eq.(3.54) has

$$
\begin{equation*}
\left|\int_{\Gamma_{\varepsilon 1}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})\right| \leq C_{1} C_{2}\|g\|_{\infty} \int_{0}^{\pi} \int_{0}^{\pi} \varepsilon^{2} n_{1}\left|\frac{\varepsilon^{1-\beta}-r_{1}^{1-\beta}}{1-\beta}\right| \sin \theta \mathrm{d} \theta \mathrm{~d} \varphi \tag{3.61}
\end{equation*}
$$

where $\theta$ and $\varphi$ are polar coordinates of the point, and one can finally obtain that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\Gamma_{\varepsilon 1}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})=0 \tag{3.62}
\end{equation*}
$$

Similarly, if the start points $\mathbf{y}^{0}\left\{a, y_{2}, y_{3}\right\}$ of the integral lines for $\Gamma_{\varepsilon 2}$ satisfy $a>y_{1}$, where points $\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}$ are on $\Gamma_{\varepsilon 2}$, then

$$
\begin{gather*}
\int_{\Omega_{2}} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\int_{\Gamma_{2}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{3.63}\\
+\int_{\Gamma_{3}+\Gamma_{4}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+\int_{\Gamma_{\Gamma_{0}}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
\lim _{\varepsilon \rightarrow 0} \int_{\Gamma_{\kappa_{2}}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})=0 \tag{3.64}
\end{gather*}
$$

Since the start points of the integral lines for points on $\Gamma_{3}^{+}$and $\Gamma_{3}^{-}$can be arbitrary, one can use the same start points of the integral lines for target points on $\Gamma_{3}^{+}$and $\Gamma_{3}^{-}$, Similar assumption can be applied for $\Gamma_{4}^{+}$and $\Gamma_{4}^{-}$, then one can have

$$
\begin{equation*}
\int_{\Gamma_{3}^{+}+\Gamma_{4}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+\int_{\Gamma_{3}^{3}+\Gamma_{4}^{-}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})=0 \tag{3.65}
\end{equation*}
$$

Then Eq.(3.52) can be written as

$$
\begin{align*}
& \int_{\Omega} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\int_{\Gamma_{1}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+\int_{\Gamma_{2}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{3.66}\\
& +\int_{\Gamma_{\varepsilon 1}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+\int_{\Gamma_{r_{2}}} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+\int_{\Omega_{\varepsilon}} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

The last domain integral in Eq.(3.66) can be computed as

$$
\begin{align*}
& \left|\int_{\Omega_{\varepsilon}} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})\right| \leq C_{1}\|g\|_{\infty} \int_{\Omega_{\varepsilon}} r^{-\beta} \mathrm{d} \Omega(\mathbf{y}) \\
& =C_{1}\|g\|_{\infty} \int_{0}^{2 \pi} \int_{0}^{\pi} \int_{0}^{\varepsilon} r^{2-\beta} \sin \theta \mathrm{d} r \mathrm{~d} \theta \mathrm{~d} \varphi  \tag{3.67}\\
& =C_{1}\|g\|_{\infty} \int_{0}^{2 \pi} \int_{0}^{\pi} \frac{\varepsilon^{3-\beta}}{3-\beta} \sin \theta \mathrm{d} r \mathrm{~d} \theta \mathrm{~d} \varphi
\end{align*}
$$

where $\{r, \theta, \phi\}$ are the polar coordinates of the point, $0 \leq \beta<3$. From Eq.(3.67), one can also obtain that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=0 \tag{3.68}
\end{equation*}
$$

At last, taking the limit as $\varepsilon \rightarrow 0$ in Eq.(3.52) one can have

$$
\begin{align*}
& \int_{\Omega} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\lim _{\varepsilon \rightarrow 0} \int_{\Omega \Omega_{\varepsilon}} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+\lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}} f(\mathbf{y}) k(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y})  \tag{3.69}\\
& =\oint_{\Gamma} F(\mathbf{x}, \mathbf{y}) n_{1}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})
\end{align*}
$$

For the case when the weakly singular point is on the boundary, a similar method can be used to prove the theorem.

## Chapter 4

# An AOIMLS enhanced LIBEM for solving 3D nonhomogeneous heat conduction problems with heat sources 

## Summary

In this chapter, a novel BEM is proposed to solve non-homogeneous heat conduction problems with heat sources. Apart from heat sources the nonhomogeneous thermal conductivity can also result in domain integrals in BIEs. To avoid losing the well-known advantage of BEM, boundary-only discretisation, LIBEM is applied to reduce the domain integrals dimensionally. However, LIMBEM only can deal with domain integrals with known integrand function, i.e., the domain integrals caused by heat sources with known function can be computed directly. While the domain integral caused by nonhomogeneous thermal conductivity contains an unknown integrand function related to the regularized temperature that is beyond the capability of the LIBEM. Thereby a novel adaptive orthogonal interpolating moving leastsquare method (AOIMLS) enhanced LIBEM is proposed to deal with the case when the BIEs contain domain integrals with unknown functions, as all the necessary temperature values for the integral points in LIM can be interpolated from discretised nodes by AOIMLS.

### 4.1 Introduction

Many numerical methods are exerted to solve heat conduction problems, like FEM ${ }^{[134-136]}$ and the meshless method ${ }^{[137-139]}$. As a semi-analytical and dimension reduction method, BEM ${ }^{[30,140]}$ is also considered a possible approach for heat conduction analysis. Fruitful achievements on heat conduction problems with BEM have been obtained. Gao developed a new meshless BEM for non-homogeneous heat conduction problems containing heat sources ${ }^{[141]}$. In 2015, Yang et al. presented a new approach for heat conduction problems with a variable thermal coefficient ${ }^{[142]}$.

It is worth mentioning that a key problem for BEM when it comes to heat conduction problems is domain integrals appearing in BIEs, which result in losing the advantage, boundary-only discretisation, of BEM. Including the research mentioned earlier, different kinds of methods are applied for treating domain integrals, like the frequently used RIM [16, 119, 143, 144], DRM [70, 145-148] and MRM ${ }^{[149, ~ 150] . ~ L I M ~}{ }^{[77,78]}$ is proposed by Wang based on the divergence theorem and applied in this chapter. LIM can transform domain integrals to boundary integrals with 1D integrals based on the divergence theorem in Cartesian coordinates and the coordinate transformation is exerted to deal with singular integrals. Proved by many researchers, LIM can reduce domain integrals dimensionally and can be coupled with BEM perfectly as LIBEM. In the current research, all the domain integrals with known functions are solved by the LIBEM. But the LIBEM cannot treat domain integrals with unknown functions that are caused by the non-homogeneous thermal conductivity ${ }^{[151]}$ in heat conduction BIEs. As the frequently used approximation method, the moving-least square (MLS) ${ }^{[37,152]}$ is very popular for many years and various improved MLS are proposed [153, 154]. In this study, the AOIMLS [39] is introduced to combine with the LIBEM as a new LIBEM with approximation property, for solving the domain integrals with unknown functions. The new LIBEM with AOIMLS has at least three advantages. Firstly, the shape function of AOIMLS owns the delta function property which makes it possible
to interpolate the field from only discrete nodes. Secondly, the AOIMLS can circumvent the ill-condition moment matrix adaptively which ensures the stability of this approximation method. Thirdly, compared to other approximation methods, such as RBFs ${ }^{[155,156]}$, the computation of the inverse coefficient matrix during approximation is not necessary for this new method.

This chapter is organized as below, the BIEs for non-homogeneous heat conduction problems containing heat generation are introduced first, followed by the proposal and detailed description of the novel AOIMLS enhanced LIBEM. As the LIBME is applied to heat conduction analysis for the first time, hence, to prove the accuracy and convergence of the LIBEM, in Section 4.4, the thermal conductivity is defined as constant in heat conduction problems in $2^{\text {nd }}$ numerical example. Further, the efficiency and accuracy of the new AOIMLS enhanced LIBEM for non-homogeneous heat conduction problems containing heat sources are testified by another numerical example.

### 4.2 Formulas of non-homogeneous heat conduction

Heat conduction problems are common in engineering analysis, and some special materials, like non-homogeneous materials, own variable thermal conductivity which is a function of spatial coordinates. Further, some structures contain heat sources which can change temperature distribution and is worth the attention of researchers and engineers as well. The necessary theorems for those two problems are introduced below.

For non-homogeneous materials with heat generation, the governing equation is expressed as

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}}\left[T(\mathbf{x}) \frac{\partial \theta(\mathbf{x})}{\partial x_{i}}\right]+B(\mathbf{x})=0 \tag{4.1}
\end{equation*}
$$

where the thermal conductivity $T(\mathbf{x})$ is a function of spatial coordinates, $B(\mathbf{x})$ represents the heat source, $\theta$ is temperature, $\mathbf{x}$ and $\mathbf{y}$ shown in the later formulas are the points in the research domain $\Omega$ with components $x_{i}$ and $y_{i}$, $i=1,2,3$.

And the boundary conditions can be set as

$$
\left\{\begin{array}{l}
\theta(\mathbf{x})=\tilde{\theta}(\mathbf{x})  \tag{4.2}\\
q(\mathbf{x})=-T(\mathbf{x}) \frac{\partial \theta(\mathbf{x})}{\partial \mathbf{n}}=\tilde{q}(\mathbf{x})
\end{array}\right.
$$

where $q(\mathbf{x})$ is heat flux on the boundary and $\mathbf{n}$ is the unit outward normal of the boundary.

By introducing the weight function, subsection integral method and divergence theorem, the governing equation (4.1) is written as the following integral equation and the detailed derivation process can be found in ${ }^{[141]}$.

$$
\begin{align*}
c(\mathbf{x}) \hat{\theta}(\mathbf{x}) & =-\int_{\Gamma} u^{*}(\mathbf{x}, \mathbf{y}) q(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} q^{*}(\mathbf{x}, \mathbf{y}) \hat{\theta}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{4.3}\\
& +\int_{\Omega} u^{*}(\mathbf{x}, \mathbf{y}) B(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+\int_{\Omega} \sigma(\mathbf{x}, \mathbf{y}) \hat{\theta}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

where $\hat{\theta}$ is the normalized temperature and $\hat{\theta}=T(\mathbf{x}) \theta$ where $T(\mathbf{x})$ represents thermal conductivity which changes with coordinates. $c=1 / 2$ for smooth boundary points and $c=1$ for internal points, $u^{*}(\mathbf{x}, \mathbf{y})$ and $q^{*}(\mathbf{x}, \mathbf{y})$ are Green functions ${ }^{[157]}$.

Moreover, $\sigma(\mathbf{x}, \mathbf{y})$ can be written as

$$
\begin{equation*}
\varpi(\mathbf{x}, \mathbf{y})=u_{, i}^{*}(\mathbf{x}, \mathbf{y}) \hat{T}_{, i}(\mathbf{x}) \tag{4.4}
\end{equation*}
$$

with

$$
\begin{gather*}
u_{, i}^{*}(\mathbf{x}, \mathbf{y})=-\frac{r_{, i}}{4 \pi r^{2}}  \tag{4.5}\\
\hat{T}(\mathbf{x})=\ln T(\mathbf{x}) \tag{4.6}
\end{gather*}
$$

As one can see in Eq.(4.3), two domain integrals can be found and expressed as follows

$$
\begin{align*}
& D_{1}=\int_{\Omega} u^{*}(\mathbf{x}, \mathbf{y}) B(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})  \tag{4.7}\\
& D_{2}=\int_{\Omega} \omega(\mathbf{x}, \mathbf{y}) \hat{\theta}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \tag{4.8}
\end{align*}
$$

The domain integral in Eq.(4.7) is relative to the heat generation, and the function $B(\mathbf{y})$ is always known, hence the domain integral in Eq. (4.7) can be treated with the traditional LIM, while the function $\hat{\theta}(\mathbf{x})$ in the domain integral in Eq.(4.8) is unknown and cannot be computed by LIM directly and the new solution will be introduced next.

### 4.3 The adaptive orthogonal IMLS

In this section, a detailed introduction to the theorem of AOIMLS and the
development history of MLS [158-160] will be given. The reason why this algorithm needs to be introduced is that LIM only can perform dimensionality reduction transformation on domain integrals with a known integrand function while dealing with domain integrals with an unknown integrand function is beyond the ability of LIM. Therefore, an interpolation algorithm, AOIMLS, is needed to approximate the unknown values at the nodes created by LIM.

### 4.3.1 Development of the moving least squares method

MLS is a very popular approximation method for scattered data and has been applied to many fields, such as function approximation, surface construction, and many meshless methods such as boundary point method, hybrid boundary point method, Galerkin boundary point method, and boundary surface method. Numerous studies have demonstrated that MLS is a very powerful interpolation approximation method with high accuracy. In recent years, there are also some improvements in MLS, such as the generalized moving least squares (GMLS) method, the generalized moving least square reproducing kernel method and generalized interpolating moving least squares.

There are two difficulties in the implementation of the MLS method: (1) the shape function obtained by MLS does not have the property of delta function, which makes it difficult to impose boundary conditions; (2) when calculating the shape function, the moment matrix needs to be inversed and the moment matrix may be singular, and the reasons mainly are the quality of the data point set is ill or there are few points in the local support domain.

Lancaster et al. ${ }^{[161]}$ further developed an interpolating moving least squares (IMLS) method and applied it to some mesh-free methods. However, since a specific singular function is used as the weight function, the moment matrix is singular, and the inverse of the singular matrix needs to be calculated, which leads to a reduction in calculation efficiency. In order to overcome the shortcomings in MLS and IMLS, Wang et al. ${ }^{[39,162]}$ recently proposed an improved interpolated moving least squares (IIMLS) method.

Compared with MLS, the shape function obtained by IIMLS owns the characteristic of the delta function, which ensures a much easier boundary conditions implementation for meshless methods. In addition, different from the IMLS method, there is no restriction on the weight function used in IIMLS and any weight function used in MLS can be directly used in IIMLS which has been applied to some meshless methods, such as the improved interpolation element free Galerkin method, and the improved interpolation boundary element free method. However, the second problem still exists in IIMLS, even if non-singular weight functions are used, in some cases, the moment matrix may still be singular.

To solve the problem that the moment matrix may be singular or illconditioned, some techniques have been proposed. However, very few techniques are introduced in the MLS method to deal with the singular moments, such as coordinate transformation perturbation of nodal positions, and matrix triangularization algorithm. Chowdhury et al. ${ }^{[163,164]}$ proposed an improved moving least squares (MMLS) method, which avoids the singularity of the moment matrix of the higher-order basis function by adding additional constraints to the error function. Wang et al. proposed a regularized MLS and regularized IIMLS that can completely avoid singular moment matrices, even if there is only one node in the support domain. However, this requires a new regularization factor, which will significantly affect the accuracy of the method.

The weighted orthogonal basis function can be used for the MLS approximation. The inverse of the moment matrix can be avoided by constructing the diagonal matrix which can improve the accuracy of MLS approximation in most cases. However, if the moment matrix is singular or illconditioned, the weighted orthogonal basis function cannot change the properties of the moment matrix. In this case, some values of the diagonal matrix in the moment matrix are zero or very close to zero, which may lead to inaccurate results.

This chapter adopts an adaptive orthogonal IIMLS method proposed by Wang et al. ${ }^{[39,162]}$ which can effectively avoid singular or ill-conditioned
moment matrix. The following are the specific steps: firstly, the weighted orthogonal basis function is constructed based on IIMLS approximation to achieve the orthogonal IIMLS approximation; then, the adaptive scheme is realized by ignoring the contribution of elements which are equal to or close to zero in the new diagonal moment matrix. This process can also be interpreted as ignoring the corresponding basis function that leads to singularity. However, if the traditional basis function is directly used, the calculation result may be unstable, mainly because the node spacing is very small, making the size of some diagonal elements close to zero. Therefore, the method uses the translated and scaled polynomial basis function proposed by Mirzaei ${ }^{[165]}$ as the original basis function to improve the stability of the proposed method.

### 4.3.2 Basic theorem of AOIMLS

Suppose there exist two points $\mathbf{x}\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\mathbf{y}\left\{y_{1}, y_{2}, y_{3}\right\}$ in a bounded region $\Omega$, and $\mathbf{x}, \mathbf{y} \in R(\mathbf{x})$, where $R(\mathbf{x})$ is a local support domain centred at $\mathbf{x}$, and a basis function, $\left.s_{j}(\mathbf{x}, \mathbf{y})\right|_{j=1} ^{m}$ is defined as

$$
\begin{equation*}
s_{j}(\mathbf{x}, \mathbf{y})=p_{j}(\mathbf{y})-\sum_{i=1}^{n} o\left(\mathbf{x}, \mathbf{y}_{i}\right) p_{j}\left(\mathbf{y}_{i}\right) \tag{4.9}
\end{equation*}
$$

where $m$ represents the number of basis functions, $\mathbf{y}_{i}$ denotes the nodes, and the specific expression of $o\left(\mathbf{x}, \mathbf{y}_{i}\right)$ is

$$
o\left(\mathbf{x}, \mathbf{y}_{i}\right)=\left\{\begin{array}{l}
\frac{d\left(\mathbf{x}, \mathbf{y}_{i}\right)}{\sum_{k=1}^{e} d\left(\mathbf{x}, \mathbf{y}_{k}\right)}, \mathbf{x} \in R\left(\mathbf{y}_{i}\right)  \tag{4.10}\\
0, \mathbf{x} \notin R\left(\mathbf{y}_{i}\right)
\end{array}\right.
$$

and

$$
\begin{equation*}
d\left(\mathbf{x}, \mathbf{y}_{i}\right)=\frac{\prod_{i=1, i \neq k}^{n}\left\|\mathbf{x}-\mathbf{y}_{i}\right\|^{2}}{\prod_{i=1, i \neq k}^{n}\left\|\mathbf{y}_{k}-\mathbf{y}_{i}\right\|^{2}} \tag{4.11}
\end{equation*}
$$

where $d=1$ when $n=1,\left.p_{j}(\mathbf{x}, \mathbf{y})\right|_{j=1} ^{m}$ represents a series of known functions, and the specific expressions can be found in previous studies ${ }^{[39,162]}$.

The orthogonalized basis functions with a given weight function $w(\mathbf{x})$ based on the Gram-Schmidt orthogonalization can be defined as

$$
\begin{gather*}
\bar{s}_{1}(\mathbf{x}, \mathbf{y})=s_{1}(\mathbf{x}, \mathbf{y}) \equiv 0  \tag{4.12}\\
\bar{s}_{2}(\mathbf{x}, \mathbf{y})=s_{2}(\mathbf{x}, \mathbf{y}) \tag{4.13}
\end{gather*}
$$

$$
\bar{s}_{i}(\mathbf{x}, \mathbf{y})=s_{i}(\mathbf{x}, \mathbf{y})-\sum_{k=2}^{i-1} \frac{\bar{s}_{k}(\mathbf{x}, \mathbf{y})\left(s_{i}, \bar{s}_{k}\right)_{\mathbf{x}}}{\left(\bar{s}_{k}, \bar{s}_{k}\right)_{\mathbf{x}}}
$$

where $s_{i}(\mathbf{x}, \mathbf{y})$ and $(\cdot, \cdot)_{\mathbf{x}}$ are basis functions and inner product defined given in ${ }^{[39]}$, respectively.

Hence, a given function $u(\mathbf{x})$, and its local approximation function $\tilde{u}^{h}(\mathbf{x}, \mathbf{y})$ can be defined as

$$
\begin{equation*}
\tilde{u}^{h}(\mathbf{x}, \mathbf{y})=\overline{\mathbf{s}}(\mathbf{x}, \mathbf{y}) \overline{\mathbf{A}}^{-1}(\mathbf{x}) \overline{\mathbf{D}}(\mathbf{x}) \mathbf{u} \tag{4.15}
\end{equation*}
$$

where

$$
\begin{gather*}
\overline{\mathbf{s}}(\mathbf{x}, \mathbf{y})=\left[\begin{array}{llll}
\overline{s_{2}}(\mathbf{x}, \mathbf{y}), & \overline{s_{3}}(\mathbf{x}, \mathbf{y}), & \cdots, & \overline{s_{m}}(\mathbf{x}, \mathbf{y})
\end{array}\right]  \tag{4.16}\\
\overline{\mathbf{A}}^{-1}(\mathbf{x})=\left[\begin{array}{cccc}
1 /\left(\overline{s_{2}}, \overline{s_{2}}\right)_{\mathbf{x}} & 0 & \cdots & 0 \\
0 & 1 /\left(\overline{s_{3}}, \overline{s_{3}}\right)_{\mathbf{x}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 /\left(\overline{s_{m}}, \overline{s_{m}}\right)_{\mathbf{x}}
\end{array}\right]  \tag{4.17}\\
\overline{\mathbf{D}}(\mathbf{x})=\mathbf{Q}^{\mathrm{T}}(\mathbf{x}) \mathbf{W}(\mathbf{x})[\mathbf{I}-\mathbf{S}(\mathbf{x})] \tag{4.18}
\end{gather*}
$$

and

$$
\begin{gather*}
\mathbf{Q}(\mathbf{x})=\left[\begin{array}{cccc}
\overline{s_{2}}\left(\mathbf{x}, \mathbf{y}_{1}\right) & \overline{s_{3}}\left(\mathbf{x}, \mathbf{y}_{1}\right) & \cdots & \overline{s_{m}}\left(\mathbf{x}, \mathbf{y}_{1}\right) \\
\overline{s_{2}}\left(\mathbf{x}, \mathbf{y}_{2}\right) & \overline{s_{3}}\left(\mathbf{x}, \mathbf{y}_{2}\right) & \cdots & \overline{s_{m}}\left(\mathbf{x}, \mathbf{y}_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\overline{s_{2}}\left(\mathbf{x}, \mathbf{y}_{2}\right) & \overline{s_{3}}\left(\mathbf{x}, \mathbf{y}_{2}\right) & \cdots & \overline{s_{m}}\left(\mathbf{x}, \mathbf{y}_{n}\right)
\end{array}\right]  \tag{4.19}\\
\mathbf{W}(\mathbf{x})=\left[\begin{array}{cccc}
w\left(\mathbf{x}-\mathbf{y}_{1}\right) & 0 & \cdots & 0 \\
0 & w\left(\mathbf{x}-\mathbf{y}_{2}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & w\left(\mathbf{x}-\mathbf{y}_{n}\right)
\end{array}\right]  \tag{4.20}\\
\mathbf{S}(\mathbf{x})=\left[\begin{array}{llll}
s\left(\mathbf{x}, \mathbf{y}_{1}\right), & s\left(\mathbf{x}, \mathbf{y}_{2}\right), & \cdots, & s\left(\mathbf{x}, \mathbf{y}_{n}\right)
\end{array}\right]  \tag{4.21}\\
\mathbf{u}(\mathbf{x})=\left[\begin{array}{llll}
u\left(\mathbf{x}, \mathbf{y}_{1}\right), & u\left(\mathbf{x}, \mathbf{y}_{2}\right), & \cdots, & u\left(\mathbf{x}, \mathbf{y}_{n}\right)
\end{array}\right]^{\mathrm{T}} \tag{4.22}
\end{gather*}
$$

where $\mathbf{I}$ is the $n \times n$ identity matrix.
Let $\mathbf{x}=\mathbf{y}$, the global approximation of $u(\mathbf{x})$ can be written as

$$
\begin{equation*}
u(\mathbf{x})=\boldsymbol{\varphi}(\mathbf{x}) \mathbf{u} \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\varphi}(\mathbf{x})=\bar{s}(\mathbf{x}, \mathbf{x}) \overline{\mathbf{A}}^{-1}(\mathbf{x}) \overline{\mathbf{C}}(\mathbf{x}) \mathbf{u}+\mathbf{0}(\mathbf{x}) \mathbf{u} \tag{4.24}
\end{equation*}
$$

where the elements of $\boldsymbol{\varphi}(\mathbf{x})$ can be expressed as

$$
\begin{equation*}
\varphi_{i}(\mathbf{y})=\sum_{j}^{n}\left[\delta_{i j}-o\left(\mathbf{x}, \mathbf{y}_{i}\right)\right] w\left(\mathbf{x}, \mathbf{y}_{j}\right)^{\sum_{k=2}^{m} \bar{s}_{k}(\mathbf{x}, \mathbf{x}) \bar{s}_{k}\left(\mathbf{x}, \mathbf{y}_{j}\right)}\left(\bar{s}_{k}, \bar{s}_{k}\right)_{\mathbf{x}} \quad+o\left(\mathbf{x}, \mathbf{y}_{i}\right) \tag{4.25}
\end{equation*}
$$

### 4.4 The novel AOIMLS enhanced LIBEM

The AOIMLS is a high-accuracy approximation scheme and can avoid illcondition matrix adaptively, besides it owns delta function property which ensures it can interpolate the field based on discretise nodes.

### 4.4.1 Dimensionally reduction of domain integrals

The derivation process and gist core of LIM have been addressed in detail in Chapter 3 which readers can refer to. Here the theorem of AOIMLS enhanced LIBEM is introduced.

Eq.(4.7) can be dimensionally reduced in the case that heat conduction analysis with known heat sources, i.e., domain integrals with known functions. So, Eq. (4.7) is written in the following form

$$
\begin{equation*}
D_{1}=\int_{\Omega} u^{*}(\mathbf{x}, \mathbf{y}) B(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\sum_{i=1}^{N} n_{y_{1}}^{i}(\mathbf{y}) \omega^{i} \int_{L_{i}} u^{*}(\mathbf{x}, \mathbf{y}) B(\mathbf{y}) \mathrm{d} y_{1} \tag{4.26}
\end{equation*}
$$

Based on the shape function of AOIMLS, the unknown integrand function in domain integrals can be written as the following equation

$$
\begin{equation*}
f_{l}(\mathbf{y})=\sum_{j=0}^{N} \varphi_{j}(\mathbf{y}) f_{l}^{j} \tag{4.27}
\end{equation*}
$$

where $f_{j}$ is the function value at the $j^{\text {th }}$ node and $N$ represents the number of nodes on the boundary.

In fact, when calculating Eq.(4.25), a local influence domain exists for each node, when the $j^{\text {th }}$ node is in the local influence domain, $\varphi_{j}(\mathbf{y}) \neq 0$. If the integral point $\mathbf{y}$ is on the boundary, the calculation can be performed directly. However, in LIM, the integration point may be outside the solution domain, for this case, since the value of the integral kernel function outside the domain has little effect on the final calculation result, Eq.(4.25) can be used to approximate the unknown function value.

The accuracy of the above procedure may be affected when approximating the integral points outside the solution domain, but it is more convenient to do
so without distinguishing the location of integral points. In addition, AOIMLS is a local approximation method, so it is more suitable for large-scale computational problems.

Therefore, domain integrals with unknown integrand functions can be rewritten as

$$
\begin{equation*}
\int_{\Omega} G(\mathbf{x}, \mathbf{y}) f(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\sum_{k=1}^{N} \sum_{i=1}^{M} n_{y_{1}}^{i}(\mathbf{y}) w^{i} \int_{L_{i}} G(\mathbf{x}, \mathbf{y}) \varphi_{k}(\mathbf{y}) \mathrm{d} y_{1} f_{k} \tag{4.28}
\end{equation*}
$$

where $f_{k}$ is the value of $k$ th nodes in the domain $\Omega$.
The shape function in Eq.(4.28), owns the following merits:
Property.1. Reduce the domain integrals to boundary integrals dimensionally. As shown in Eq.(4.28), as a dimension reduction method, it can treat domain integrals efficiently without losing the merit of BEM.

Property.2. Interpolating property. For shape function on nodes, it has

$$
\begin{equation*}
\varphi_{i}\left(\mathbf{y}_{j}\right)=\delta_{i j} \tag{4.29}
\end{equation*}
$$

Property.3. Reproduction.

$$
\begin{equation*}
\sum_{i=1}^{n} \varphi_{i}(\mathbf{x}) p_{j}\left(\mathbf{y}_{i}\right)=p_{j}(\mathbf{x}) \tag{4.30}
\end{equation*}
$$

Property.4. None singular moment matrix. Singular or ill-condition moment matrix can be adaptively avoided as the term $\bar{s}_{k}(\mathbf{x}, \mathbf{x}) \bar{s}_{k}\left(\mathbf{x}, \mathbf{y}_{j}\right) /\left(\bar{s}_{k}, \bar{s}_{k}\right)_{\mathbf{x}}$ in Eq.(4.14) is ignored if $\left(\bar{s}_{k}, \bar{s}_{k}\right)_{\mathrm{x}}=0$ or $\left(\bar{s}_{k}, \bar{s}_{k}\right)_{\mathbf{x}}<\tau$ and $\tau$ is a specified small tolerance.

Hence, the domain integral in Eq.(4.8) can be written as

$$
\begin{equation*}
D_{2}=\int_{\Omega} \omega(\mathbf{x}, \mathbf{y}) \hat{\theta}(\mathbf{y}) d \Omega(\mathbf{y})=\sum_{k=1}^{N} \sum_{i=1}^{M} n_{y_{i}}^{i}(\mathbf{y}) w^{i} \int_{L_{i}} \beta \omega(\mathbf{x}, \mathbf{y}) \varphi_{k}(\mathbf{y}) \mathrm{d} y_{1} \hat{\theta}_{k} \tag{4.31}
\end{equation*}
$$

where $\hat{\theta}_{k}$ is the regularized temperature value of $k$ th nodes in the domain $\Omega$.

### 4.4.2 Discretisation of the heat conduction BIEs

Discretizing Eq.(4.3) with boundary elements as in traditional BEM, one can obtain

$$
\begin{equation*}
\hat{\mathbf{H}} \hat{\mathbf{c}}-\hat{\mathbf{G}} \hat{\mathbf{q}}=\hat{\mathbf{z}}_{\mathrm{b}}+\hat{\mathbf{M}} \mathbf{c} \tag{4.32}
\end{equation*}
$$

where matrices $\hat{\mathbf{H}}$ and $\hat{\mathbf{G}}$ are the $N_{b} \times N_{b}$ coefficient matrices obtained from integrals on boundary elements as in traditional BEM. $\hat{\mathbf{z}}_{\mathrm{b}}$ is the known column vector and originated from heat generation, $\mathbf{c}$ is the regularized
temperature values of all nodes and

$$
\mathbf{c}=\left[\begin{array}{ll}
\hat{\mathbf{c}} & \tilde{\mathbf{c}} \tag{4.33}
\end{array}\right]^{\mathrm{T}}
$$

where $\hat{\mathbf{c}}$ and $\tilde{\mathbf{c}}$ are nodal values of boundary and internal points and

$$
\begin{align*}
& \hat{\mathbf{c}}=\left[\begin{array}{lllll}
\hat{c}^{1} & \cdots & \hat{c}^{i} & \cdots & \hat{c}^{N_{b}}
\end{array}\right]^{\mathrm{T}}  \tag{4.34}\\
& \tilde{\mathbf{c}}=\left[\begin{array}{lllll}
\tilde{c}^{1} & \cdots & \tilde{c}^{i} & \cdots & \tilde{c}^{N_{c}}
\end{array}\right]^{\mathrm{T}} \tag{4.35}
\end{align*}
$$

Besides, $\hat{\mathbf{q}}$ is the heat flux values on $N_{b}$ boundary nodes and can be written as

$$
\hat{\mathbf{q}}=\left[\begin{array}{lllll}
\hat{q}^{1} & \cdots & \hat{q}^{i} & \cdots & \hat{q}^{N_{b}} \tag{4.36}
\end{array}\right]^{\mathrm{T}}
$$

$\hat{\mathbf{M}}$ is a $N_{b} \times N$ matrix defined as

$$
\begin{equation*}
[\hat{\mathbf{M}}]_{k l}=\sum_{i=1}^{M} n_{y_{1}}^{i}(\xi) w^{i} \int_{L_{i}} \Phi_{m}(\mathbf{y}) \omega\left(\mathbf{x}_{k}, \mathbf{y}\right) \mathrm{d} y_{1} \tag{4.37}
\end{equation*}
$$

where $\mathbf{x}_{k}$ are boundary nodes and $k$ is from 1 to $N_{b}, m$ is from 1 to $N . \Phi_{m}(\mathbf{y})$ is the shape functions of AOIMLS. And $N=N_{b}+N_{c}$ is the total number of nodes on the domain, where $N_{c}$ is the number of nodes in domain $\Omega$.

Eq.(4.32) cannot be solved since the number of unknowns is more than the number of equations, and $N_{c}$ additional equations are needed. For the nodes in $\Omega$, applying the integral Eq. (4.3), one can have

$$
\begin{equation*}
\tilde{\mathbf{c}}+\tilde{\mathbf{H}} \hat{\mathbf{c}}-\tilde{\mathbf{G}} \hat{\mathbf{q}}=\tilde{\mathbf{z}}_{\mathrm{b}}+\tilde{\mathbf{M}} \mathbf{u} \tag{4.38}
\end{equation*}
$$

where $\tilde{\mathbf{H}}$ and $\tilde{\mathbf{G}}$ are $N_{c} \times N_{b}$ matrices obtained by integrals on boundary elements and the source points are internal nodes.
$\tilde{\mathbf{M}}$ is a $N_{c} \times N$ matrix defined as Eq.(4.37) and the difference is $\boldsymbol{\varsigma}_{k}$ are integral nodes.

Then from Eqs.(4.32) and(4.38), one can have

$$
\left[\begin{array}{cc}
\hat{\mathbf{H}} & \mathbf{0}  \tag{4.39}\\
\tilde{\mathbf{H}} & \mathbf{I}
\end{array}\right]\left[\begin{array}{c}
\hat{\mathbf{c}} \\
\tilde{\mathbf{c}}
\end{array}\right]-\left[\begin{array}{c}
\hat{\mathbf{G}} \\
\tilde{\mathbf{G}}
\end{array}\right][\hat{\mathbf{q}}]=\left[\begin{array}{c}
\hat{\mathbf{z}}_{\mathrm{b}} \\
\tilde{\mathbf{z}}_{\mathrm{b}}
\end{array}\right]+\left[\begin{array}{c}
\hat{\mathbf{M}} \\
\tilde{\mathbf{M}}
\end{array}\right] \mathbf{c}
$$

Let

$$
\begin{align*}
& \mathbf{H}^{\prime}=\left[\begin{array}{ll}
\hat{\mathbf{H}} & \mathbf{0} \\
\tilde{\mathbf{H}} & \mathbf{I}
\end{array}\right]  \tag{4.40}\\
& \mathbf{M}=\left[\begin{array}{l}
\hat{\mathbf{M}} \\
\tilde{\mathbf{M}}
\end{array}\right]  \tag{4.41}\\
& \mathbf{H}=\mathbf{H}^{\prime}+\mathbf{M} \tag{4.42}
\end{align*}
$$

where $\mathbf{H}^{\prime}, \mathbf{M}$ and $\mathbf{H}$ are $N \times N$ matrix.

Then one can simply write Eq.(4.39) as

$$
\begin{equation*}
\mathbf{H u}-\mathbf{G} \hat{\mathbf{q}}=\mathbf{y}_{\mathrm{b}} \tag{4.43}
\end{equation*}
$$

where $\mathbf{G}$ is a $N \times N_{b}$ matrix and $\mathbf{u}$ are the displacements of the boundary and internal nodes. Then one can assemble Eq.(4.43) as the traditional BEM.

### 4.5 Numerical examples

To testify to the efficiency and correctness of the AOIMLS enhanced LIBEM for 3D thermo-elastic problems and non-homogeneous heat conduction problems containing heat generation, several examples are simulated and analyzed. The first example targets to prove the accuracy of LIBEM for homogeneous heat conduction problems with heat sources respectively by comparing the results with the analytical solution. Further, the second example, a flange plate, is used to prove the AOIMLS enhanced LIBEM has the ability for calculating the steady non-homogeneous heat conduction problems containing heat generation by comparing it with FEM analysis.

Besides, the relative error used in this section is defined in Section 3.5.

### 4.5.1 A cube

This numerical example is about a cube subjected to heat conduction and a heat source. The cube, centred at $\{0.5,0.5,0.5\}$, is bounded by the planes, $x=0$, $y=0, z=0, x=1, y=1$ and $z=1$, i.e., the side length of this cube is 1 m . The temperatures at $x=0$ and $x=1$ are zero, while the other boundaries are set as the heat flux $q=0$. Besides, the thermal conductivity is a constant, $\mathrm{T}=0.01$ $\mathrm{W} /(\mathrm{m} \cdot \mathrm{K})$. The heat generation is set as follows ${ }^{[73,134,141]}$

$$
\begin{equation*}
Q(x)=Q_{0} e^{-x} \tag{4.44}
\end{equation*}
$$

where $Q_{0}$ is a constant and is set as 1 .
Hence one can obtain the analytical solution of temperature as the following equation ${ }^{[73,134, ~ 141]}$

$$
\begin{equation*}
\theta=\frac{Q_{0}}{k L}\left[L\left(1-e^{-x}\right)-x\left(1-e^{-L}\right)\right] \tag{4.45}
\end{equation*}
$$

For proving the developed method is useful for the heat conduction problems containing heat generation, the results of the developed method is compared with analytical solution in Eq.(4.45). As one can observe, the
temperature is only related to $x$-axial, so nine internal points are picked for comparison, namely, $\{0.1,0.5,0\},\{0.2,0.5,0\},\{0.3,0.5,0\},\{0.4,0.5,0\},\{0.5,0.5$, $0\},\{0.6,0.5,0\},\{0.7,0.5,0\},\{0.8,0.5,0\},\{0.9,0.5,0\}$. The boundaries of the cube are discretised with 1258 elements, as is shown in Fig.4.1.


Fig.4.1 The cube with 1258 boundary elements
Then the result of the developed method is compared with the analytical solution, as one can see in Fig.4.2, the temperature rise with the increase of $x^{-}$ axial, then decreased. In addition, the numerical solution is consistent with the analytical solution. With the error estimation formula, the relative error is computed in this condition and the result is $0.7246 \%$ which indicates that the numerical result is in high accuracy. Besides, as one can see in Fig.4.3, the length of red bars represents the relative error of discretised nodes, the closer the position of the discretised node is to the boundary, the higher the relative error is. Besides, the maximum value of relative errors is 0.6.


Fig.4.2 Comparison of numerical results with the analytical solution


Fig.4.3 Relative error distribution of temperature ( ${ }^{\circ} \mathrm{C}$ )
Furthermore, according to Fig.4.4, clearly, the relative error shows a downward trend with the increase of boundary element amount in the logarithmic coordinate system on the whole, which proves the convergence of the LIBEM.


Fig.4.4 Relative error of temperature

### 4.5.2 A flange plate

This complex model is simulated for testifying that the proposed method is accurate and practicable when it comes to complex models, the geometrical parameters are clearly shown in Figs.4.5 and 4.6, besides, the height of the model is 5 mm , and the eight cylinders are evenly distributed. The surfaces, $z=0 \mathrm{~mm}$ and $z=5 \mathrm{~mm}$ are set with temperatures, $10^{\circ} \mathrm{C}$ and $100^{\circ} \mathrm{C}$ respectively. All the other faces are defined as thermally insulated. Moreover, to approximate the unknowns involved in domain integrals, 1952 points are distributed inside the model.


Fig.4.5 The discretised complex model


Fig.4.6 Plane graph of the complex model
In order to make this example more complicated, the various thermal conductivity is defined as a multi-modal function (see Fig.4.7) and expressed as

$$
\begin{equation*}
T(x, z)=100 \cos \left(\frac{x}{3}\right) \cos \left(\frac{z}{3}\right) \tag{4.46}
\end{equation*}
$$

and the heat generation is simply defined as 1 .
To prove the accuracy of the proposed mathematic method, the FEM analysis is taken for comparison and the results on the selected straight line whose endpoints are $\{7,0,0\}$ and $\{7,0,5\}$, are extracted and plotted in Fig.4.8. Apparently, the results obtained by the proposed method is highly consistent with the FEM simulation.


Fig.4.7 The multi-modal function of thermal conductivity


Fig.4.8 Comparison of the proposed method and FEM

## Part III

## Application of boundary element method in thermoelastic fracture analysis

## Chapter 5

NURBS-enhanced line integration BEM for thermoelastic problems considering the gravity load

## Summary

This chapter is aimed at solving 2D thermo-elastic problems with the gravity load by LIBEM. The boundary-only discretisation, as one of the significant advantages of BEM, will disappear due to considering the thermal and gravity loads which result in domain integrals. Hence, the LIBEM, owning the dimension reduction ability, is introduced to reduce domain integrals dimensionally to ensure that no domain discretisation during the numerical calculation. Furthermore, as a well-known isogeometric characterization method, the non-uniform rational B-spline (NURBS), is exerted during geometrical construction. Thus, the boundary shape of the numerical models will not change during the refinement and the error of model discretisation will be prevented. It is worth mentioning that, to ensure boundary conditions are imposed without difficulty, the field approximation is conducted by the lagrangian basis functions (LBFs) which owns the characteristic of the Kronecker delta function.

### 5.1 Introduction

Generally, many engineering structures withstand thermal and gravity loads ${ }^{[6]}$. Gravity is a basic load for every engineering structure on earth and it can bring inner stress and strain changes to engineering structures, and the gravity load is a key factor for the design of engineering structures, like buildings and dams. The thermal load ${ }^{[166-168]}$, which has drawn much attention of many researchers for a long time, is a vital factor that leads to fractures ${ }^{[169,}$ ${ }^{170]}$ or damage in structures ${ }^{[114,171]}$, especially those mass concrete structures, like concrete dams, concrete foundation, column structure in buildings and so on. Hence, it is rather important to obtain thermal stress under different conditions in numerical simulation accurately. For that purpose, many numerical methods are developed, like the widely used FEM, boundary node method (BNM) ${ }^{[42, ~ 172-174]}$, boundary face method (BFM) ${ }^{[175]}$, boundary elementfree method (BEFM) [37, 176, 177], indirect boundary element method (IBEM) [178, ${ }^{179]}$. The BEM, which owns the well-known advantage that only the boundary needed to be discretised, is taken as the basic analysis method in this research. In recent years, several researchers have conducted their investigations on thermo-elastic problems based on BEM ${ }^{[75,180-182]}$. For example, Zhang et al. ${ }^{[183]}$ developed research on solving thin-structure thermo-elastic problems. Gao also did lots of research on thermal stress a semi-analytical technique [184].

For thermal load and gravity considered elastic problems, the traditional BEM cannot be applied directly because the domain integrals [127, 185, 186] appear in the BIEs. In this research, based on the divergence theorem [187, 188], the LIBEM ${ }^{[57,189,190]}$ is exerted to reduce the domain integrals dimensionally and the coordinate transformation is exerted to deal with singular integrals. Further, for guaranteeing the precision of LIBEM, the adaptive background cells ${ }^{[191,192]}$ are applied for subdividing the initial integral lines into short ones, so the domain integrals can be obtained by adding up sub-line integrals.

For traditional BEM, before simulation, constructing the model, meshing the model and imposing the boundary conditions are necessary preparation
items [31, 49, 193]. The model meshing procedure may lead to errors as the mesh may be twisted or the operators are not experienced enough. Hence, in order to keep the model geometrically accurate during all the pre-processing procedures, based on the idea of Isogeometric analysis (IGA) [194, 195], the NURBS [49, 190, 196] is introduced for the geometric reconstruction of numerical models in this research. However, when it comes to field approximation, there is an evident difference between some previous IGA-based BEM research and this paper, i.e., the IGA-based BEM exerts the same basis functions in geometric construction and field approximation ${ }^{[197-199]}$, like the $B$-spline or NURBS basis functions. In this research, the field approximation is done with the help of the LBFs ${ }^{[200]}$ with the property of Kronecker delta, which can lead to a range of benefits, mainly including ensuring the NURBS-enhanced LIBEM to set boundary conditions, deal with singular integrals and couple with other high-performance algorithms easily [4, 193, 201].

In the current study, the BIEs for thermo-elastic problems with the gravity load are introduced in Section 5.2. In the next section, a detailed description of the NURBS theorem is presented, followed by the introduction of geometry construction and field approximation. Then, the LIBEM is described in detail in Section 5.4. To prove the accuracy and merits of the NURBSenhanced LIBEM, three examples are analyzed in the last section.

### 5.2 The BIEs for thermo-elastic problems considering gravity

The governing equation for elastic problems considering the thermal and gravity load is written below ${ }^{[202]}$

$$
\begin{array}{r}
(\lambda+\mu) u_{j, j i}(\mathbf{x}, \mathbf{y})+\mu u_{i, j j}(\mathbf{x}, \mathbf{y})-\frac{\lambda(1+v)}{v} \beta \theta_{, i}(\mathbf{x})+b_{i}(\mathbf{x})=0  \tag{5.1}\\
i, j=1,2
\end{array}
$$

where $u_{j, j i}$ and $u_{i, j j}$ are the derivatives of displacement $u, \Omega$ is the domain of the problems bounded with boundary $\Gamma, \mathbf{x}\left\{x_{1}, x_{2}\right\}$ and $\mathbf{y}\left\{y_{1}, y_{2}\right\}$ are points in $\Omega$, $\mu$ and $\lambda$ are the Lame constants, $v$ represents the Poisson's ratio, $\theta$ represents temperature, $\theta_{i i}$ are the partial derivatives of $\theta$ with respect to $x_{i}$, $\beta$ is thermal expansion coefficient.

### 5.2.1 The displacement boundary integral equation

By Bett's reciprocal theorem, the following BIE can be derived from Eq.(5.1) as below ${ }^{[184]}$

$$
\begin{align*}
c_{i j}(\mathbf{x}) u_{i}(\mathbf{x}) & =\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) \mathbf{t}_{j}(\mathbf{y}) d \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) \mathbf{u}_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{5.2}\\
& -\int_{\Omega} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+\int_{\Omega} U_{i j}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

where $U_{i j}(\mathbf{x}, \mathbf{y})$ and $T_{i j}(\mathbf{x}, \mathbf{y})$ are Kelvin functions and given in Chapter 2, and

$$
\begin{equation*}
\Phi_{i}(\mathbf{x}, \mathbf{y})=\frac{-2(1+v) r_{i}}{A_{1} r} \tag{5.3}
\end{equation*}
$$

Obviously, two domain integrals appear in Eq.(5.2), namely,

$$
\begin{align*}
& D_{1}=\int_{\Omega} U_{i j}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})  \tag{5.4}\\
& D_{2}=\int_{\Omega} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \tag{5.5}
\end{align*}
$$

### 5.2.2 Boundary integral equation for internal stress

Combining Eq.(5.2) with the following equation, which is called the straindisplacement relationship

$$
\begin{equation*}
\varepsilon_{i j}(\mathbf{x}, \mathbf{y})=\frac{1}{2}\left[u_{i, j}(\mathbf{x}, \mathbf{y})+u_{j, i}(\mathbf{x}, \mathbf{y})\right] \tag{5.6}
\end{equation*}
$$

Hence, the BIE of stresses can be written as

$$
\begin{align*}
\sigma_{i j}(\mathbf{x}) & =\int_{\Gamma} U_{i j k}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} \mathrm{T}_{i j k}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{\Omega} \beta \Psi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+\int_{\Omega} U_{i j k}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})  \tag{5.7}\\
& -b \beta \delta_{i j} \theta(\mathbf{x})
\end{align*}
$$

where

$$
\left\{\begin{array}{l}
\Psi_{i j}(\mathbf{x}, \mathbf{y})=\frac{-4 \mu(1+v)\left[\delta_{i j}-2 r_{i, i} r_{j}\right]}{A_{1} r^{2}}  \tag{5.8}\\
b=\mu \frac{1+v}{1-v}
\end{array}\right.
$$

The first domain integral term of Eq.(5.5) has a strong singularity, to deal with this problem, one can refer to ref. ${ }^{[184]}$ to regularize Eq.(5.5). After a series of similar transformations, Eq.(5.7) can be rewritten as

$$
\begin{align*}
\sigma_{i j}(\mathbf{x}) & =\int_{\Gamma} U_{i j k}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} \mathrm{T}_{i j k}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{\Gamma} \beta r_{, m} n_{m} \ln \left(r^{r}\right) \Psi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+\int_{\Omega} \beta \Psi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})  \tag{5.9}\\
& -\int_{\Omega} \beta \Psi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y})+\int_{\Omega} U_{i j k}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})-\beta b \delta_{i j} \theta(\mathbf{x})
\end{align*}
$$

Now, the above Eqs.(5.2) and (5.9) can be calculated numerically with Gauss quadrature formulae.

In Eq.(5.9), another three domain integrals can be written as follows

$$
\begin{align*}
& D_{3}=\int_{\Omega} \beta \Psi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})  \tag{5.10}\\
& D_{4}=\int_{\Omega} \beta \Psi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y})  \tag{5.11}\\
& D_{5}=\int_{\Omega} U_{i j k}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \tag{5.12}
\end{align*}
$$

To keep the advantage of BEM, one has to reduce all the domain integrals dimensionally by LIM which is described in Section 3.3.

Furthermore, it needs to make clear that all the formulations are solved by introducing the following boundary conditions

$$
\begin{equation*}
u_{i}=\bar{u}_{i}(\mathbf{x}), \quad \mathbf{x} \in \Gamma \tag{5.13}
\end{equation*}
$$

or

$$
\begin{equation*}
\sigma_{i j} n_{j}=\bar{t}_{i}(\mathbf{x}), \quad \mathbf{x} \in \Gamma \tag{5.14}
\end{equation*}
$$

where $\sigma_{i j}$ represent the boundary stresses, $\bar{u}_{i}(\mathbf{x})$ and $\bar{t}_{i}(\mathbf{x})$ represent the known boundary functions.

### 5.3 Theorem of NURBS and geometry reconstruction

In this section, the theorem of NURBS is described first, and then the geometry reconstruction and field approximation are introduced.

The geometric models of engineering structures can generally be classified into two types: (1) simple curves or surfaces, whose mathematical expressions can be easily obtained, such as circles, cylinders, spheres, cuboids, etc. In reality, most engineering structures are also composed of or a combination of analytical curves and surfaces; (2) the structure with complex change, which is difficult to describe by analytical curves and surfaces. For some engineering and industrial products with high precision and complex shapes, such as aircraft and ship parts, as well as the improvement and optimization process of complex models and mass production, a scientific and accurate mathematical expression method is urgently needed. In addition, it is unrealistic for the design and construction of large-scale and complex structures to rely on manual calculation, adjustment and recording. Therefore, only a mathematical
expression method of curves and surfaces that is suitable for computer processing and can meet the effectiveness and accuracy of shape expression is vital and can be widely used.

In 1963, Ferguson, who worked at Boeing, proposed a method of using the vector function of parameters to express the shape of product structure. The cubic parametric curve is introduced first and the Ferguson cubic surface, which is composed of the combined curve, the position vector of the four corners and the tangential vector of the two directions, is defined. In the following year, Coons of the Massachusetts Institute of Technology (MIT) proposed a more general description method that can express a surface sheet by using the four boundaries of a closed curve. However, there are disadvantages of the two methods addressed above, i.e., connection and difficulty in controlling shapes. In the same year, the spline function is proposed to solve the problem of connection and used parametric form to represent curves and surfaces. However, it is difficult to adjust the local shape. In 1971, Bezier of Renault company addressed an approach to control curves and surfaces by using polygons which have been widely used in the engineering industry, but the drawback is that the geometry can not be modified and connected locally still exists.

A year later, Boor proposed the theory of B-splines, and then based on the improvements and updates of several researchers, Versprille proposed NURBS in 1975, which included rational and irrational Bezier curves and irrational Bsplines. In 1991, NURBS was designated by the International Standards Organization (ISO) as the only mathematical method for the geometry of industrial products.

NURBS can be specifically interpreted as:
(1) Non-uniform: the distances between the nodes of the curves are not equal to each other, so the influential domain of each control vertex can be manipulated, and it owns the property of local support and modification;
(2) Rational: the control points are weighted, and each curve described by NURBS can be expressed by mathematical formulas;
(3) B -spline: it is developed from non-rational B -spline curves and surfaces, and takes B -spline as the basis function, which well retains the advantages of non-rational B-spline.

In addition, the following are the advantages and disadvantages of NURBS:
(1) Advantages: It can not only represent elementary analytic curves and surfaces in the form of mathematical expressions, but also accurately and effectively represent complex curves and surfaces; by modifying control points and weights, local modifications of geometry can be performed, and greater flexibility can be performed during geometric design; the expression of geometry is invariant when performing transformations such as scaling, rotation, shearing, translation, and perspective projection; NURBS is the promotion and improvement of non-rational B -splines, rational and nonrational Bezier curve and keeps the advantages of the above three methods; explicit geometric expressions can be obtained by NURBS, which is very friendly to design engineers.
(2) Disadvantages: The first obvious drawback is that additional data storage is still needed when describing simple curves and surfaces. For example, to express a circle, a circumscribed square is required as a control polygon, so at least 10 nodes and 7 control points are required. While the traditional method only needs to store three kinds of data: the radius, the coordinates of the centre and the normal vector perpendicular to the surface of the circle; besides, inappropriate weights may lead to unsatisfactory parameterization, and then the curve or surface cannot be accurately expressed; moreover, in some aspects, it is simpler and more convenient to use traditional techniques, such as compute the intersection between surfaces.

### 5.3.1 Introduction of the Bezier Curve

NURBS is based on the generalization of the Bezier curve theory. In other words, the Bezier curve theory is a special case of NURBS.

The definition of an irrational Bezier curve of order $n$ can be expressed as:

$$
\begin{equation*}
C(\tau)==\sum_{i=0}^{n} B_{i, n}(\tau) P_{i} \quad 0 \leq \tau \leq 1 \tag{5.15}
\end{equation*}
$$

where $P_{i}$ is the control point, $B_{i, n}$ is the classical Bernstein polynomial of order $n$ and the expression is

$$
\begin{equation*}
B_{i, n}(\tau)=\frac{n!}{i!(n-i)!} \tau^{\prime}(1-\tau)^{n-i} \tag{5.16}
\end{equation*}
$$

However, although there are many advantages of polynomials, irrational Bezier curves can not describe quadratic curves, and there will be problems when expressing many typical and important curves and surfaces. Taking the unit circle with the centre at the origin as an example, the counterproof method is adopted. It is assumed that the circle is represented by the following polynomial:

$$
\begin{align*}
& x(\tau)=a_{0}+a_{1} \tau+\cdots+a_{n} \tau^{n}  \tag{5.17}\\
& y(\tau)=b_{0}+b_{1} \tau+\cdots+b_{n} \tau^{n} \tag{5.18}
\end{align*}
$$

Due to $x^{2}+y^{2}=1$, the following can be obtained

$$
\begin{align*}
0= & \left(a_{0}+a_{1} \tau+\cdots+a_{n} \tau^{n}\right)^{2}+\left(b_{0}+b_{1} \tau+\cdots+b_{n} \tau^{n}\right)^{2}-1 \\
= & \left(a_{0}^{2}+b_{1}^{2}-1\right)+2\left(a_{0} a_{1}+b_{0} b_{1}\right) \tau+\left(a_{1}^{2}+2 a_{0} a_{2}+b_{1}^{2}+2 b_{0} b_{2}\right) \tau^{2}  \tag{5.19}\\
& +\cdots+\left(a_{n-1}^{2}+2 a_{n-2} a_{n}+b_{n-1}^{2}+2 b_{n-2} b_{n}\right) \tau^{2 n-2} \\
& +2\left(a_{n} a_{n-1}+b_{n} b_{n-1}\right) \tau^{2 n-1}+\left(a_{n}^{2}+b_{n}^{2}\right) \tau^{2 n}
\end{align*}
$$

The above formula should be right for an arbitrary $\tau$, so all the coefficients at the right of the above formula must be zero. It can be deduced that for $i=1,2,3, \cdots, n$, one can have $a_{i}=0, b_{i}=0$. Obviously, the expression is not the unit circle, which is inconsistent with the assumption.

Therefore, the rational Bezier curve theory came into being. The rational function is the ratio of two polynomials. The expression of rational Bezier curve theory is defined as follows

$$
\begin{equation*}
C(\tau)=\frac{\sum_{i=0}^{n} B_{i, n}(\tau) w_{i} P_{i}}{\sum_{i=0}^{n} B_{i, n}(\tau) w_{i}} \quad 0 \leq \tau \leq 1 \tag{5.20}
\end{equation*}
$$

where the definition of $P_{i}$ and $B_{i, n}$ are not changed, $w_{i}$ is the weight factor. The larger the weight factor is, the curve will be pushed away from the corresponding control point, and vice versa.

### 5.3.2 The basic functions of B-spline

Because local control is not easy for the Bezier curve which limits its development, the B -spline curve is gradually popular. Compared with Bezier curves, which define the basis function in $\left[u_{0}, u_{m}\right]$, the basis function for the B spline curve is defined in the limited subinterval, and the B -spline curve is defined as follows:

$$
\begin{equation*}
C(\tau)=\sum_{i=0}^{n} R_{i, p} P_{i} \quad a \leq \tau \leq b \tag{5.21}
\end{equation*}
$$

where $R_{i, p}$ represent the B -spline basis function in $p$ order.
Assuming that the sequence $\Lambda=\left[\tau_{0}, \tau_{1}, \cdots, \tau_{n}\right]$ is a series of real numbers with the property $\tau_{i+1} \geq \tau_{i}$. The B -spline basis function of degree p is defined below by the recursive formula

$$
\left\{\begin{array}{l}
Q_{i, 0}(\tau)=\left\{\begin{array}{l}
1, \tau_{i} \leq \tau \leq \tau_{i+1} \\
0, \text { otherwise }
\end{array}\right.  \tag{5.22}\\
Q_{i, p}(\tau)=\frac{\tau-\tau_{i}}{\tau_{i+p}-\tau_{i}} Q_{i, p-1}(\tau)+\frac{\tau_{i+p+1}-\tau}{\tau_{i+p+1}-\tau_{i+1}} Q_{i+1, \rho-1}(\tau) \\
i=0,1, \cdots, \quad n, \quad \tau_{i} \leq \tau_{i+1}
\end{array} \begin{array}{l}
\text { Set } \frac{0}{0}=0
\end{array}\right.
$$

where the nodal vector is aperiodic and non-uniform and written as follows

$$
\begin{equation*}
\Lambda=\{\underbrace{a, \cdots, a}_{p+1}, \tau_{p+1}, \cdots, \tau_{m-p+1}, \underbrace{, \cdots, b}_{p+1}\} \tag{5.23}
\end{equation*}
$$

Generally speaking, $a=0, b=1$ in the application.

### 5.3.3 The basic functions of NURBS

In order to describe the quadratic curve, the $B$-spline curve is generalized to obtain a non-uniform rational B-spline curve, which is defined as:

$$
\begin{gather*}
C(\tau)=\sum_{i=0}^{n} R_{i, p}(\tau) P_{i}  \tag{5.24}\\
R_{i, p}(\tau)=\frac{Q_{i, p}(\tau) w_{i}}{\sum_{j=0}^{n} Q_{j, p}(\tau) w_{j}} \tag{5.25}
\end{gather*}
$$

where $w_{0}$ and $w_{n}$ are positive numbers to avoid the denominator equaling zero and make sure that curves do not degenerate to a point, $Q_{i, p}$ are $p$ th degree basis functions.

### 5.3.4 Properties of NURBS basis functions

The basic properties of NURBS are introduced below and one can find the detailed derivation process in the references ${ }^{[49, ~ 190, ~ 196] . ~}$

Property. 1 Nonnegativity: for any given $i, p, R_{i, p}(\tau) \geq 0$.
Property. 2 Partition of unity: $\sum^{n} R_{i, p}(\tau)=1$.
Property. 3 Local support: for ${ }^{i=0} \notin\left[\tau_{i}, \tau_{i+p+1}\right], R_{i, p}(\tau)=0$. In addition, for any given knot span, $p+1$ of the $R_{i, p}(\tau)$ should be non-zero at most.

Property. 4 The weights $w_{i}$ only exert their influence on the curve shape in span $\left[\tau_{i}, \tau_{i+p+1}\right]$.


Fig.5.1 NURBS curves with $p=3$
Property. 5 The higher the $p$ th is, the farther away the control point is from the curve. Figs.5.1 and 5.2 show the irregular and symmetrical NURBS curves, both two curves are based on the same control points.


Fig.5.2 NURBS curves with $p=5$


Fig.5.3 NURBS basis functions with $p=3$


Fig.5.4 NURBS basis functions with $p=5$

The ones of left curves are $P_{1}^{L}=\{0,3\}, P_{2}^{L}=\{-2,5\}, P_{3}^{L}=\{-4,4\}, P_{4}^{L}=\{1,2.5\}$, $P_{5}^{L}=\{-2,-2\}, P_{6}^{L}=\{0,0\}$, the control points of right curves are $P_{1}^{R}=\{0,3\}$, $P_{2}^{R}=\{2,5\}, P_{3}^{R}=\{4,4\}, P_{4}^{R}=\{-1,2.5\}, P_{5}^{R}=\{2,-2\}, P_{6}^{R}=\{0,0\}$. Fig.5.1 displays the $p=3$ degree curve and its basis functions are presented in Fig.5.3. Fig.5.2 shows the $p=5$ degree curve and its basis functions are presented in Fig.5.4. Hence, the higher the degree $p$ th is, the farther away the control point is from the curve, and vice versa.

### 5.3.5 Geometric meaning of weighting factors

For NURBS curves, $w_{i}$ can only affect part of the shape of the curve. When $\tau$ is the same, with the change of $w_{i}, P(\tau)$ is on the same straight line, as shown in Fig.5.5. When $w_{i} \rightarrow+\infty, R_{i, p}(u)=1, P(\tau)$ is vertex $P_{i}$; when $w_{i}=0$, $R_{i, p}(u)=0, P(\tau)$ is vertex $B$; and when $w_{i} \neq 0,1, P(u)$ is vertex $B_{i}$.


Fig.5.5 Geometric meaning of weighting factors
When all vertices and weighting factors do not change, the calculation formula of $R_{i, p}(u)$ changes from Eq.(5.25) to Eq.(5.16), let

$$
\begin{cases}\alpha=R_{i, p}(\tau)=\frac{N_{i, p}(\tau)}{\sum_{i \neq m=0}^{n} \omega_{m} N_{m, p}(\tau)+N_{i, p}(\tau)} & \left(\omega_{i}=1\right)  \tag{5.26}\\ \beta=R_{i, p}(\tau)=\frac{\omega_{i} N_{i, p}(\tau)}{\sum_{i \neq m=0}^{n} \omega_{m} N_{m, p}(\tau)+N_{i, p}(\tau)} & \left(\omega_{i} \neq[0,1]\right)\end{cases}
$$

Then the cross-ratio of the four points $\left(P_{i}, B_{i}, B^{\prime}, B\right)$ can be obtained as

$$
\begin{equation*}
\frac{1-\alpha}{\alpha}: \frac{1-\beta}{\beta}=\frac{\sum_{i \neq m=0}^{n} \omega_{m} N_{m, p}(\tau)}{N_{i, p}(\tau)}: \frac{\sum_{i \neq m=0}^{n} \omega_{m} N_{m, p}(\tau)}{\omega_{i} N_{m, p}(\tau)}=\omega_{i} \tag{5.27}
\end{equation*}
$$

It can be seen that the geometric meaning of $w_{i}$ is: $w_{i}$ is the value of the intersection ratio of the corresponding four points in the case that $w_{i}$ is $+\infty, 0,1$ and $w_{i} \neq 0,1$ respectively; when $w_{i}$ increases, $B_{i}$ approaches $P_{i}$; while when $w_{i}$ decreases, $B_{i}$ moves away from $P_{i}$.

### 5.3.6 Geometry reconstruction and field approximation

### 5.3.3.1 Geometry reconstruction

For most numerical simulation methods, geometry reconstruction and element discretisation are vital factors influencing the simulation. With the help of NURBS, discretisation errors can be avoided. Define an increasing and unique knot vector as $\Pi=\left\{s_{1}, s_{2}, \cdots, s_{n}\right\}$, then the NURBS boundary is discretised into isogeometric boundary elements as

$$
\begin{equation*}
\Gamma=\sum_{i=0}^{n-1} \Gamma_{i}\left[s_{i}, s_{i+1}\right] \tag{5.28}
\end{equation*}
$$

where $\Gamma_{i}$ is the $i$ th element with its local parameter span $\left[s_{i}, s_{i+1}\right]$ which is shown in Fig.5.6.

(a) Global space (b) Parameter space


Fig.5.6 Isogeometric elements on the boundary
Hence, the NURBS-based geometry reconstruction can be expressed as the following

$$
\begin{equation*}
\mathbf{y}(\tau)=\sum_{i=0}^{m} \mathbf{R}_{i, p}(\tau) \mathbf{P}_{i} \tag{5.29}
\end{equation*}
$$

Then, Eq.(5.2) can be discretised as

$$
\begin{align*}
c_{i j}(\mathbf{x}) u_{i}(\mathbf{x}) & =\sum_{k=0}^{n-1} \int_{\Gamma_{k}} U_{i j}[\mathbf{x}, \mathbf{y}(\tau)] t_{j}[\mathbf{y}(\tau)] J_{a c} \mathrm{~d} \Gamma(\tau)  \tag{5.30}\\
& -\sum_{k=0}^{n-1} \int_{\Gamma_{k}} T_{i j}[\mathbf{x}, \mathbf{y}(\tau)] u_{j}[\mathbf{y}(\tau)] J_{a c} \mathrm{~d} \Gamma(\tau)+D_{1}+D_{2}
\end{align*}
$$

where $\tau$ is the parameter relevant to $\varsigma$, and the Jacob coefficient is written as

$$
\begin{equation*}
J_{a c}=\left[\left(\frac{\partial y_{1}}{\partial \tau}\right)^{2}+\left(\frac{\partial y_{2}}{\partial \tau}\right)^{2}\right]^{1 / 2} \tag{5.31}
\end{equation*}
$$

### 5.3.3.2 Field approximation

For an element, the field approximation is conducted in the parameter space, then the node collocation is done. $u(\mathbf{x})$ and $t(\mathbf{x})$ of boundary nodes on the $\Gamma_{n}$ are approximated as below

$$
\begin{align*}
& u_{i}(\mathbf{x})=u_{i}\{\mathbf{x}[\tau(\eta)]\}=\sum_{m=0}^{k_{n}} \xi_{n}^{m}(\eta) u_{i}^{n, m}  \tag{5.32}\\
& t_{i}(\mathbf{x})=t_{i}\{\mathbf{x}[\tau(\eta)]\}=\sum_{m=0}^{k_{n}} \xi_{n}^{m}(\eta) t_{i}^{n, m} \tag{5.33}
\end{align*}
$$

where $i=1,2, \eta \in[-1,1]$ represents the local coordinate of $\Gamma_{n}, u_{i}^{n, m}$ and $t_{i}^{n, m}$ are the displacement and traction for node $\eta_{n}^{m}$ on the discretised boundary $\Gamma_{n}, \xi_{n}^{m}$ symbolizes the shape function on the boundary $\Gamma_{n}$ with $k_{n}+1$ nodes. For liner element, $\xi_{n}^{m}$ can be written as

$$
\begin{align*}
& \xi_{n}^{0}(\eta)=\frac{1-\eta}{2}  \tag{5.34}\\
& \xi_{n}^{1}(\eta)=\frac{1+\eta}{2} \tag{5.35}
\end{align*}
$$

on $\Gamma_{n}$, while, $\xi_{n}^{m}=0$ for $\tau \notin \Gamma_{n}$.
Hence, Eq.(5.30) can be written in the following form by substituting the displacement and tractions in Eqs.(5.32) and (5.33)

$$
\begin{align*}
c_{i j}(\mathbf{x}) u_{i}(\mathbf{x}) & =\sum_{l=0}^{n-1} \int_{\Gamma_{l}} U_{i j}\{\mathbf{x}, \mathbf{y}[\tau(\eta)]\} \sum_{m=0}^{k_{n}} \xi_{l}^{m}(\eta) t_{i}^{l, m} J_{a c}^{1} J_{a c} \mathrm{~d} \Gamma(\eta)  \tag{5.36}\\
& -\sum_{l=0}^{n-1} \int_{\Gamma_{l}} T_{i j}\{\mathbf{x}, \mathbf{y}[\tau(\eta)]\} \sum_{m=0}^{k_{n}} \xi_{l}^{m}(\eta) u_{i}^{l, m} J_{a c}^{1} J_{a c} \mathrm{~d} \Gamma(\eta)+D_{1}+D_{2}
\end{align*}
$$

where

$$
\begin{equation*}
J_{a c}^{1}=\frac{\mathrm{d} \tau}{\mathrm{~d} \eta} \tag{5.37}
\end{equation*}
$$

### 5.4 The line integration BEM

To keep the advantage of boundary-only discretisation, the LIBEM is introduced. All the domain integrals can be dimensionally reduced to dimensionally. The basic theorem and equations are introduced below and one can find the detailed derivation process in ref. ${ }^{[57,189,190]}$.

Based on LIM, the LIBEM is introduced to deal with domain integrals by reducing them into boundary integrals. So, Eqs.(5.4), (5.5), (5.10), (5.11) and
(5.12) can be transformed as

$$
\begin{align*}
D_{1} & =\int_{\Omega} U_{i j}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \\
& =\sum_{m=0}^{M} n_{y_{1}}^{m}(\mathbf{y}) w^{m} J_{a c}^{m} \int_{L_{m}} U_{i j}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} y_{1}  \tag{5.38}\\
D_{2} & =\int_{\Omega} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \\
& =\sum_{m=0}^{M} n_{y_{1}}^{m}(\mathbf{y}) w^{m} J_{a c}^{m} \int_{L_{m}} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} y_{1}  \tag{5.39}\\
D_{1} & =\int_{\Omega} U_{i j}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \\
& =\sum_{m=0}^{M} n_{y_{1}}^{m}(\mathbf{y}) w^{m} J_{a c}^{m} \int_{L_{m}} U_{i j}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} y_{1}  \tag{5.40}\\
D_{4} & =\int_{\Omega} \beta \Psi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y}) \\
& =\sum_{m=0}^{M} n_{\varsigma_{1}}^{m}(\varsigma) w^{m} J_{a c}^{m} \int_{L_{m}} \beta \Psi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{x}) \mathrm{d} y_{l}  \tag{5.41}\\
D_{5} & =\int_{\Omega} U_{i j k}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \\
& =\sum_{m=0}^{M} n_{\varsigma_{1}}^{m}(\mathbf{y}) w^{m} J_{a c}^{m} \int_{L_{m}} U_{i j k}(\mathbf{x}, \mathbf{y}) G_{j}(\mathbf{y}) \mathrm{d} y_{1} \tag{5.42}
\end{align*}
$$

Obviously, the domain integrals are avoided and can be computed with one-dimensional integrations.

### 5.5 Numerical examples

The examples in this section are simulated and analyzed to prove the accuracy and efficiency of the NURBS-LIBEM. The first numerical example targets showing the model reconstruction process based on NURBS and the correctness of the NURBS-LIBEM when dealing with thermo-elastic problems. Further, the gravity load is involved in the second example and the results prove the correctness of the NURBS-LIBEM as well. Furthermore, to prove that the NURBS-LIBEM is also efficient when dealing with complex models, the last model is presented and analyzed.

### 5.5.1 A beam considering thermal load

This example aims to show the process of geometry reconstruction with the NURBS theorem and prove that the NURBS-LIBEM can be applied to compute the stress and displacement of models under thermo-elasticity accurately.


Fig.5.7 A beam considering thermal load
Table 5.1 Parameters of the beam

| Length | $L=2 m$ |
| :---: | :---: |
| Width | $H=1 \mathrm{~m}$ |
| Poisson's ratio | $v=0.3$ |
| Young's Modulus | $E=10000 \mathrm{M} p a$ |
| Thermal distribution | $\theta=40 x_{2}^{2}-60 x_{2}$ |
| Coefficient of thermal expansion | $\beta=0.00001 K^{-1}$ |

As one can see, the boundary condition is shown in Fig.5.7, The relevant geometric and mechanical parameters and the thermal distribution of this beam are shown in Table 5.1. Besides, this model is constructed with 4 separate and open NURBS curves which are shown in Table 5.2 with their necessary data.

The analytical result of the displacement $u_{2}$ and stress $\sigma_{11}$ are written below ${ }^{[184]}$

$$
\begin{gather*}
u_{2}\left(x_{2}\right)=\frac{1+v}{1-v} \beta\left\{\frac{40}{3}\left[x_{2}^{3}+(H / 2)^{3}\right]-30\left[x_{2}^{2}-(H / 2)^{2}\right]\right\}  \tag{5.43}\\
\sigma_{11}=-\frac{E}{1-v} \beta \theta \tag{5.44}
\end{gather*}
$$

This model is discretised with 400 elements, to analyze the accuracy of NURBS-LIBEM, six points on the line $x_{1}=0$ are selected. The comparison of the displacement and inner stress is shown in Table 5.3 and Table 5.4. It is clear to see that NURBS-LIBEM shows a high agreement with the exact solution. Calculated by the error estimation formula, the relative error of $u_{2}$ and $\sigma_{11}$ are $3.2652 \times 10^{-5}$ and $1.008 \times 10^{-4}$, which are rather low evidently.

Table 5.2 Parameters of NURBS curves for the beam

| Curve endpoints | Knot vector | Control points | Weights |
| :---: | :---: | :---: | :---: |
| $(-1,-0.5)$, | $0.0,0.0,0.0,0.0$, | $(-1.0,-0.5) ;(-1.0,-0.17) ;$ | $1.0,1.0$, |
| $(-1,0.5)$ | $1.0,1.0,1.0,1.0$ | $(-1.0,-0.17) ;(-1.0,0.5)$ | $1.0,1.0$ |
| $(-1,0.5)$, | $0.0,0.0,0.0,0.0$, | $(-1.0,0.5) ;(-0.33,0.5) ;$ | $1.0,1.0$, |
| $(1,0.5)$ | $1.0,1.0,1.0,1.0$ | $(-0.33,0.5) ;(1.0,0.5)$ | $1.0,1.0$ |
| $(1,0.5)$, | $0.0,0.0,0.0,0.0$, | $(1.0,0.5) ;(1.0,-0.17) ;$ | $1.0,1.0$, |
| $(-1,0.5)$ | $1.0,1.0,1.0,1.0$ | $(1.0,-0.17) ;(1.0,-0.5)$ | $1.0,1.0$ |
| $(1,-0.5)$, | $0.0,0.0,0.0,0.0$, | $(1.0,-0.5) ;(0.33,-0.5) ;$ | $1.0,1.0$, |
| $(-1,-0.5)$ | $1.0,1.0,1.0,1.0$ | $(-0.33,-0.5) ;(-1.0,-0.5)$ | $1.0,1.0$ |

Table 5.3 The displacement $u_{2}\left(\times 10^{-5}\right)(\mathrm{MPa})$

| $x_{2} / \mathrm{m}$ | Analytical Results/m | LI-BEM/m |
| :---: | :---: | :---: |
| -0.375 | 7.88319 | 7.88311 |
| -0.25 | 13.15476 | 13.1546 |
| -0.125 | 16.10491 | 16.1047 |
| 0 | 17.02381 | 17.0235 |
| 0.125 | 16.20164 | 16.2012 |
| 0.25 | 13.92857 | 13.9279 |
| 0.375 | 10.49479 | 10.494 |

Table 5.4 The inner stress $\sigma_{11}(\mathrm{MPa})$

| $x_{2} / \mathrm{m}$ | Analytical Results /MPa | LI-BEM/MPa |
| :---: | :---: | :---: |
| -0.375 | -4.01786 | -4.01819 |
| -0.25 | -2.50000 | -2.5003 |
| -0.125 | -1.16071 | -1.16098 |
| 0 | 0.00000 | -0.00021 |
| 0.125 | 0.98214 | 0.981994 |
| 0.25 | 1.78571 | 1.78564 |
| 0.375 | 2.41071 | 2.41072 |

To figure out the trend of the displacement $u_{2}$ and the stress $\sigma_{11}$, Figs.5.8 and 5.9 are drawn based on the 101 points pick from the line $x_{1}=0$. From Fig.5.8, one can see that the stress $\sigma_{11}$ increases gradually with the increase of coordinates. And Fig. 5.9 shows that the displacement $u_{2}$ rises sharply with the increase of coordinate y firstly, then decreases slowly after reaching a peak. All in all, this numerical model shows the accuracy and efficiency of NURBSLIBEM.


Fig.5.8 Comparison of $\sigma_{11}$ with analytical results (Mpa)


Fig.5.9 Comparison between $u_{2}$ and analytical results
Further, to prove the NURBS-LIBEM is convergent, as listed in Table 5.5, the model is discretised by boundary elements in different numbers. The displacement is taken as the analysis object and the same eight internal points are chosen, then one can obtain Fig.5.10. It is clear to see that the relative error decreases straight down with the increase of element number in the logarithmic coordinate system, which means the convergence of the NURBSLIBEM is excellent. Besides, it is worth mentioning that the relative error of the displacement $u_{2}$ is smaller than that of the stress $\sigma_{11}$ in any case.

Table 5.5 Different numbers of boundary elements

| Cases | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Element Number | 20 | 40 | 80 | 160 | 320 | 640 | 1280 |



Fig.5.10 Relative error of $u_{2}$ and $\sigma_{11}$

### 5.5.2 A ring considering thermal and gravity loads

As one can see in Fig.5.11, the ring model is under uniform pressure. Obviously, it is a symmetrical model, hence, one can simplify the ring model and the simplified model is displayed in Fig.5.12. And the relevant parameters are listed in Table 5.6.

Table 5.6 Parameters of the ring

| The outer radius | $b=2$ |
| :---: | :---: |
| The inner radius | $a=1$ |
| Young's Modulus | $E=2.5$ |
| Poisson's ratio | $\stackrel{y}{l}=0.3$ |
| Uniformly pressure | $P=1.0$ |
| Acceleration of Gravity | $g=10$ |
| Thermal distribution | $\theta=50{ }^{\circ} \mathrm{C}$ |
| Coefficient of thermal expansion | $\beta=0.0001 K^{-1}$ |



Fig.5.11 A ring model


Fig.5.12 The simplified ring model


Fig.5.13 The contour map of $\sigma_{11}(\mathrm{Mpa})$


Fig.5.15 The contour map of $\sigma_{22}$ (Mpa)


Fig.5.16 The contour map of $u_{1}(\mathrm{~mm})$
The boundary is discretised by 200 elements. No analytical solution is found for this numerical example, so the FEM simulation is carried out for comparison with the NURBS-LIBEM. As one can see, Figs.5.13-17 show the comparison of the results of $\sigma_{11}, \sigma_{12}, \sigma_{22}, u_{1}$ and $u_{2}$. The contour map can tell
that the result of the NURBS-LIBEM highly agrees with the FEM results.


Fig.5.17 The contour map of $u_{2}(\mathrm{~mm})$

### 5.5.3 A complex model under thermal and gravity loads

To prove the correctness of NURBS-LIBEM when it comes to complex numerical models, this example is presented. The relevant parameters are shown in Table 5.7. Besides, one can refer to Fig.5.18 for detailed boundary conditions of the complex model.


Fig.5.18 A complex model
Table 5.7 Parameters of the complex model

| Young's Modulus | $E=2.5$ |
| :---: | :---: |
| Poisson's ratio | $\mathrm{F}=0.3$ |
| Pressure | $P=1.0$ |
| Gravity | $g=10$ |
| Thermal distribution | $\theta=500{ }^{\circ} \mathrm{C}$ |
| Coefficient of thermal expansion | $\beta=0.0001 \mathrm{~K}^{-1}$ |

According to Figs.5.19 and 5.20, the displacement $u_{1}$ and $u_{2}$ are shown by the contour map, and it is clear that the NURBS-LIBEM shows a great agreement with the FEM results. Moreover, the complex model is discretised by 800 elements, while discretised by FEM with 4407 elements, which is a much larger number. However, the results show a high coincidence, hence the high accuracy of BEM is proved by comparing it with FEM again. Further, this example proves that this new method can be widely used in complicated models under complicated conditions.


Fig.5.19 The contour map of $u_{1}\left(\times 10^{3}\right)$


Fig.5.20 The contour map of $u_{2}\left(\times 10^{3}\right)$

## Chapter 6

# Solving 3D thermoelastic problems by the AOIMLS enhanced LIBEM 

## Summary

In this chapter, the AOIMLS enhanced LIBEM is applied to solve 3D thermo-elastic problems. When it comes to the case, only temperature boundary conditions are known which means the integrand functions in domain integrals are unknwon, the LIBEM can not be applied to transform domain integrals into boundary integrals directly. Thereby the AOIMLS enhanced LIBEM is proposed for dealing with the case when the BIEs contain domain integrals with unknown functions, as all the necessary temperature values for the integral points in LIM can be interpolated from discretise nodes by AOIMLS. In addition, the accuracy of the AOIMLS enhanced LIBEM is testified by numerical examples.

### 6.1 Introduction

Thermo-elastic problems ${ }^{[8,9]}$ are rather common in engineering structures. Thermo-elasticity is an important branch of solid mechanics as thermal stress [10, 11] can appear frequently whenever the structures, like engines or concrete components are enduring thermal shock or cooling while their expansion or volume reduction is restricted, which may further result in changes in mechanical behaviour, even failure.

This paper is organized as below, the BIEs for 3D thermo-elastic BIEs for displacement and internal stress, followed by the dimensional reduction of domain integrals by AOIMLS enhanced LIBEM. As the LIBME is applied to 3D thermo-elastic problems for the first time, hence, to prove the accuracy and convergence of the LIBEM, in Section 6.4, thermal distribution is set as known for thermo-elastic problems in the first numerical example. Further, the efficiency and accuracy of the new AOIMLS enhanced LIBEM for thermoelastic problems are testified by the other numerical example.

### 6.2 Formulas of thermo-elastic problems

The governing equation of thermo-elastic problems can be written as follows

$$
\begin{array}{r}
(\lambda+\mu) u_{j, j i}(\mathbf{x}, \mathbf{y})+\mu u_{i, j j}(\mathbf{x}, \mathbf{y})-\frac{\beta \lambda(1+v)}{v} \theta_{, i}(\mathbf{y})=0  \tag{6.1}\\
i, j=1,2,3 ; \mathbf{x}, \mathbf{y} \in \Omega
\end{array}
$$

where $u_{i, j j}$ and $u_{i, j j}$ symbolize the derivatives of displacement $u, i, j=1,2,3, \beta$ symbolizes the coefficient of thermal expansion, $\theta$ represents temperature.

Based on Bett's reciprocal theorem, one can deduce the following regularized displacement BIE [203]

$$
\begin{align*}
c_{i j}(\mathbf{x}) u_{i}(\mathbf{x}) & =\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{6.2}\\
& -\beta \int_{\Omega} \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

and the regularized inner stress BIE can be obtained based on the straindisplacement relationship as below

$$
\begin{align*}
\sigma_{i j}(\mathbf{x}) & =\int_{\Gamma} U_{i j k}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y}) \mathrm{d} \Gamma-\int_{\Gamma} \mathrm{T}_{i j k}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y}) \mathrm{d} \Gamma \\
& +\beta \theta(\mathbf{y}) \int_{\Gamma} r_{\mathrm{m}} n_{m} \ln \left(r^{r}\right) \varphi_{i j}(\mathbf{x}, \mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{\Omega} \beta \varphi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})  \tag{6.3}\\
& -\int_{\Omega} \beta \varphi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y}) \\
& -\delta_{i j} \beta b \theta(\mathbf{x})
\end{align*}
$$

where the Kronecker symbol $\delta_{i j}$ can be written as

$$
\delta_{i j}= \begin{cases}1 & i=j  \tag{6.4}\\ 0 & i \neq j\end{cases}
$$

and

$$
\begin{equation*}
r_{, i}=\frac{\partial r}{\partial \varsigma_{i}} \tag{6.5}
\end{equation*}
$$

further, $\mu$ and $\lambda$ are the Lame constants, $v$ represents the Poisson ratio. And

$$
\begin{gather*}
\psi_{i}(\mathbf{x}, \mathbf{y})=\frac{-(1+v) r_{, i}}{4 \pi(1-v) r^{2}}  \tag{6.6}\\
\phi_{i j}(\mathbf{x}, \mathbf{y})=\frac{-\mu(1+v)}{2 \pi(1-v) r^{3}}\left(\delta_{i j}-3 r_{, i} r_{, j}\right) \tag{6.7}
\end{gather*}
$$

With Eq. (6.2), one can obtain the displacement for both internal and boundary points, and the stress of internal points can be got by Eq.(6.3). Clearly, there are three domain integrals in Eqs.(6.2) and (6.3) which can be written as

$$
\begin{align*}
& D_{1}=\int_{\Omega} \beta \psi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})  \tag{6.8}\\
& D_{2}=\int_{\Omega} \beta \phi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})  \tag{6.9}\\
& D_{3}=\int_{\Omega} \beta \phi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y}) \tag{6.10}
\end{align*}
$$

Here, two conditions should be considered, the first one is that the temperature distribution is known, i.e., the functions in domain integrals in Eqs.(6.8), (6.9) and (6.10) are known, hence, one can compute the above three domain integrals with LIM directly. The second condition is that the temperature distribution is unknown, one needs to simulate the thermal field by heat conduction BIEs at first, and then one can obtain the temperature value of pre-defined nodes both in the domain and on boundaries. But it is not realistic to compute all the necessary values for line integration points, thereby the AOIMLS enhanced LIBEM is needed for this case, i.e., the domain
integrals with unknown functions. The two conditions are considered and analyzed in Section 6.4.

### 6.3 The AOIMLS enhanced LIBEM

Eq.(3.9) can be applied for the case, thermo-elasticity analysis with known temperature distribution, i.e., domain integrals with known function. So, Eqs.(6.8), (6.9) and (6.10) are written in the following form

$$
\begin{align*}
D_{1} & =\int_{\Omega} \beta \psi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\sum_{i=1}^{M} n_{y_{1}}^{i}(\mathbf{y}) \omega^{i} \beta \int_{L_{i}} \psi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} y_{1}  \tag{6.11}\\
D_{2} & =\int_{\Omega} \beta \phi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\sum_{i=1}^{M} n_{y_{1}}^{i}(\mathbf{y}) \omega^{i} \beta \int_{L_{i}} \phi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} y_{1}  \tag{6.12}\\
D_{3} & =\int_{\Omega} \beta \phi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y})=\sum_{i=1}^{M} n_{y_{1}}^{i}(\mathbf{y}) \omega^{i} \beta \int_{L_{i}} \phi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{x}) \mathrm{d} y_{1} \tag{6.13}
\end{align*}
$$

If the temperature distribution is unknown, then the domain integral in Eqs.(6.11), (6.12) and (6.13) can be dimensionally reduced by the AOIMLS enhanced LIBEM to the following forms

$$
\begin{align*}
& D_{1}=\int_{\Omega} \beta \psi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\sum_{k=1}^{N} \sum_{i=1}^{M} n_{y_{1}}^{i}(\mathbf{y}) \omega^{i} \beta \int_{L_{i}} \psi_{i}(\mathbf{x}, \mathbf{y}) \varphi_{k}(\mathbf{y}) \mathrm{d} y_{1} \theta_{k}(\mathbf{y})  \tag{6.14}\\
& D_{2}=\int_{\Omega} \beta \phi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})=\sum_{k=1}^{N} \sum_{i=1}^{M} n_{y_{1}}^{i}(\mathbf{y}) \omega^{i} \beta \int_{L_{i}} \phi_{i j}(\mathbf{x}, \mathbf{y}) \varphi_{k}(\mathbf{y}) \mathrm{d} y_{1} \theta_{k}(\mathbf{y})  \tag{6.15}\\
& D_{3}=\int_{\Omega} \beta \phi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y})=\sum_{k=1}^{N} \sum_{i=1}^{M} n_{y_{1}}^{i}(\mathbf{y}) \omega^{i} \beta \int_{L_{i}} \phi_{i j}(\mathbf{x}, \mathbf{y}) \varphi_{k}(\mathbf{y}) \mathrm{d} y_{1} \theta_{k}(\mathbf{x}) \tag{6.16}
\end{align*}
$$

### 6.4 Numerical examples

To testify to the efficiency and correctness of the AOIIMLS enhanced LIBEM for 3D thermo-elastic problems, two numerical examples are calculated and analyzed. The first example target proving the accuracy of LIBEM for 3D thermo-elastic problems with known temperature distribution by comparing the results with the analytical solution. Further, the second complicated example, a torus, is used to prove the AOIIMLS enhanced LIBEM has the ability for simulating thermo-elastic problems with unknown temperature distribution by comparing it with FEM analysis. It is worth mentioning that in this section, all the examples are built in the Cartesian coordinate system.

Besides, the relative error used in this section is defined in Section 3.5.

### 6.4.1 A cube under thermal load

In this example, centred at $\{0,0,0\}$ in the Cartesian coordinate system and bounded by the planes $x= \pm 1, y= \pm 1$ and $z= \pm 1$, a cube bearing thermal stress is considered (see Fig.6.1), and its geometrical and mechanical parameters are listed in Table 6.1 respectively. The cube is set with a free upper plane, $z=1$ and the other five bounded planes are supported with a roller condition.


Fig.6.1 A cube under thermal load
Without losing generalization, for an isotropic rectangular or cuboid with $\theta_{1}$ at the upper boundary, $\theta_{2}$ at the below boundary, the temperature distribution can be given as below [204]

$$
\begin{equation*}
\theta=C_{1} z^{2}+C_{2} z+C_{3} \tag{6.17}
\end{equation*}
$$

where $C_{1}=\frac{\left(\theta_{1}+\theta_{2}\right)}{L^{2}}, C_{2}=\frac{\left(\theta_{1}-\theta_{2}\right)}{L} C_{3}=2 \theta_{1}+\theta_{2}$.
For simplicity, the temperature distribution in this example is presented in Table 6.1. And one can obtain the analytical solution of its displacement and stress as

$$
\begin{gather*}
u_{z}(z)=\frac{1+v}{1-v} \beta\left\{\frac{1}{3} C_{1}\left[z^{3}+(L / 2)^{3}\right]+\frac{1}{2} C_{2}\left[z^{2}-(L / 2)^{2}\right]+C_{3}[z+L / 2]\right\}  \tag{6.18}\\
\sigma_{x}=-\frac{E}{1-v} \beta \theta \tag{6.19}
\end{gather*}
$$

Table 6.1 Parameters of the cube

| Side length | $\mathrm{L}=2 \mathrm{~m}$ |
| :---: | :---: |
| Poisson's ratio | $\mathrm{v}=0.3$ |
| Young's Modulus | $\mathrm{E}=10000 \mathrm{Mpa}$ |
| Temperature distribution | $\theta=\mathrm{z}^{2}+10 \mathrm{z}$ |
| Thermal expansion coefficient | $\beta=0.00001 \mathrm{~K}^{-1}$ |

In order to show the accuracy of the LIBEM, eight points, $(0,0,-0.8),(0,0$, $-0.6),(0,0,-0.4),(0,0,-0.2),(0,0,0.0),(0,0,0.2),(0,0,0.4),(0,0,0.6)$ and $(0,0$, 0.8 ) are selected for comparing their displacement and stress with the analytical solution. See Fig.6.2, obviously, the result of the proposed method agrees with the analytical solution very well at the selected internal points. It is worth mentioning that the boundaries of the cube are discretised with 612 elements. Hence, this demonstrates that the developed method can be used for calculating thermo-elastic problems and presenting satisfying results. Furthermore, as one can see in Fig.6.3, the length of red bars represents the relative error of discretised nodes, clearly, the closer the position of the discretised node is to the boundary, the higher the relative error is. In addition, the maximum value of relative errors is 0.42 .


Fig.6.2 Comparison of displacement and stress


Fig.6.3 Relative error distribution of displacement
Further, to show the convergence of the LIBEM, the bounded planes of the cube are discretised with elements in different amounts as shown in Fig.6.4. The displacement $u_{z}$ is taken as the analysis object and the same eight internal points are chosen, and the relative error is calculated, and one can obtain Fig.6.5. It is clearly shown that, in the logarithmic coordinate system, with the increase of boundary element amount, the relative error decreases straight down, which means the convergence of the LIBEM is excellent. It is worth mentioning that the relative error is $1.23 \%$, which is satisfying when the boundaries are discretised by only 204 elements.


Fig.6.4 Boundary discretisation with different amounts of elements


Fig.6.5 Relative error of displacement $u_{z}$

### 6.4.2 A torus under thermal load

For proving the correctness of the new AOIMLS enhanced LIBEM for thermo-elasticity when it comes to unknown temperature distribution, a torus (see Fig.6.6) under unknown temperature distribution is considered. This model is symmetric about the plane $z=0$, and the necessary geometry information of this model can be seen in Figs.6.6 and 6.7.

In addition, the geometrical and mechanical parameters are shown in Table 6.2. As to the boundary condition of this numerical model, the temperature of the inner and outer curved surfaces are set at $0{ }^{\circ} \mathrm{C}$ and $100^{\circ} \mathrm{C}$ respectively, the other two sides are defined as thermal insulated.


Fig.6.6 A torus bearing thermal load


Fig.6.7 Geometry information of the torus
During thermo-elasticity analysis, the inner and outer curved surfaces are free while the other two surfaces of the torus are fixed. And the basic mechanic parameters are listed in Table 6.2. Also, to approximate the unknowns involved in domain integrals, 1632 points are distributed inside the model.

Table 6.2 Parameters of the cylinder


Fig.6.8 The temperature distribution

As there is no analytical solution to this example, the results of the developed method are compared with the FEM analysis. Firstly, the results of heat conduction simulation are analyzed, and a set of nodes are picked along a straight line with two endpoints $\{0,0,10\}$ and $\{0,0,25\}$. As one can see in Fig.6.8, the temperature value increases stably and the proposed method is highly consistent with the FEM.


Fig.6.9 Comparison of displacement $u_{z}$


Fig.6.10 Comparison of stress
Further, the results, both the displacement and stress are analyzed. As one can see, in Fig.6.9, the displacement $u_{z}$ decreases slightly at the beginning
followed by a stable increase with the increase of coordinate z. According to Fig.6.10, the stress $\sigma_{x x}$ and $\sigma_{z z}$ show a different trend, $\sigma_{x x}$ decreasing stably, while $\sigma_{z z}$ showing a rising trend before decreasing. All in all, the results of the developed method highly agree with the FEM.

## Chapter 7

Formulations of displacement discontinuity method for crack problems based on boundary element method

## Summary

In this chapter, formulations of the displacement discontinuity method (DDM) for crack problems based on BEM are proposed in finite domains. Four different boundary element methods, i.e., the conventional direct displacement boundary element method (CBEM), the hyper-singular traction direct boundary element (HBEM), the displacement discontinue indirect boundary element method (DD-IBEM), and the fictitious stress indirect boundary element method (FS-IBEM), are considered. The original two indirect boundary element methods are unstable and may obtain inaccurate results, and a new modified method is applied to improve the accuracy. Numerical examples have been proposed to demonstrate the accuracy of the proposed methods.

### 7.1 Introduction

For engineering structures, crack problems ${ }^{[205-207]}$ is rather common and can result in structural failure if not treated cautiously [208, 209]. Thus, carrying out research on the features and behaviours of cracks that existed in engineering materials is vital. Actually, many types of research have been carried out by researchers with various methods, such as the FEM, extend FEM [210], boundary node method [211, 212], cellular automaton method [213, 214] and so on.

Moreover, BEM has drawn the attention of people as well which converts the governing differential equation into a boundary integral equation based on Green's formula and kelvin's fundamental solution to the problem. And it presents its advantages, like boundary-only discretisation, compared to other numerical methods. The BEM theory for elastic problems can be divided into two basic methods, the direct BEM and indirect BEM, both based on kelvin's fundamental solution. The direct BEM is used to calculate the unknown displacement and traction on the boundary with the known boundary conditions, further, the displacement and stress of the inner field can be computed. While, the indirect BEM, which mainly includes FSM and DDM, is based on Kelvin's fundamental solution and the distribution density function of hypothetical virtual values on the boundary, the boundary distribution density function itself has no specific physical meaning. However, Zhang et al. pointed out that the indirect BEM cannot give accurate results sometimes ${ }^{[215]}$, due to the rigid displacement is not subtracted from the displacement field. To gain more exact data, a new modified indirect BEM is proposed in this chapter.

For solving crack problems based on BEM, lots of methods are devised, like the dual boundary element method, the Green's function method, the subregions method and the DDM. The dual boundary element method can also be applied to crack methods ${ }^{[216-218]}$, and its theorem was presented by Hong and Chen ${ }^{[219]}$. Romlay et al. ${ }^{[220]}$ used the dual boundary element method to solve the crack propagation problem latterly. For Green's function method ${ }^{[221]}$, it can
only be used for a single straight traction-free crack. And the main weakness of the sub-regions method ${ }^{[222]}$ is that the introduction of artificial boundaries is not unique, therefore, it cannot be easily implemented into an automatic procedure. The DDM, systematically developed by Crouch ${ }^{[223]}$ to solve 2D elastic crack problems, is rather popular in that field since its creation. Liu and $\mathrm{Li}{ }^{[97]}$ have proved the equivalence of DDM and BEM for crack problems. Furthermore, the propagation of cracks is studied by DDM as well.

In this research, four kinds of BIEs for crack problems are proposed based on DDM. The first two BIEs, called CBEM and HBEM, both originated from direct BEM and DDM. The latter two, DD-IBEM and FS-IBEM are derived from the indirect BEM and DDM. All these four BIEs will be described particularly in Sections 7.2 and 7.3. In addition, the result of the indirect BEM is not satisfying, therefore, a new modified indirect BEM (M-DD-IBEM and M-FS-IBEM) is introduced (seeing Section 7.3.3), compared to the theoretical result in Section 7.4.1, one can notice that the result improved apparently. But it must be committed that the indirect BEM is not as good as the direct BEM in the aspect of accuracy and stability. And the indirect BEM is very sensitive to boundary conditions.

### 7.2 The direct BIEs

In this section, the BIEs for direct BEM for 2D elasticity problems are introduced, and the indirect BIEs with cracks are derived from direct BEM.

Suppose $\Omega$ is a bounded domain with boundary $\partial \Omega=\Gamma$ and crack area $V$ with crack surface $S=S^{+} \cup S^{-}$in $\mathbb{R}^{2}$ (see Fig.7.1). The whole space $\mathbb{R}^{2}$ can be partitioned into three domains as: (I) $\Omega$ with boundary $\Gamma \cup S$; (II) $\Omega^{\infty}$ with boundary $\Gamma$ and (III) $V$ with boundary $S$. Then BIEs can be obtained separately for these three domains and BIEs for domain (I) and (II) are applied to obtain the BIEs for crack problems.

### 7.2.1 BIE for domain (I)

For elasticity problems, one can suppose $\sigma_{i j, j}(\mathbf{x})=0$ on $\Omega$, where $\boldsymbol{\sigma}$ are the stress tensor. Then one can have the well-known conventional boundary
integral equation as

$$
\int_{\Gamma \cup S}\left[U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y})-T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})=\left\{\begin{array}{lr}
u_{i}(\mathbf{x}), & \mathbf{x} \in \Omega  \tag{7.1}\\
c_{i j}(\mathbf{x}) u_{i}(\mathbf{x}), & \mathbf{x} \in \Gamma \cup S \\
\mathbf{0}, & \mathbf{x} \in \Omega^{\infty} \cup V
\end{array}\right.
$$

where point $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{2}, 2 \pi \cdot c_{i j}(\mathbf{x})$ is the interior boundary angle at $\mathbf{x}$ and $c_{i j}(\mathbf{x})=0.5$ if the position of $\mathbf{x}$ is smooth. $u_{i}(\mathbf{x})$ and $t_{i}(\mathbf{y})$ are the displacement and traction.

The corresponding BIE for direct traction (hyper singular) BEM is

$$
\int_{\Gamma \cup S}\left[K_{i k}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y})-H_{i k}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})=\left\{\begin{array}{lr}
t_{j}(\mathbf{x}), & \mathbf{x} \in \Omega  \tag{7.2}\\
c_{i j}(\mathbf{x}) t_{j}(\mathbf{x}), & \mathbf{x} \in \Gamma \cup S \\
\mathbf{0}, & \mathbf{x} \in \Omega^{\infty} \cup V
\end{array}\right.
$$

where $n_{i}(\mathbf{y})$ is the unit outward normal and $\Omega^{\infty}=\mathbb{R}^{2} \backslash \bar{\Omega}, \bar{\Omega}=\Omega \cup \Gamma \cup V \cup S$.


Fig.7.1 Bounded domain in 2D

### 7.2.2 BIE for domain (II)

Domain (II) $\Omega^{\infty}$ can be considered as an exterior problem with control function $\sigma_{i j, j}^{\mathrm{ex}}(\mathbf{x})=0$ on $\Omega^{\infty}$, where $\sigma_{i j, j}^{\mathrm{ex}}(\mathbf{x})$ are the relative stress. Suppose

$$
\begin{equation*}
\sup _{\mathbf{x} \in \bar{\Omega}^{\infty}}\left|u_{i j}(\mathbf{x})\right|<\infty \tag{7.3}
\end{equation*}
$$

where $\bar{\Omega}^{\infty}=\Omega^{\infty} \cup \Gamma$. The displacements $u_{i j}{ }^{\text {ex }}(\infty)$ are displacements at points when $\mathbf{x}$ tend to $\infty$, are assumed to be zero usually which can lead to unacceptably inaccurate results, this will be discussed in Section 7.3.3, and then,

$$
\begin{align*}
& \int_{\Gamma \cup S}\left[\widehat{U}_{i j}(\mathbf{x}, \mathbf{y}) t_{j}^{e x}(\mathbf{y})-\hat{T}_{i j}(\mathbf{x}, \mathbf{y}) u_{j}^{e x}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y}) \\
& = \begin{cases}u_{i}^{e x}(\mathbf{x})-u_{i j}^{\mathrm{ex}}(\infty), & \mathbf{x} \in \Omega^{\infty} \\
{\left[1-c_{i j}(\mathbf{x})\right] u_{i}^{e x}(\mathbf{x})-u_{i j}^{\text {ex }}(\infty), \mathbf{x} \in \Gamma} \\
\mathbf{0}, & \mathbf{x} \in \Omega \cup V \cup S\end{cases} \tag{7.4}
\end{align*}
$$

and

$$
\int_{\Gamma \cup S}\left[\widehat{K}_{i k}(\mathbf{x}, \mathbf{y}) t_{k}^{e x}(\mathbf{y})-\widehat{H}_{i k}(\mathbf{x}, \mathbf{y})(\mathbf{y}) u_{k}^{e x}\right] \mathrm{d} \Gamma(\mathbf{y})=\left\{\begin{array}{l}
{\left[1-c_{i j}(\mathbf{x})\right] t_{j}^{e x}(\mathbf{x}), \mathbf{x} \in \Gamma}  \tag{7.5}\\
\mathbf{0}, \\
\mathbf{x} \in \Omega \cup V \cup S
\end{array}\right.
$$

where one can obtain

$$
\left\{\begin{array}{l}
\widehat{U}_{i j}(\mathbf{x}, \mathbf{y})=U_{i j}(\mathbf{x}, \mathbf{y})  \tag{7.6}\\
\widehat{T}_{i j}(\mathbf{x}, \mathbf{y})=-T_{i j}(\mathbf{x}, \mathbf{y}) \\
\widehat{K}_{i k}(\mathbf{x}, \mathbf{y})=-K_{i k}(\mathbf{x}, \mathbf{y}) \\
\widehat{H}_{i k}(\mathbf{x}, \mathbf{y})=H_{i k}(\mathbf{x}, \mathbf{y})
\end{array}\right.
$$

Then Eqs.(7.4) and (7.5) can be written as

$$
\begin{align*}
& \int_{\Gamma \cup S}\left[U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}^{e x}(\mathbf{y})+T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}^{e x}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y}) \\
& =\left\{\begin{array}{l}
u_{i}^{e x}(\mathbf{x})-u_{i j}^{\mathrm{ex}}(\infty), \quad \mathbf{x} \in \Omega^{\infty} \\
{\left[1-c_{i j}(\mathbf{x})\right] u_{i}^{e x}(\mathbf{x})-u_{i j}^{\text {ex }}(\infty), \mathbf{x} \in \Gamma} \\
\mathbf{0}, \quad \mathbf{x} \in \Omega \cup V \cup S
\end{array}\right. \tag{7.7}
\end{align*}
$$

and

$$
\int_{\Gamma \cup S}-\left[K_{i k}(\mathbf{x}, \mathbf{y}) t_{k}^{e x}(\mathbf{y})+H_{i k}(\mathbf{x}, \mathbf{y})(\mathbf{y}) u_{k}^{e x}\right] \mathrm{d} \Gamma(\mathbf{y})=\left\{\begin{array}{l}
{\left[1-c_{i j}(\mathbf{x})\right] t_{j}^{e x}(\mathbf{x}), \mathbf{x} \in \Gamma}  \tag{7.8}\\
\mathbf{0}, \\
\mathbf{x} \in \Omega \cup V \cup S
\end{array}\right.
$$

### 7.3 BIEs for general DDM

Four types of boundary integral equations for DDM are obtained in this section.

### 7.3.1 The direct BEM and DDM

For points $\mathbf{x} \in \Omega$, if $S^{-}$is collapsed onto $S^{+}$, Eq.(7.1) can be written as

$$
\begin{align*}
u_{i}(\mathbf{x})= & \int_{\Gamma}\left[U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y})-T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})  \tag{7.9}\\
& +u_{i}(\mathbf{x})\left|\mathbf{y}^{+}+\lim _{S^{-} \rightarrow s^{+}} u_{i}(\mathbf{x})\right| \mathbf{y}^{-}
\end{align*}
$$

and

$$
\begin{equation*}
u_{i}(\mathbf{x}) \mid \mathbf{y}^{+}=\int_{S^{+}} U_{i j}\left(\mathbf{x}, \mathbf{y}^{+}\right) t_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma\left(\mathbf{y}^{+}\right)-\int_{S^{+}} T_{i j}\left(\mathbf{x}, \mathbf{y}^{+}\right) u_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma\left(\mathbf{y}^{+}\right) \tag{7.10}
\end{equation*}
$$

where $\mathbf{y}^{+}$and $\mathbf{y}^{-}$are points on $S^{+}$and $S^{-}$, respectively. Replace the superscript "-" with the superscript" + " in $u_{i}(\mathbf{x}) \mid \mathbf{y}^{+}$, and $u_{i}(\mathbf{x}) \mid \mathbf{y}^{-}$can be obtained.

Since $U_{i j}\left(\mathbf{x}, \mathbf{y}^{+}\right)=U_{i j}\left(\mathbf{x}, \mathbf{y}^{-}\right)$and $T_{i j}\left(\mathbf{x}, \mathbf{y}^{+}\right)=-T_{i j}\left(\mathbf{x}, \mathbf{y}^{-}\right)$, Eq.(7.9) can be reduced to

$$
\begin{equation*}
u_{i}(\mathbf{x})=\int_{\Gamma}\left[U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y})-T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})+u_{j}^{*}(\mathbf{x}) \mid \mathbf{y}^{+} \tag{7.11}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{j}^{*}(\mathbf{x}) \mid \mathbf{y}^{+}=\int_{S^{+}} U_{i j}\left(\mathbf{x}, \mathbf{y}^{+}\right) \sum t_{j}(\mathbf{y}) \mathrm{d} \Gamma\left(\mathbf{y}^{+}\right)-\int_{S^{+}} T_{i j}\left(\mathbf{x}, \mathbf{y}^{+}\right) \Delta u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \tag{7.12}
\end{equation*}
$$

and

$$
\begin{array}{r}
\sum t_{j}(\mathbf{y})=t_{j}\left(\mathbf{y}^{+}\right)+t_{j}\left(\mathbf{y}^{-}\right) \\
\Delta u_{j}(\mathbf{y})=u_{j}\left(\mathbf{y}^{+}\right)-u_{j}\left(\mathbf{y}^{-}\right) \tag{7.14}
\end{array}
$$

A similar equation can be obtained for the case $\mathbf{x} \in \Gamma$.
For points $\mathbf{x} \in S$, if $S^{-}$is collapsed onto $S^{+}$,

$$
\begin{align*}
c_{i j}\left(\mathbf{x}^{+}\right) u_{j}\left(\mathbf{x}^{+}\right)= & \int_{\Gamma}\left[U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) t_{j}(\mathbf{y})-T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})  \tag{7.15}\\
& +u_{i}\left(\mathbf{x}^{+}\right)\left|\mathbf{y}^{+}+\lim _{S^{-} \rightarrow S^{+}} u_{i}\left(\mathbf{x}^{+}\right)\right| \mathbf{y}^{-} \\
c_{i j}\left(\mathbf{x}^{-}\right) u_{j}\left(\mathbf{x}^{-}\right)= & \int_{\Gamma}\left[U_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) t_{j}(\mathbf{y})-T_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})  \tag{7.16}\\
& +u_{i}\left(\mathbf{x}^{-}\right)\left|\mathbf{y}^{+}+\lim _{S^{-} \rightarrow S^{+}} u_{i}\left(\mathbf{x}^{-}\right)\right| \mathbf{y}^{-}
\end{align*}
$$

Eqs.(7.15) and (7.16) are equal and can be reduced to one equation as

$$
\begin{equation*}
\sum u_{i}(\mathbf{x})=\int_{\Gamma}\left[U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) t_{j}(\mathbf{y})-T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}\left(\mathbf{x}^{+}\right) \mid \mathbf{y}^{+} \tag{7.17}
\end{equation*}
$$

where

$$
\begin{align*}
\sum u_{i}(\mathbf{x}) & =c_{i j}\left(\mathbf{x}^{+}\right) u_{j}\left(\mathbf{x}^{+}\right)+\left[1-c_{i j}\left(\mathbf{x}^{+}\right)\right] u_{j}\left(\mathbf{x}^{-}\right) \\
& =u_{i}\left(\mathbf{x}^{-}\right)+c_{i j}\left(\mathbf{x}^{+}\right) \Delta u_{j}(\mathbf{x})  \tag{7.18}\\
& =u_{i}\left(\mathbf{x}^{-}\right)-\left[1-c_{i j}\left(\mathbf{x}^{+}\right)\right] \Delta u_{j}(\mathbf{x})
\end{align*}
$$

Replace $\mathbf{x}$ in $\mathbf{u}^{*}(\mathbf{x}) \mid \mathbf{y}^{+}$by $\mathbf{x}^{+}$, and one can have $\mathbf{u}^{*}\left(\mathbf{x}^{+}\right) \mid \mathbf{y}^{+}$.
Then Eq.(7.1) for crack problems can be written as

$$
\left.\begin{array}{lc}
u_{i}(\mathbf{x}), & \mathbf{x} \in \Omega  \tag{7.19}\\
c_{i j}(\mathbf{x}) u_{j}(\mathbf{x}), & \mathbf{x} \in \Gamma \\
\sum u_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}
\end{array}\right\}=\int_{\Gamma}\left[U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y})-T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}
$$

and

$$
\begin{equation*}
u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\int_{S^{+}}\left[U_{i j}(\mathbf{x}, \mathbf{y}) \sum t_{j}(\mathbf{y})-T_{i j}(\mathbf{x}, \mathbf{y}) \Delta u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y}) \tag{7.20}
\end{equation*}
$$

Similarly, the traction boundary equation for crack problems can be
written as

$$
\left.\begin{array}{l}
c_{i j}(\mathbf{x}) t_{j}(\mathbf{x}), \quad \mathbf{x} \in \Gamma  \tag{7.21}\\
\Delta t_{i}(\mathbf{x}), \\
\mathbf{x} \in S^{+}
\end{array}\right\}=\int_{\Gamma}\left[K_{i k}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y})-H_{i k}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}
$$

where

$$
\begin{equation*}
t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\int_{S^{+}}\left[K_{i k}(\mathbf{x}, \mathbf{y}) \sum t_{k}(\mathbf{y})-H_{i k}(\mathbf{x}, \mathbf{y}) \Delta u_{k}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y}) \tag{7.22}
\end{equation*}
$$

and

$$
\begin{align*}
\Delta t_{i}(\mathbf{x}) & =c_{i j}\left(\mathbf{x}^{+}\right) t_{j}\left(\mathbf{x}^{+}\right)-\left[1-c_{i j}\left(\mathbf{x}^{+}\right)\right] t_{j}\left(\mathbf{x}^{-}\right) \\
& =c_{i j}\left(\mathbf{x}^{+}\right) \sum t_{j}(\mathbf{x})-t_{i}\left(\mathbf{x}^{-}\right)  \tag{7.23}\\
& =-\left[1-c_{i j}\left(\mathbf{x}^{+}\right)\right] \sum t_{j}(\mathbf{x})+t_{i}\left(\mathbf{x}^{+}\right)
\end{align*}
$$

If the load on the crack surface is assumed to be equilibrium, i.e., $\sum t_{i}(\mathbf{y})=0$, then $u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}$ and $t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}$ can be written as

$$
\begin{gather*}
u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=-\int_{S^{+}} T_{i j}(\mathbf{x}, \mathbf{y}) \Delta u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{7.24}\\
t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=-\int_{S^{+}} H_{k i}(\mathbf{x}, \mathbf{y}) \Delta u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \tag{7.25}
\end{gather*}
$$

and Eq.(7.23) will be reduced to

$$
\begin{equation*}
\Delta t_{i}(\mathbf{x})=-t_{i}\left(\mathbf{x}^{-}\right)=t_{i}\left(\mathbf{x}^{+}\right) \tag{7.26}
\end{equation*}
$$

Apparently, Eqs.(7.19) and (7.21) can be applied for solving crack problems and will be the same for the infinite domain.

As shown in Eqs.(7.19) and (7.21), the boundary integrals on $\Gamma$ of the finite domain can be computed by CBEM or HBEM, both are direct BEM. This is the reason these two approaches are called CBEM and HBEM, respectively. Now they can be written as

$$
\begin{cases}\int_{\Gamma}\left[U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y})-T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=c_{i j}(\mathbf{x}) u_{j}(\mathbf{x}), & \mathbf{x} \in \Gamma  \tag{7.27}\\ \int_{\Gamma}\left[U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y})-T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\sum u_{i}(\mathbf{x}), & \mathbf{x} \in S^{+} \\ \int_{\Gamma}\left[K_{i k}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y})-H_{i k}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\Delta t_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}\end{cases}
$$

and

$$
\begin{cases}\int_{\Gamma}\left[K_{i k}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y})-H_{i k}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=c_{i j}(\mathbf{x}) t_{j}(\mathbf{x}), \mathbf{x} \in \Gamma  \tag{7.28}\\ \int_{\Gamma}\left[U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y})-T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\sum u_{i}(\mathbf{x}), & \mathbf{x} \in S^{+} \\ \int_{\Gamma}\left[K_{i k}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y})-H_{i k}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y})\right] \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\Delta t_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}\end{cases}
$$

The first equation in Eq.(7.27) or Eq.(7.28) can be applied to form the coefficient matrix relative to the values on boundary $\Gamma$. The second equation can be used when $u_{i}\left(\mathbf{x}^{+}\right)$or $u_{i}\left(\mathbf{x}^{-}\right)$are known on $S(\mathrm{BCI})$, while the last
equation is used when $\Delta t_{i}(\mathbf{y})$ are known on $S$ (BCII).
By discretizing the boundary into elements, one can assemble the Eq.(32) for CBEM into the matrix as

$$
\left[\begin{array}{cc}
\mathbf{T}^{\Gamma \Gamma} & \mathbf{T}^{\Gamma S}  \tag{7.29}\\
\mathbf{T}^{S \Gamma} & \mathbf{T}^{S S}
\end{array}\right]\left[\begin{array}{c}
\mathbf{u}^{\Gamma} \\
\mathbf{u}^{S}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{U}^{\Gamma \Gamma} & \mathbf{0} \\
\mathbf{U}^{S \Gamma} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{r}^{\Gamma} \\
\mathbf{0}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\sum \mathbf{u}^{S}
\end{array}\right]
$$

or

$$
\left[\begin{array}{ll}
\mathbf{T}^{\Gamma \Gamma} & \mathbf{T}^{\Gamma S}  \tag{7.30}\\
\mathbf{H}^{S \Gamma} & \mathbf{H}^{S S}
\end{array}\right]\left[\begin{array}{c}
\mathbf{u}^{\Gamma} \\
\mathbf{u}^{S}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{U}^{\Gamma \Gamma} & \mathbf{0} \\
\mathbf{K}^{S \Gamma} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{t}^{\Gamma} \\
\mathbf{0}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\Delta \mathbf{t}^{S}
\end{array}\right]
$$

where the superscript represents the coefficient matrices assembled under the interaction of elements on boundary $\Gamma$ and crack $S$ respectively. And $\mathbf{T}^{\Gamma \Gamma}, \mathbf{T}^{\Gamma S}$, $\mathbf{T}^{S \Gamma}, \mathbf{T}^{S S}, \mathbf{U}^{\Gamma \Gamma}, \mathbf{U}^{S \Gamma}, \mathbf{H}^{S \Gamma}, \mathbf{H}^{S S}$ and $\mathbf{K}^{S \Gamma}$ are the coefficient matrices related with kernels $T_{i j}(\mathbf{x}, \mathbf{y}), U_{i j}(\mathbf{x}, \mathbf{y}), H_{i k}(\mathbf{x}, \mathbf{y})$ and $K_{i k}(\mathbf{x}, \mathbf{y})$, respectively.

The Eq.(7.29) is assembled for the case BCI, while when BCII is known, then Eq. (7.30) is useful.

Similarly, the equations in HBEM can also be discretised as

$$
\left[\begin{array}{cc}
\mathbf{H}^{\Gamma \Gamma} & \mathbf{H}^{\Gamma S}  \tag{7.31}\\
\mathbf{T}^{S \Gamma} & \mathbf{T}^{S S}
\end{array}\right]\left[\begin{array}{l}
\mathbf{u}^{\Gamma} \\
\mathbf{u}^{S}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{K}^{\Gamma \Gamma} & \mathbf{0} \\
\mathbf{U}^{S \Gamma} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{t}^{\Gamma} \\
\mathbf{0}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\sum \mathbf{u}^{S}
\end{array}\right]
$$

or

$$
\left[\begin{array}{ll}
\mathbf{H}^{\Gamma \Gamma} & \mathbf{H}^{\Gamma S}  \tag{7.32}\\
\mathbf{H}^{S \Gamma} & \mathbf{H}^{S S}
\end{array}\right]\left[\begin{array}{c}
\mathbf{u}^{\Gamma} \\
\mathbf{u}^{S}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{K}^{\Gamma \Gamma} & \mathbf{0} \\
\mathbf{K}^{S \Gamma} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{t}^{\Gamma} \\
\mathbf{0}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\Delta \mathbf{t}^{S}
\end{array}\right]
$$

The Eq.(7.31) is assembled for the case BCI, while when BCII is known, then Eq. (7.32) is useful.

### 7.3.2 The indirect BEM and DDM

### 7.3.2.1 The DD-IBEM

From Eqs.(7.4) and (7.19), one can have

$$
\begin{align*}
& \int_{\Gamma}\left\{U_{i j}(\mathbf{x}, \mathbf{y})\left[t_{j}(\mathbf{y})+t_{j}^{e x}(\mathbf{y})\right]-T_{i j}(\mathbf{x}, \mathbf{y})\left[u_{j}(\mathbf{y})-u_{j}^{e x}(\mathbf{y})\right]\right\} \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y} \\
& = \begin{cases}u_{i}(\mathbf{x}), & \mathbf{x} \in \Omega \\
c_{i j}(\mathbf{x})\left[u_{j}(\mathbf{y})-u_{j}^{e x}(\mathbf{y})\right]+u_{j}^{e x}(\mathbf{y})-u_{i j}^{\mathrm{ex}}(\infty), & \mathbf{x} \in \Gamma \\
\sum u_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}\end{cases} \tag{7.33}
\end{align*}
$$

From Eqs.(7.5) and(7.21), one can have

$$
\begin{align*}
& \int_{\Gamma}\left\{K_{i k}(\mathbf{x}, \mathbf{y})\left[t_{k}(\mathbf{y})+t_{k}^{e x}(\mathbf{y})\right]-H_{i k}(\mathbf{x}, \mathbf{y})\left[u_{k}(\mathbf{y})-u_{k}^{e x}(\mathbf{y})\right]\right\} \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \mid \mathbf{y} \\
& = \begin{cases}c_{i j}(\mathbf{x})\left[t_{j}(\mathbf{x})+t_{j}^{e x}(\mathbf{x})\right]-t_{j}^{e x}(\mathbf{x}), \mathbf{x} \in \Gamma \\
\Delta t_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}\end{cases} \tag{7.34}
\end{align*}
$$

If assuming $t_{i}(\mathbf{y})+t_{i}^{e x}(\mathbf{y})=\mathbf{0}$ on $\Gamma$, Eqs.(7.33) and (7.34) can be written as

$$
\begin{array}{r}
-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) \psi_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \left\lvert\, \mathbf{y}= \begin{cases}u_{i}(\mathbf{x}), & \mathbf{x} \in \Omega \\
u_{i}(\mathbf{x})-\left[1-c_{i j}(\mathbf{x})\right] \psi_{i}(\mathbf{y})-u_{i j}{ }^{\mathrm{ex}}(\infty), & \mathbf{x} \in \Gamma \\
\sum u_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}\end{cases} \right. \\
-\int_{\Gamma} H_{i k}(\mathbf{x}, \mathbf{y}) \psi_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \left\lvert\, \mathbf{y}= \begin{cases}t_{i}(\mathbf{x}), & \mathbf{x} \in \Gamma \\
\Delta t_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}\end{cases} \right. \tag{7.36}
\end{array}
$$

where

$$
\begin{equation*}
\psi_{i}(\mathbf{y})=u_{i}(\mathbf{y})-u_{i}^{e x}(\mathbf{y}) \tag{7.37}
\end{equation*}
$$

Then the BIEs for DD-IBEM can be written as

$$
\left\{\begin{array}{lr}
-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) \psi_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=u_{i}(\mathbf{x})-\left[1-c_{i j}(\mathbf{x})\right] \psi_{i}(\mathbf{y})-u_{i j}{ }^{\mathrm{ex}}(\infty), & \mathbf{x} \in \Gamma  \tag{7.38}\\
-\int_{\Gamma} H_{i k}(\mathbf{x}, \mathbf{y}) \psi_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=t_{i}(\mathbf{x}), & \mathbf{x} \in \Gamma \\
-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) \psi_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\sum u_{i}(\mathbf{x}), & \mathbf{x} \in S^{+} \\
-\int_{\Gamma} H_{i k}(\mathbf{x}, \mathbf{y}) \psi_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\Delta t_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}
\end{array}\right.
$$

The first and second equations in Eq.(7.38) are used for the displacement and traction boundary, respectively. And the last two equations are used in the same way as the CBEM or HBEM.

### 7.3.2.2 The FS-IBEM

If assuming $u_{i}(\mathbf{y})-u_{i}^{e x}(\mathbf{y})=\mathbf{0}$ on $\Gamma$, Eqs.(7.33) and (7.34) can be written as

$$
\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) \rho_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \left\lvert\, \mathbf{y}=\left\{\begin{array}{lr}
u_{i}(\mathbf{x}), & \mathbf{x} \in \Omega  \tag{7.39}\\
u_{i}(\mathbf{x})-u_{i j}{ }^{\text {ex }}(\infty), & \mathbf{x} \in \Gamma \\
\sum u_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}
\end{array}\right.\right.
$$

and

$$
\int_{\Gamma} K_{i k}(\mathbf{x}, \mathbf{y}) \rho_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \left\lvert\, \mathbf{y}= \begin{cases}t_{i}(\mathbf{x})-\left[1-c_{i j}(\mathbf{x})\right] \rho_{j}(\mathbf{y}), & \mathbf{x} \in \Gamma  \tag{7.40}\\ \Delta t_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}\end{cases}\right.
$$

where

$$
\begin{equation*}
\rho_{i}(\mathbf{y})=t_{i}(\mathbf{y})+t_{i}^{e x}(\mathbf{y}) \tag{7.41}
\end{equation*}
$$

Then the BIEs for FS-IBEM can be written as

$$
\begin{cases}\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) \rho_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=u_{i}(\mathbf{x})-u_{i j}{ }^{\mathrm{ex}}(\infty), & \mathbf{x} \in \Gamma  \tag{7.42}\\ \int_{\Gamma} K_{i k}(\mathbf{x}, \mathbf{y}) \rho_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=t_{i}(\mathbf{x})-\left[1-c_{i j}(\mathbf{x})\right] \rho_{i}(\mathbf{y}), & \mathbf{x} \in \Gamma \\ \int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) \rho_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\sum u_{i}(\mathbf{x}), & \mathbf{x} \in S^{+} \\ \int_{\Gamma} K_{i k}(\mathbf{x}, \mathbf{y}) \rho_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\Delta t_{i}(\mathbf{x}), & \mathbf{x} \in S^{+}\end{cases}
$$

Eqs.(7.38) and(7.42) can be called DD-IBEM and FS-IBEM, respectively. The first two equations in Eq.(7.38) or Eq.(7.42) can be applied to form the coefficient matrix relative to the values on boundary $\Gamma$. And the last two equations are used in the same way as the CBEM or HBEM.

### 7.3.3 The modified IBEM

The results of target objects are unacceptable and cannot be ignored instead of the acceptable error caused by element division, and it has been found that the rigid displacements, including rigid movement and rotation, are responsible for the unacceptable error. So one needs to figure out a way to subtract the negative influence of the rigid displacements.

Then for Eq.(7.4), instead of letting $u_{i j}{ }^{\text {ex }}(\infty)=0, u_{i j}{ }^{\text {ex }}(\infty)$ can be assumed to be finite constants $\mathbf{C}=\left[C_{1}, C_{2}\right]^{\mathrm{T}}$, then the first equations in Eqs.(7.38) and (7.42) can be written as

$$
\begin{equation*}
-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) \psi_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=u_{i}(\mathbf{x})-\left[1-c_{i j}(\mathbf{x})\right] \psi_{i}(\mathbf{y})-\mathbf{C}, \mathbf{x} \in \Gamma \tag{7.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) \rho_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=u_{i}(\mathbf{x})-\mathbf{C}, \mathbf{x} \in \Gamma \tag{7.44}
\end{equation*}
$$

Since displacements $\mathbf{C}$ are also unknown, additional boundary conditions are needed to ensure the matrix equation is computable, a previous study ${ }^{[215]}$ proposed the following additional equation:

$$
\begin{equation*}
\sum_{k=1}^{N} \boldsymbol{\rho}_{k}=\mathbf{0} \tag{7.45}
\end{equation*}
$$

where $N$ is the number of boundary nodes and $\boldsymbol{\rho}_{k}$ are values at the $k$ th node.
In this chapter, a new additional equation is provided, as the tractions on the boundary should satisfy the equilibrium equation, we can also use the following equation as the additional equation:

$$
\begin{equation*}
\int_{\Gamma} t_{i}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})=\mathbf{0} \tag{7.46}
\end{equation*}
$$

where $t_{i}(\mathbf{y})$ is the $i^{\text {th }}$ traction of boundary $\Gamma(\mathbf{y})$.
For the current research, both DD-IBEM and FS-IBEM are added with Eq.(7.46) as the additional equation.

To show how to assemble the coefficient matrix, the following two sections, 7.3.3.1 and 7.3.3.2 are introduced. In addition, to prove the efficiency and accuracy of this modified indirect BEM, the results will be compared in the first example in Section 7.4.

### 7.3.3.1 Discretise and assemble the modified DD-IBEM

By discretizing the boundary into elements, one can have the matrix form as

$$
\left\{\begin{array}{l}
{\left[\begin{array}{cc}
-\mathbf{A} & \mathbf{I} \\
\mathbf{N} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{Y} \\
\mathbf{C}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{u} \\
\mathbf{0}
\end{array}\right]}  \tag{7.47}\\
-\mathbf{E Y}=\mathbf{t}
\end{array}\right.
$$

where $\mathbf{A}$ and $\mathbf{E}$ are the coefficient matrices related with kernels $T_{i j}(\mathbf{x}, \mathbf{y})$ and $H_{i k}(\mathbf{x}, \mathbf{y})$, respectively, $\mathbf{I}$ is the $2 \times 2$ identity matrix, and

$$
\begin{gather*}
\mathbf{Y}=\left[\begin{array}{lll}
\boldsymbol{\varphi}_{1} & \cdots & \boldsymbol{\varphi}_{N}
\end{array}\right]^{\mathrm{T}}  \tag{7.48}\\
\mathbf{N}=-\boldsymbol{\Phi} \mathbf{E}  \tag{7.49}\\
{[\boldsymbol{\Phi}]_{i}=\int_{\Gamma}\left[\begin{array}{ll}
N_{i}(\mathbf{y}) & \\
& N_{i}(\mathbf{y})
\end{array}\right] \mathrm{d} \Gamma(\mathbf{y})} \tag{7.50}
\end{gather*}
$$

where $N_{i}(\mathbf{y})$ is the $i$ th shape function.
The modified DD-IBEM is marked as M-DD-IBEM.

### 7.3.3.2 Discretise and assemble the modified FS-IBEM

After discretizing the boundary into elements, the matrix can be assembled as

$$
\left\{\begin{array}{l}
{\left[\begin{array}{ll}
\mathbf{B} & \mathbf{I} \\
\mathbf{M} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{X} \\
\mathbf{C}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{u} \\
\mathbf{0}
\end{array}\right]}  \tag{7.51}\\
\mathbf{D X}=\mathbf{t}
\end{array}\right.
$$

where $\mathbf{B}$ and $\mathbf{D}$ are the coefficient matrices related with kernels $U_{i j}(\mathbf{x}, \mathbf{y})$ and $K_{i k}(\mathbf{x}, \mathbf{y})$, respectively, and

$$
\begin{align*}
\mathbf{X}= & {\left[\begin{array}{lll}
\boldsymbol{\rho}_{1} & \cdots & \mathbf{\rho}_{N}
\end{array}\right]^{\mathrm{T}} }  \tag{7.52}\\
& \mathbf{M}=\boldsymbol{\Phi D} \tag{7.53}
\end{align*}
$$

The modified FS-IBEM is marked as M-FS-IBEM.

### 7.4 Numerical examples

In this section, three examples will be introduced to prove the correctness of the formulas proposed in this paper. For all these examples, the plane strain assumption is taken, and the liner discontinued element is used to discretise the boundaries and cracks. Besides, the relative error used in this section is defined in Section 3.5.

For the latter three examples, the stress intensity factors (SIFs), $K_{\mathrm{I}}$ and $K_{\text {II }}$, and the normalized stress intensity factors (NSIFs), $F_{\mathrm{I}}$ and $F_{\mathrm{II}}$, are introduced to testify to the accuracy and make comparisons between the four methods. After getting the displacements, tractions, strains and stress of the boundary, cracks and points in the domain, the crack opening displacements (CODs) on crack surfaces can be calculated. Then the SIFs of crack tips can be figured out easily. And the following two formulas are taken to get $K_{\mathrm{I}}, K_{\mathrm{II}}, F_{\mathrm{I}}$ and $F_{\text {II }}$ :

$$
\begin{gather*}
K_{\mathrm{I}}=\frac{G}{(\kappa+1)} \sqrt{\frac{2 \pi}{r}} \Delta u_{n}(r)  \tag{7.54}\\
K_{\mathrm{II}}=\frac{G}{(\kappa+1)} \sqrt{\frac{2 \pi}{r}} \Delta u_{s}(r)  \tag{7.55}\\
F_{\mathrm{I}}=\frac{K_{\mathrm{I}}}{\sigma \sqrt{\pi a}}  \tag{7.56}\\
F_{\mathrm{II}}=\frac{K_{\mathrm{II}}}{\sigma \sqrt{\pi a}} \tag{7.57}
\end{gather*}
$$

where $K_{\text {I }}$ and $K_{\text {II }}$ are SIFs of model I and model II at the tip of a crack, $G$ represents the shear modulus. For plane strain problems, $k=3-4 v$, for plane stress problems, $k=(3-4 v) /(1+v)$. And $v$ is Poisson's ratio, $r$ represents the radial distance from the observed point to the crack tip. $\Delta u_{n}(r)$ and $\Delta u_{s}(r)$ represent the normal and tangential components of the nodal displacements on crack surfaces. $\sigma$ represents the known traction on the boundary. $a$ is the half-length of a crack.

Last but not least, different boundary conditions are used to simulate the theoretical condition, before discussing the three examples, for simplicity, some symbols in Table 7.1 are set to represent different boundary conditions.

Table 7.1 Symbols of different boundary conditions
A pair of uniform loads are put at the upper and lower sides, and
BC-A $\quad \sigma=1 \mathrm{Mpa}$, no displacement constraint is set on the left or right sides.

| BC-B | A pair of uniform loads are put at the upper and lower sides, and $\sigma=1 \mathrm{Mpa}$, an x -direction displacement constraint is set on the left side as $\mathrm{u}_{x}=0$, the right side is free. |
| :---: | :---: |
| BC-C | A uniform load is put on the upper side, and $\sigma=1 \mathrm{Mpa}$, and a $\mathrm{y}^{-}$ direction displacement constraint is set on the lower side as $\mathrm{u}_{y}=0$, no displacement constraint is set on the left or right sides. |
| BC-D | A uniform load is put on the upper side, and $\sigma=1 \mathrm{Mpa}$, and a $\mathrm{y}^{-}$ direction displacement constraint is set on the lower side as $\mathrm{u}_{y}=0$, in addition, an x -direction displacement constraint is set on the left side as $\mathrm{u}_{x}=0$, the right side is free. |

### 7.4.1 A finite plate with one crack

As shown in Fig.7.2, this model is a rectangular plate containing a centre crack with different lengths, the elastic modulus $E=1 \mathrm{Mpa}$ and the Poisson's ratio $v=0.3$, and the length and width of the finite rectangular plate are $2 H$ and $2 W$, the length of the crack is $2 a$. In this paper, all three parameters are set in the following Table 7.2, during the numerical computation, the rectangular boundary and the crack surface are discretised by 400 elements separately.

Table 7.2 parameters of $\mathrm{H}, \mathrm{W}$, a

| $2 H$ | 20 mm |
| :---: | :---: |
| $2 W$ | 10 mm |
| $\mathrm{a} / W$ | 0.2 |

And for the case $\mathrm{a} / W=0.2$, the analytical formula is written as follows

$$
\begin{equation*}
\Delta u(x)=\frac{2(1-v) a}{G} \sigma^{\infty} \sqrt{1-\left(\frac{x}{a}\right)^{2}} \tag{7.58}
\end{equation*}
$$

Firstly, as two more BIEs are proposed based on the modified indirect BEM and DDM, there are six BIEs for crack problems all in all. To prove the six BIEs are efficient and correct, their results are compared with the
theoretical result under the boundary condition set as $\mathrm{BC}-\mathrm{A}$, as the result presented in Figs.7.3 and 7.4. Sorting the six BIEs by accuracy, CBEM is closest to the theoretical result, and the next five BIEs are HBEM, DD-IBEM, M-DD-IBEM, M-FS-IBEM and FS-IBEM. One can see that the relative error of COD at the middle of crack (RE-CODMC) for CBEM, HBEM, DD-IBEM and M-DD-IBEM are $0.0118,0.0262,0.0312$ and 0.0312 , which are lower than the general requirement that RE-CODMC is less than 0.05 obviously, but FSIBEM and M-FS-IBEM do not satisfy that and the RE-CODMC are 0.076 and 0.076, furthermore, one can notice that the result of the two pairs, DD-IBEM and M-DD-IBEM, FS-IBEM and M-FS-IBEM are the same, the reason is that, in the current boundary condition, BC-A, there is no displacement known apparently, namely, the first equation in both Eqs.(7.47) and (7.51) are not involved in assembling matrix, so the correction does not work under displacement-free boundary conditions.


Fig.7.2 A rectangular plate containing a centre crack
Now, whether the modified indirect BEM work or not under the boundary
conditions which contain the known displacements is tested and verified. The four boundary conditions named at the beginning of section four are involved in this discussion. In fact, the latter three cases are very similar to the first one, which is the ideal case and can be seen as approximations, the CBEM and HBEM are used to prove their similarity. As one can see in Figs.7.5 and 7.6, under the four boundary conditions, both the two methods are rather exact, and the difference among the four cases can be ignored. However, when it comes to the two indirect BEMs, the result changes a lot. According to Figs.7.7 and 7.8 , the results of COD vary with the four boundary conditions, and the results of BC-D in Fig.7.7 and all the four cases in Fig.7.8 are unacceptable. However, the results of both the two methods, M-DD-IBEM and M-FS-IBEM, improve a lot in the four cases, especially for $\mathrm{BC}-\mathrm{C}$ and $\mathrm{BC}-\mathrm{D}$, which get the worst results by the unmodified DD-IBEM and FS-IBEM. Moreover, in some cases, the modified indirect BEM present a more exact result than the direct BEM, detailed results are shown in Table 7.3.

But, the accuracy of both the unmodified and modified indirect BEM is still unstable, and some results of the modified indirect BEM are still not accurate enough, so the CBEM and HBEM are recommended in this research.

Table 7.3 RE-CODMCs under four boundary conditions by four methods

|  | CBEM | HBEM | M-DD-IBEM | M-FS-IBEM |
| :---: | :---: | :---: | :---: | :---: |
| BC-A | 0.01179 | 0.02619 | 0.03123 | 0.07603 |
| BC-B | 0.01339 | 0.02322 | 0.03084 | 0.07422 |
| BC-C | 0.02074 | 0.02609 | 0.01088 | 0.00377 |
| BC-D | 0.01931 | 0.02304 | 0.00693 | 0.00377 |



Fig.7.3 Comparison of COD


Fig.7.4 Comparison of relative error


Fig.7.5 Comparisons of four boundary conditions by CBEM


Fig.7.6 Comparisons of four boundary conditions by HBEM
The last problem discussed in this part is the relationship between the relative error of COD and the number of elements on the boundary and crack surface. To test that, models discretised by a series of element numbers, and the information is listed in Table 7.4. The boundary condition is set as BC-A.


Fig.7.7 Comparisons of four boundary conditions by DD-IBEM


Fig.7.8 Comparisons of four boundary conditions by FS-IBEM


Fig.7.9 Comparisons of four boundary conditions by M-DD-IBEM


Fig.7.10 Comparisons of four boundary conditions by M-FS-IBEM

Table 7.4 A series of element numbers set for boundary and crack surface

|  | Element Number |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Case | Case | Case | Case | Case | Case | Case | Case | Case |  |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |  |
| Boundary | 20 | 32 | 40 | 80 | 160 | 320 | 640 | 1280 | 2560 |  |
| Crack | 5 | 8 | 10 | 20 | 40 | 80 | 160 | 320 | 640 |  |



Fig.7.11 The relationship between R-Error and Element number
As can be seen in Fig.7.11, the data is put in a logarithmic coordinate system. All six BIEs show a trend that the relative error is decreasing with the increase of element number, which testify to convergence. And the CBEM present the smallest relative error compared to the other five methods, HBEM is slightly inferior to CBEM. Secondly, the method FS-IBEM and M-FS-IBEM show a downward trend overall, but there is a sudden increase in case 4, followed by a slight decrease. That proves the unstable character of indirect BEM. One also can notice that the results of modified indirect BEM are the same as unmodified indirect BEM, due to the boundary condition, BC-A.

It is worth mentioning that, for the following two examples, only the direct and modified indirect BEM, namely, CBEM, HBEM, M-DD-IBEM and M-FSIBEM, are involved.

### 7.4.2 A finite plate with four cracks



Fig.7.12 A rectangular plate containing four cracks
In order to present the accuracy and efficiency of the four methods, CBEM, HBEM, M-DD-IBEM and M-FS-IBEM when it comes to a random distribution of multi-crack problem, a finite plate with four distributed cracks are taken.

This model was analyzed already in Ref_1 ${ }^{[216]}$ and Ref_2 ${ }^{[224]}$, and the normalized $\operatorname{SIFs}\left(F_{I}\right.$ and $F_{I I}$ ) are used to compare the proposed methods with the results in Ref_1 and Ref_2. The shear modulus of material is $\mu=2019 \mathrm{Mpa}$, and Poisson's ratio is set as $v=0.3$, seeing Fig.7.12, the width and height of the rectangular plate are 2 W and 2 H , and the length of the four cracks are all 2 a . The geometry relationship is chosen as $\mathrm{W} / \mathrm{H}=1$, and $\mathrm{W} / \mathrm{a}=5$. Then the coordinates of the centre of crack $\mathrm{AB}, \mathrm{CD}, \mathrm{EF}$, and GH are $(-\mathrm{W} / 2,0),(0, \mathrm{H} / 2)$, (W/2, 0) and ( $0,-\mathrm{H} / 2$ ). The outer boundary and each crack are discretised by 400 elements. Then, the boundary condition is BC-C. Since the model is geometrically symmetric by the y-axis, then one can observe that the $F_{\mathrm{I}}$ of the crack tips, A and F are the same. The conclusions are suitable for the other two pairs of crack tips, B and E, C and D, as well. For generality, the cracks, AB and EF are set by various inclined angles: 0, 30, 45, 60, 90. From Table 7.5, compared with the results in the references, one can notice that, with the
increase of $\theta$, the $F_{\mathrm{I}}$ of all the crack tips decrease. And it is easy to conclude that the proposed four methods prove their accuracy when confronted with multi-crack problems.

Table 7.5 $F_{1}$ of the crack tips for the plate containing four cracks

| $\theta$ (deg.) |  | 0 | 30 | 45 | 60 | 90 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A, F | Reference_2 | 1.10322 | 0.81924 | 0.5132 | 0.25287 | 0 |
|  | Reference_1 | 1.1051 | 0.8208 | 0.5354 | 0.2533 | 0 |
|  | CBEM | 1.1078 | 0.82063 | 0.5301 | 0.2551 | 0 |
|  | HBEM | 1.1131 | 0.8280 | 0.5329 | 0.2569 | 0 |
|  | M-DD-IBEM | 1.1170 | 0.8117 | 0.5381 | 0.253765 | 0 |
|  | M-FS-IBEM | 1.1201 | 0.8400 | 0.5495 | 0.279623 | 0 |
| B, E | Reference_2 | 1.0825 | 0.8403 | 0.5654 | 0.27289 | 0.0024 |
|  | Reference_1 | 1.0848 | 0.8467 | 0.5703 | 0.2741 | 0.0024 |
|  | CBEM | 1.0877 | 0.8481 | 0.5712 | 0.2784 | 0.0024 |
|  | HBEM | 1.0907 | 0.8564 | 0.5830 | 0.2798 | 0.0010 |
|  | M-DD-IBEM | 1.0745 | 0.8316 | 0.5660 | 0.2744 | 0.0021 |
|  | M-FS-IBEM | 1.1690 | 0.8507 | 0.6001 | 0.3032 | 0.0031 |
| C, D | Reference_2 | 1.2036 | 1.2141 | 1.2019 | 1.1789 | 1.13314 |
|  | Reference_1 | 1.2011 | 1.2119 | 1.1999 | 1.1771 | 1.1329 |
|  | CBEM | 1.2098 | 1.2172 | 1.2076 | 1.1780 | 1.1363 |
|  | HBEM | 1.2102 | 1.2181 | 1.2077 | 1.1775 | 1.1371 |
|  | M-DD-IBEM | 1.2047 | 1.2141 | 1.2057 | 1.1687 | 1.1281 |
|  | M-FS-IBEM | 1.2144 | 1.2204 | 1.2285 | 1.1906 | 1.1564 |

### 7.4.3 A finite plate with two radial cracks emanating from a hole

To display the applicability of the proposed method for curved boundaries and simulate the hole-edge cracks, this model is involved. This model was analyzed in the book, "The handbook of stress intensity factors", written by G. Sih (Ref_3) ${ }^{[225]}$.

The elastic modulus $E=1 \mathrm{Mpa}$ and Poisson's ratio $v=0.3$. The width and height are 2 W and 2 H , and the geometry ratio is taken as $H / W=2$, $R / W=0.25$ and $a / W$ changes from 0.3 to 0.9 . Each crack is discretised by 400 elements, and the outer boundary and inner circle are meshed by 400 and 100 elements respectively. According to the geometric symmetry, the two cracks show the same result. So only one tip, far away from the circle, is taken.

According to the $F_{I}$ listed in Table 7.6, the correctness of the proposed four methods is testified.


Fig.7.13 A hollow plate with two radial cracks
Table 7.5 $F_{\mathrm{I}}$ of the crack tips for the plate with two radial cracks

| a/W | Ref_3 | CBEM | DBIE-DDM | M-DD-IBEM | M-FS-IBEM |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 0.9605 | 0.9655 | 0.9880 | 0.9696 | 0.9534 |
| 0.4 | 1.0304 | 1.0395 | 1.0907 | 1.0493 | 1.0215 |
| 0.5 | 1.0776 | 1.0718 | 1.1128 | 1.0571 | 1.0760 |
| 0.6 | 1.1783 | 1.1593 | 1.1824 | 1.1654 | 1.1690 |
| 0.7 | 1.2156 | 1.1935 | 1.2270 | 1.2224 | 1.2055 |
| 0.8 | 1.2853 | 1.2936 | 1.3100 | 1.2896 | 1.2629 |
| 0.9 | 1.3965 | 1.4022 | 1.4085 | 1.372 | 1.3705 |

## Chapter 8

The novel boundary integral equation with AOIMLS enhanced LIBEM for cracked domains under thermal stress

## Summary

For finite cracked domains under unknown thermal field distribution, based on the direct BEM and DDM, a set of novel BIEs are derived. The main BIE is derived based on the displacement BIE, followed by two supplementary equations for ensuring enough equations as the unknowns on crack are considered. Besides, the two supplementary BIEs are alternatively used depending on the type of known quantities, traction or displacement. The thermal field is simulated by heat conduction BIEs first, and then thermal stress analysis for cracked domains is performed by the newly derived thermoelastic BIEs. To treat the domain integrals caused by thermal stress, the AOIMLS enhanced LIBEM is proposed for domain integrals containing unknown functions. With AOIMLS enhanced LIBEM, domain integrals are reduced into boundary integrals with line integrals dimensionally and calculated by adding the line integrals up next. All the necessary temperature values for the line integral points can be interpolated from discretise nodes.

### 8.1 Introduction

Thermal and mechanical damage is one of the important fracture problems and has drawn much attention. As a vital factor in structural instability, thermal stress is not negligible for damaged structures [11, 226, 227]. Thereby research on cracked domains under thermo-elasticity is rather necessary.

Many methods, like FEM and XFEM, are well-known for dealing with relevant problems. The direct BEM ${ }^{[31, ~ 228, ~ 229], ~ l i k e ~ o t h e r ~ b o u n d a r y ~ c o l l o c a t i o n ~}$ methods ${ }^{[230,231]}$, is widely applied in many fields, such as acoustic problems ${ }^{[232,}$ ${ }^{233]}$ and heat conduction problems ${ }^{[41,234,235]}$, is also popular as a treatment for crack problems ${ }^{[236-238]}$. However, most works are focused on using the DDM ${ }^{[97}$, ${ }^{239]}$, and indirect BEM to deal with the cracks in the infinite domain ${ }^{[121,240]}$ for simplicity, while the BIEs for crack problems are based on the direct BEM and DDM is also practicable but rare. In addition, thermo-elastic problems have been studied based on BEM as well ${ }^{[241-243]}$. Gao et al. ${ }^{[244]}$ have developed thermo-elastic BIEs for crack-free domains with known temperature distribution, but it is not capable of treating those problems with unknown temperature distribution. While for most cases, the temperature distribution of structures are unknown, the heat conduction BIEs is needed for obtaining temperature of nodes on boundary or inner field.

As cracked domains under thermal stress are rather common as well [245] and worth paying attention to as mentioned earlier which is the main target of this research. To extend cracked domains to thermo-elasticity, a novel set of BIEs is derived in this paper. The unknown thermal field of cracked domains is simulated first which is introduced in detail in Section 8.2. As the heat conduction BIEs can be obtained already, thermo-elastic BIEs for finite cracked domains under thermal stress are needed, which, as one of the key points of this research, is proposed based on the direct BEM and DDM. One can refer to Section 8.2 and Appendix A and B for the derivation process. Hence, thermal stresses of cracked domains can be simulated by the newly
derived thermo-elastic BIEs.
However, an unavoidable question occurs. As thermal stress is considered, domain integrals are introduced in the thermo-elastic BIEs. For dealing with them, the AOIMLS-LIM is proposed which avoids losing the advantage, boundary-only discretisation of the BEM. In recent years, Wang et al. proposed LIM ${ }^{[78,127,196]}$ which is an efficient dimension reduction method and owns the ability that reduces domain integrals to line integrals. Further, for high accuracy, the initial integral lines are subdivided, adopting adaptive background cells ${ }^{[191]}$, into sub-lines, then the domain integrals are calculated by summing up line integrals.

However, the traditional LIM does not own the ability to deal with the domain integrals as the values for integral points are unknown. As another key in this paper, the AOIMLS-LIM is proposed, which is a method that couples the LIM with AOIMLS ${ }^{[162]}$, the AOIMLS can interpolate the values for integral points. Unlike other moving least-square methods [176, 246, 247], the AOIMLS method possesses the advantage that avoiding ill-condition or singular moment matrix adaptively during interpolation. Besides, the AOIMLS owns the delta function property which allows imposing boundary conditions easily.

This chapter is organized as follows. The thermo-elastic BIEs based on the directed BEM and DDM for cracked domains are derived in Section 8.2 and Appendix A, B. Then the AOIMLS enhanced LIBEM is put forward and presented in detail in Section 8.3 to deal with the domain integrals, which can reduce the domain integrals dimensionally and interpolate values for integral points. In the end, three examples are proposed to testify to the correctness of AOIMLS enhanced LIBEM.

### 8.2 The BEM for thermo-elastic problems with cracks

In this section, the BIEs for thermo-elasticity with cracks are derived based on the direct BEM and DDM.

Theorem 1 Assuming a Dirichlet domain $\Omega$ with a bounded boundary $\Gamma$
and a crack which has two surfaces (see Fig.8.1), $S^{+}$and $S^{-}$, one surface is employed to represent the crack and one can assume the $S^{-}$is collapsed onto $S^{+}$. Hence, the displacement and traction BIEs for thermo-elastic problems containing cracks are obtained

$$
\begin{align*}
c_{i j}(\mathbf{x}) u_{j}(\mathbf{x})= & \int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.1}\\
& -\int_{\Omega} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}, \mathbf{x} \in \Gamma \\
\sum u_{i}(\mathbf{x})= & \int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.2}\\
& -\int_{\Omega} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}, \mathbf{x} \in S^{+} \\
\Delta t_{i}(\mathbf{x})= & \left\{\int_{\Gamma}\left[U_{i k, j}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y})-T_{i k, j}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y})\right] \mathrm{d} \mathbf{y}\right. \\
+ & \int_{\Gamma} \beta r_{, \mathrm{m}} n_{m} \ln \left(r^{r}\right) \theta(\mathbf{x}) \Psi_{i j}(\mathbf{x}, \mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.3}\\
+ & \int_{\Omega} \beta[\theta(\mathbf{y})-\theta(\mathbf{x})] \Psi_{i j}(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \\
& \left.-b \beta \delta_{i j} \theta(\mathbf{y})+t_{i j}^{*}(\mathbf{x}) \mid \mathbf{y}\right\} n_{j}(\mathbf{x}), \mathbf{x} \in S^{+}
\end{align*}
$$

where

$$
\begin{gather*}
\sum u_{i}(\mathbf{x})=c_{i j}\left(\mathbf{x}^{+}\right) u_{j}\left(\mathbf{x}^{+}\right)+\left[1-c_{i j}\left(\mathbf{x}^{+}\right)\right] u_{j}\left(\mathbf{x}^{-}\right) \\
=u_{i}\left(\mathbf{x}^{-}\right)+c_{i j}\left(\mathbf{x}^{+}\right) \Delta u_{j}(\mathbf{x})  \tag{8.4}\\
=u_{i}\left(\mathbf{x}^{-}\right)-\left[1-c_{i j}\left(\mathbf{x}^{+}\right)\right] \Delta u_{j}(\mathbf{x}) \\
\begin{aligned}
& \Delta t_{i}(\mathbf{x})=c_{i j}\left(\mathbf{x}^{+}\right) t_{j}\left(\mathbf{x}^{+}\right)-\left[1-c_{i j}\left(\mathbf{x}^{+}\right)\right] t_{j}\left(\mathbf{x}^{-}\right) \\
&= c_{i j}\left(\mathbf{x}^{+}\right) \sum t_{j}(\mathbf{x})-t_{i}\left(\mathbf{x}^{-}\right) \\
&=-\left[1-c_{i j}\left(\mathbf{x}^{+}\right)\right] \sum t_{j}(\mathbf{x})+t_{i}\left(\mathbf{x}^{+}\right) \\
& u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=-\int_{S^{+}} T_{i j}(\mathbf{x}, \mathbf{y}) \Delta u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=-\int_{S^{+}} T_{i k, j}(\mathbf{x}, \mathbf{y}) \Delta u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& \Phi_{i}(\mathbf{x}, \mathbf{y})=\frac{-(1+v) r_{i, i}}{2 \pi(1-v) r} \\
& \Psi_{i j}(\mathbf{x}, \mathbf{y})=\frac{-\mu(1+v)\left(\delta_{i j}-2 r_{i,} r_{, j}\right)}{\pi(1-v) r^{2}} \\
& b=\frac{\mu(1+v)}{1-v}
\end{aligned}
\end{gather*}
$$

and $\delta_{i j}=1$ for the case, $i=j$, else $\delta_{i j}=0 . \Delta u_{i}$ is crack opening displacement. $\mu$ and $\lambda$ are the Lame constants, $i, j=1,2, v$ represents the Poisson ratio, $\theta$ symbolize the temperature, $\beta$ represents the coefficient of thermal expansion.


Fig.8.1 Domain with cracks

## Proof. 1

In this part, Eq.(8.1) is proved first.
The governing equation of thermo-elastic problems is as follows ${ }^{[10]}$

$$
\begin{array}{r}
(\lambda+\mu) u_{j, j i}(\mathbf{x}, \mathbf{y})+\mu u_{i, j j}(\mathbf{x}, \mathbf{y})-\frac{\beta \lambda(1+v)}{v} \theta_{, i}(\mathbf{y})=0  \tag{8.11}\\
i, j=1,2 ; \mathbf{x}, \mathbf{y} \in \Omega
\end{array}
$$

Based on Bett's reciprocal theorem, one can deduce the following regularized displacement BIE

$$
\begin{align*}
c_{i j}(\mathbf{x}) u_{i}(\mathbf{x}) & =\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) \mathbf{t}_{j}(\mathbf{y}) d \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) \mathbf{u}_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.12}\\
& -\int_{\Omega} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

Based on the thermo-elastic BIEs Eq.(8.12), for points $\mathbf{x} \in \Gamma$, the displacement BIEs can be written as

$$
\begin{align*}
c_{i j}(\mathbf{x}) u_{j}(\mathbf{x}) & =\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& -\int_{\Omega} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+u_{i}(\mathbf{x}) \mid \mathbf{y}^{+}  \tag{8.13}\\
& +\lim _{S^{-} \rightarrow S^{+}} u_{i}(\mathbf{x}) \mid \mathbf{y}^{-}
\end{align*}
$$

where $\mathbf{y}^{+}$and $\mathbf{y}^{-}$are points on $S^{+}$and $S^{-}$respectively and

$$
\begin{equation*}
u_{i}(\mathbf{x}) \mid \mathbf{y}^{ \pm}=\int_{S^{ \pm}} U_{i j}\left(\mathbf{x}, \mathbf{y}^{ \pm}\right) t_{j}\left(\mathbf{y}^{ \pm}\right) \mathrm{d} \Gamma\left(\mathbf{y}^{ \pm}\right)-\int_{S^{ \pm}} T_{i j}\left(\mathbf{x}, \mathbf{y}^{ \pm}\right) u_{j}\left(\mathbf{y}^{ \pm}\right) \mathrm{d} \Gamma\left(\mathbf{y}^{ \pm}\right) \tag{8.14}
\end{equation*}
$$

Since one can have $U\left(\mathbf{x}, \mathbf{y}^{+}\right)=U\left(\mathbf{x}, \mathbf{y}^{-}\right)$and $T\left(\mathbf{x}, \mathbf{y}^{+}\right)=-T\left(\mathbf{x}, \mathbf{y}^{-}\right)$, for $\varsigma \in \Gamma$, Eq.(8.13) is rewritten as

$$
\begin{gather*}
c_{i j}(\mathbf{x}) u_{j}(\mathbf{x})=\int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.15}\\
-\int_{\Omega} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+u_{j}^{*}(\mathbf{x}) \mid \mathbf{y}^{+} \\
u_{j}^{*}(\mathbf{x}) \mid \mathbf{y}^{+}=\int_{S^{+}} U_{i j}\left(\mathbf{x}, \mathbf{y}^{+}\right) \sum t_{j}(\mathbf{y}) \mathrm{d} \Gamma\left(\mathbf{y}^{+}\right)-\int_{S^{+}} T_{i j}\left(\mathbf{x}, \mathbf{y}^{+}\right) \Delta u_{j}(\mathbf{y}) \mathrm{d} \Gamma\left(\mathbf{y}^{+}\right) \tag{8.16}
\end{gather*}
$$

and

$$
\begin{align*}
& \sum t_{j}(\mathbf{y})=t_{j}\left(\mathbf{y}^{+}\right)+t_{j}\left(\mathbf{y}^{-}\right)  \tag{8.17}\\
& \Delta u_{j}(\mathbf{y})=u_{j}\left(\mathbf{y}^{+}\right)-u_{j}\left(\mathbf{y}^{-}\right) \tag{8.18}
\end{align*}
$$

Hence, Eq.(8.1) is proved.

## Proof. 2

Secondly, Eq.(8.2) is proved in this part.
For points $\mathbf{x} \in S^{+}$and $\mathbf{x} \in S^{-}$, the displacement BIEs are expressed below

$$
\begin{align*}
c_{i j}\left(\mathbf{x}^{+}\right) u_{j}\left(\mathbf{x}^{+}\right) & =\int_{\Gamma} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& -\int_{\Omega} \beta \Phi_{i}\left(\mathbf{x}^{+}, \mathbf{y}\right) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+u_{i}\left(\mathbf{x}^{+}\right) \mid \mathbf{y}^{+}  \tag{8.19}\\
& +\lim _{S^{\prime} \rightarrow S^{+}} u_{i}\left(\mathbf{x}^{+}\right) \mid \mathbf{y}^{-} \\
c_{i j}\left(\mathbf{x}^{-}\right) u_{j}\left(\mathbf{x}^{-}\right) & =\int_{\Gamma} U_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& -\int_{\Omega} \beta \Phi_{i}\left(\mathbf{x}^{+}, \mathbf{y}\right) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+u_{i}\left(\mathbf{x}^{-}\right) \mid \mathbf{y}^{+}  \tag{8.20}\\
& +\lim _{S^{\rightarrow} \rightarrow S^{+}} u_{i}\left(\mathbf{x}^{-}\right) \mid \mathbf{y}^{-}
\end{align*}
$$

For $\mathbf{x} \in S^{+}$, Eq.(8.19) and (8.20), can be reduced to one equation ${ }^{[97]}$ as the following equation and the detailed derivation process can be found in Appendix A.

$$
\begin{align*}
\sum u_{i}(\mathbf{x})= & \int_{\Gamma} U_{i j}(\mathbf{x}, \mathbf{y}) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}(\mathbf{x}, \mathbf{y}) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.21}\\
& -\int_{\Omega} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})+u_{i}^{*}(\mathbf{x}) \mid \mathbf{y}
\end{align*}
$$

Besides, the load on the crack surface can be assumed to be equal, i.e. $\sum t_{i}(\mathbf{y})=0$, then Eq.(8.16) can be reduced to

$$
\begin{equation*}
u_{j}^{*}(\mathbf{x}) \mid \mathbf{y}=-\int_{S^{+}} T_{i j}\left(\mathbf{x}, \mathbf{y}^{+}\right) \Delta u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \tag{8.22}
\end{equation*}
$$

So one can obtain Eq.(8.2).

## Proof. 3

The regularized inner stress BIE got based on the governing equation and the strain-displacement relationship is shown as follows ${ }^{[244]}$

$$
\begin{align*}
\sigma_{i j}(\mathbf{x}) & =\int_{\Gamma} U_{i j k}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y}) \mathrm{d} \Gamma-\int_{\Gamma} \mathrm{T}_{i j k}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y}) \mathrm{d} \Gamma \\
& +\beta \theta(\mathbf{y}) \int_{\Gamma} r_{, \mathrm{m}} n_{m} \ln \left(r^{r}\right) \varphi_{i j}(\mathbf{x}, \mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{\Omega} \beta \Psi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})  \tag{8.23}\\
& -\int_{\Omega} \beta \Psi_{i j}(\mathbf{x}, \mathbf{y}) \theta(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y}) \\
& -\delta_{i j} \beta b \theta(\mathbf{x})
\end{align*}
$$

Combining Eq.(8.23) with

$$
\begin{equation*}
t_{i}=\sigma_{i j} n_{j} \tag{8.24}
\end{equation*}
$$

one can obtain

$$
\begin{align*}
c_{i j}(\mathbf{x}) t_{j}(\mathbf{x}) & =\int_{\Gamma} K_{k i}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y}) \mathrm{d}(\mathbf{y})-\int_{\Gamma} H_{k i}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y}) \mathrm{d}(\mathbf{y}) \\
& +\int_{\Gamma} \beta r_{, \mathrm{m}} n_{m} \ln \left(r^{r}\right) \theta(\mathbf{x}) \Psi_{i j}(\mathbf{x}, \mathbf{y}) n_{j}(\mathbf{x}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.25}\\
& +\int_{\Omega} \beta[\theta(\mathbf{y})-\theta(\mathbf{x})] \Psi_{i j}(\mathbf{x}, \mathbf{y}) n_{j}(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y}) \\
& -b \beta \delta_{i j} \theta(\mathbf{y}) n_{j}(\mathbf{x})
\end{align*}
$$

For points $\mathbf{x} \in S^{+}$and $\mathbf{x} \in S^{-}$, the traction BIEs can be written as

$$
\begin{align*}
& c_{i j}\left(\mathbf{x}^{+}\right) t_{j}\left(\mathbf{x}^{+}\right)=\int_{\Gamma} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}\right) t_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}\right) u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
&+ \int_{\Gamma} \beta r_{, \mathrm{m}} n_{m} \ln \left(r^{r}\right) \theta(\mathbf{x}) \Psi_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) n_{j}\left(\mathbf{x}^{+}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
&+ \int_{\Omega} \beta[  \tag{8.26}\\
&\left.-b(\mathbf{y})-\theta\left(\mathbf{x}^{+}\right)\right] \Psi_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) n_{j}\left(\mathbf{x}^{+}\right) \mathrm{d} \Omega(\mathbf{y}) \\
&+ \lim _{S^{-} \rightarrow S^{+}} t_{i}\left(\mathbf{x}^{+}\right) \mid \mathbf{y}^{-} \\
& c_{i j}\left(\mathbf{x}^{+}\right)+t_{i}\left(\mathbf{x}^{+}\right) \mid \mathbf{x}^{+} \\
& t_{j}\left(\mathbf{x}^{-}\right)=\int_{\Gamma} K_{k i}\left(\mathbf{x}^{-}, \mathbf{y}\right) t_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} H_{k i}\left(\mathbf{x}^{-}, \mathbf{y}\right) u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
&+\int_{\Gamma} \beta r_{, \mathrm{m}} n_{m} \ln \left(r^{r}\right) \theta(\mathbf{x}) \Psi_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) n_{j}\left(\mathbf{x}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.27}\\
&+\int_{\Omega} \beta\left[\theta(\mathbf{y})-\theta\left(\mathbf{x}^{-}\right)\right] \Psi_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) n_{j}\left(\mathbf{x}^{-}\right) \mathrm{d} \Omega(\mathbf{y}) \\
& \quad-b \beta \delta_{i j} \theta(\mathbf{y}) n_{j}\left(\mathbf{x}^{-}\right)+t_{i}\left(\mathbf{x}^{-}\right) \mid \mathbf{y}^{+} \\
&+\lim _{S^{-} \rightarrow s^{+}} t_{i}\left(\mathbf{x}^{-}\right) \mid \mathbf{y}^{-}
\end{align*}
$$

and

$$
\begin{equation*}
t_{i}(\mathbf{x}) \mid \mathbf{y}^{ \pm}=\int_{S^{ \pm}} K_{k i}\left(\mathbf{x}, \mathbf{y}^{ \pm}\right) t_{k}\left(\mathbf{y}^{ \pm}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{ \pm}} H_{k i}\left(\mathbf{x}, \mathbf{y}^{ \pm}\right) u_{k}\left(\mathbf{y}^{ \pm}\right) \mathrm{d} \Gamma(\mathbf{y}) \tag{8.28}
\end{equation*}
$$

Last, from Eq.(8.26) and (8.27), one can have

$$
\begin{align*}
\Delta t_{i}(\mathbf{x}) & =\int_{\Gamma} K_{k i}(\mathbf{x}, \mathbf{y}) t_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} H_{k i}(\mathbf{x}, \mathbf{y}) u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{\Gamma} \beta r_{, \mathrm{m}} n_{m} \ln \left(r^{r}\right) \theta(\mathbf{x}) \Psi_{i j}(\mathbf{x}, \mathbf{y}) n_{j}(\mathbf{x}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.29}\\
& +\int_{\Omega} \beta[\theta(\mathbf{y})-\theta(\mathbf{x})] \Psi_{i j}(\mathbf{x}, \mathbf{y}) n_{j}(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y}) \\
& -b \beta \delta_{i j} \theta(\mathbf{y}) n_{j}(\mathbf{x})+t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}, \mathbf{x} \in S^{+}
\end{align*}
$$

with

$$
\begin{equation*}
t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=\int_{S^{+}} K_{k i}\left(\mathbf{x}, \mathbf{y}^{+}\right) \sum t_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} H_{k i}\left(\mathbf{x}, \mathbf{y}^{+}\right) \Delta u_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y}) \tag{8.30}
\end{equation*}
$$

And one can refer to Appendix B for the derivation process.
Since $\sum t_{i}(\mathbf{y})=0$, then Eq.(8.30) can be reduced to

$$
\begin{equation*}
t_{i}^{*}(\mathbf{x}) \mid \mathbf{y}=-\int_{S^{+}} H_{k i}\left(\mathbf{x}, \mathbf{y}^{+}\right) \Delta u_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y}) \tag{8.31}
\end{equation*}
$$

Hence, Eq.(8.3) is proved, further, the derivation of Proof. 1 is finished.
During simulation, Eq.(8.1) can be applied to form the coefficient matrix relative to the values on the boundary $\Gamma$, the second equation is used when $\Delta t_{i}(\mathbf{x})$ are known on $S$, while the last equation can be used when $u_{i}\left(\mathbf{x}^{+}\right)$or $u_{i}\left(\mathbf{x}^{-}\right)$are known on $S$.

### 8.3 AOIMLS enhanced LIBEM

The AOIMLS enhanced LIBEM is put forward in particular as a dimension reduction method. For thermo-elastic problems, LIBEM can be used for dimension reduction directly as the temperature distribution is known. While it is not feasible to compute all the temperature values for the line integral points when it comes to thermo-elastic problems with unknown temperature distribution, so the AOIMLS is applied to couple with the LIBEM for interpolating to get the values of the line integral points.

One can calculate the domain integrals in Eqs.(8.1), (8.2) and (8.3) by the AOIMLS enhanced LIBEM as the following form respectively

$$
\begin{gather*}
D_{1}(\mathbf{x})=\int_{\Omega} \beta \theta(\mathbf{y}) \Phi_{i}(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \\
=\sum_{k=1}^{N} \sum_{i=1}^{M} n_{1}^{i}(\mathbf{y}) w^{i} \int_{L_{i}} \beta \Phi_{i}(\mathbf{x}, \mathbf{y}) \varphi_{k}(\mathbf{y}) \mathrm{d} y_{1} \theta_{k}(\mathbf{y})  \tag{8.32}\\
D_{2}(\mathbf{x})=\int_{\Omega} \beta[\theta(\mathbf{y})-\theta(\mathbf{x})] \Psi_{i j}(\mathbf{x}, \mathbf{y}) n_{j}(\mathbf{x}) \mathrm{d} \Omega(\mathbf{y}) \\
=\sum_{k=1}^{N} \sum_{i=1}^{M} n_{1}^{i}(\mathbf{y}) w^{i} \int_{L_{i}} \Psi_{i j}(\mathbf{x}, \mathbf{y}) n_{j}(\mathbf{x}) \varphi_{k}(\mathbf{y}) \mathrm{d} y_{1} \beta\left[\theta_{k}(\mathbf{y})-\theta_{k}(\mathbf{x})\right] \tag{8.33}
\end{gather*}
$$

### 8.4 Numerical examples

To prove the correctness of the novel theorem described previously, three numerical instances are introduced. The first case is aimed at proving the theoretical model can be applied to elastic problems with cracks and the thermal field is not considered. While the thermal field is involved in the latter two examples, i.e. the thermal field is simulated by the heat conduction BIEs, then with the help of the AOIMLS enhanced LIBEM, the cracked structure is simulated in the elastic field. And for testifying to the correctness of the
proposed method, the stress intensity factors (SIFs), $K_{\mathrm{I}}$ or $K_{\mathrm{II}}{ }^{[238]}$, normalized SIFs of crack tips are introduced and compared with the previous research. The normalized SIFs are expressed below

$$
\begin{align*}
& F_{\mathrm{I}}=\frac{K_{\mathrm{I}}}{\sigma \sqrt{\pi a}}  \tag{8.34}\\
& F_{\mathrm{II}}=\frac{K_{\mathrm{II}}}{\sigma \sqrt{\pi a}} \tag{8.35}
\end{align*}
$$

where $\sigma$ represents the known traction on the boundary. $a$ is the half-length of a crack.

### 8.4.1 A rectangle contains an angled crack

There is an angled crack preset in the rectangular plate (see Fig.8.2). The geometrical parameters, boundary conditions and mechanical parameters are shown in Table 8.1. The angle of the crack, $\theta$ varies in $15^{\circ}, 22.5^{\circ}, 30^{\circ}, 45^{\circ}$ and $60^{\circ}$. To testify to the correctness, the normalized SIFs are presented and compared with the previous research ${ }^{[248-250]}$.

Table 8.1 Parameters of the rectangular plate with angled crack

| The length | $2 \mathrm{~L}=40 \mathrm{~mm}$ |
| :---: | :---: |
| The width | $2 \mathrm{~W}=40 \mathrm{~mm}$ |
| The ratio of a to W | $\mathrm{a} / \mathrm{W}=0.2$ |
| Angle of crack | $\theta=15^{\circ} \sim 60^{\circ}$ |
| Poisson's ratio | $\mu=0.3$ |
| Elastic modulus | $E=210 \mathrm{Gpa}$ |
| Uniform pressure | $\sigma=1 \mathrm{Mpa}$ |



Fig.8.2 A rectangular plate with an angled crack

Table 8.2 The comparison of normalized SIFs

| $\theta$ | Mode | Normalized SIFs |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Ref. ${ }^{[250]}$ | Ref. ${ }^{\text {249] }}$ | Ref. ${ }^{[248]}$ | The proposed method |
| 15.0 | I |  | 2.548 | 2.560 | 2.566 |
|  | II |  | 0.370 | 0.362 | 0.359 |
| 22.5 | I | 2.280 | 2.255 | 2.274 | 2.275 |
|  | II | 0.495 | 0.500 | 0.488 | 0.472 |
| 30.0 | I |  | 1.906 | 1.936 | 1.941 |
|  | II |  | 0.579 | 0.561 | 0.557 |
| 45.0 | I | 1.200 | 1.231 | 1.252 | 1.261 |
|  | II | 0.570 | 0.585 | 0.568 | 0.565 |
| $60.0$ | I |  |  | 0.680 | 0.673 |
|  | II |  |  | 0.449 | 0.440 |

In Table 8.2, the comparison of previous research with the new approach is listed. See Fig.8.3, the solid lines represent the new mathematic theorem, while dash lines and dash-dot lines represent previous research Ref. ${ }^{[249]}$ and Ref. ${ }^{[248]}$. Obviously, the normalized SIFs for model I descend gradually with the increase of $\theta$, while the normalized SIFs for model I ascend firstly, then decrease slightly. Moreover, the results obtained based on the new method are in high accuracy compared with the results of previous research. Hence, the efficiency and correctness of the proposed method for elastic problems with cracks are proved moreover, this model proves that the proposed theorem can deal with cracks in all kinds of locations.


Fig.8.3 The comparison of normalized SIFs

### 8.4.2 A centre cracked plate

In this numerical model, a centre crack is set in the middle of a rectangular plate, and all the necessary geometrical and mechanical parameters are presented in Table 8.3, it is a thermo-elastic problem with unknown temperature distribution.

Table 8.3 Parameters of the rectangular plate contains centre crack

| The Length | $L=40 \mathrm{~mm}$ |
| :---: | :---: |
| The Width | $W=40 \mathrm{~mm}$ |
| The ratio of a to W | $\mathrm{a} / W=0.1-0.6$ |
| The Poisson's ratio | $\mu=0.3$ |
| The Elastic Modulus | $E=1 \mathrm{Mpa}$ |
| Thermal expansion coefficient | $\alpha=10^{-4} /{ }^{\circ} \mathrm{C}$ |
| The temperature of the crack surface | $\theta_{1}=0^{\circ} \mathrm{C}$ |
| The temperature of the outer boundary | $\theta_{2}=100^{\circ} \mathrm{C}$ |

See Table 8.4, the ratio of a to W varies from 0.1 to 0.6 , which means the length of cracks changes varies with the ratio, and this is aimed at proving the correctness of the proposed method when dealing with different sizes of cracks, by analyzing Fig.8.5, one can obtain that with the increase of the length of the crack, the normalized SIFs rise meanwhile. Besides, the proposed method shows a high coincidence with the previous research, and the relative error in Table 8.4 can testify to that as well.


Fig.8.4 A rectangular plate contains a central crack

Table 8.4 The comparison of normalized SIFs

| $\mathrm{a} / \mathrm{W}$ | Normalized SIFs |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Ref_1. ${ }^{[251]}$ | Ref_2. ${ }^{[248]}$ | The proposed | Error (\%) |
| 0.1 | 0.0174 | 0.0171 | 0.0170 | 2.30 |
| 0.2 | 0.0221 | 0.0219 | 0.0216 | 0.90 |
| 0.4 | 0.0291 | 0.0284 | 0.0280 | 0.68 |
| 0.5 | 0.0310 | 0.0310 | 0.0307 | 0.32 |
| 0.6 | 0.0332 | 0.0332 | 0.0330 | 0.60 |



Fig.8.5 Results comparison of normalized SIFs

### 8.4.3 Pressurized annulus with radial crack

In this section, for further proof, a pressurized annulus with radial crack (see Fig.8.6), undertakes the thermal field as well, and is modelled which is more complicated in geometry, one can see that all the necessary geometrical and mechanical parameters and boundary conditions are presented in Table

## 8.5.

Table 8.5 Parameters of the pressurized annulus with radial crack

| The radius of the circle inside | $\mathrm{R}_{1}=10 \mathrm{~cm}$ |
| :---: | :---: |
| The radius of the circle outside | $\mathrm{R}_{2}=20 \mathrm{~cm}$ |
| Variety of the length of crack | $\mathrm{a} /\left(\mathrm{R}_{2}-\mathrm{R}_{1}\right)=0.2-0.6$ |
| The Poisson's ratio | $\mu=0.3$ |
| The Elastic Modulus | $E=2.1 \times 10^{5} \mathrm{Mpa}$ |
| The inner pressure | $p=1 \mathrm{Mpa}$ |
| Thermal expansion coefficient | $\beta=1.2 \times 10^{-5} /{ }^{\circ} \mathrm{C}$ |
| The temperature of the circle inside | $\theta_{1}=0^{\circ} \mathrm{C}$ |
| The temperature of the circle outside | $\theta_{2}=300^{\circ} \mathrm{C}$ |



Fig.8.6 Pressured annulus with radial crack
Table 8.6 SIFs for the annulus with radial crack

| SIFs | $a /\left(R_{2}-R_{1}\right)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 |
| Ref_3. ${ }^{[252]}$ | 128.19 | 136.07 | 135.68 | 129.35 | 117.31 |
| The proposed method | 129.80 | 138.02 | 137.32 | 130.55 | 117.74 |
| Error (\%) | 1.26 | 1.43 | 1.21 | 0.93 | 0.37 |



Fig.8.7 SIFs for the annulus with radial crack
As one can see in Table 8.6, the SIFs are listed under different conditions. In general, the result got from the proposed method are larger than the result of previous research (Ref_3) ${ }^{[252]}$, additionally, the relative errors are rather low and the largest one is only $1.43 \%$. Then see Fig.8.7, one can draw the
conclusion that, with the increase of $a /\left(R_{2}-R_{1}\right)$, the SIFs show an increasing trend, then decrease gradually. All in all, compared with the results in Ref. ${ }^{[252]}$, the accuracy of the proposed mathematic theorem is proved.

## Appendix A.

One can derivate the term $\lim _{S^{-} \rightarrow S^{+}} u_{i}\left(\mathbf{x}^{+}\right) \mid \mathbf{y}^{-}$in Eq.(8.19) as follows

$$
\begin{align*}
& \lim _{S^{-} \rightarrow S^{+}} \int_{S^{-}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) t_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{-}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) u_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& =\lim _{\mathbf{x}^{+} \rightarrow S^{-}} \int_{S^{-}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) t_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{-}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) u_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.36}\\
& =-c_{i j}\left(\mathbf{x}^{-}\right) u_{j}\left(\mathbf{x}^{-}\right)+\int_{S^{-}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) t_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{-}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) u_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& =-c_{i j}\left(\mathbf{x}^{-}\right) u_{j}\left(\mathbf{x}^{-}\right)+\int_{S^{+}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})+\int_{S^{+}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})
\end{align*}
$$

In addition, the derivation of $u_{i}\left(\mathbf{x}^{-}\right) \mid \mathbf{y}^{+}$and $\lim _{S^{-} \rightarrow S^{+}} u_{i}\left(\mathbf{x}^{-}\right) \mid \mathbf{y}^{-}$in Eq.(8.20) can be expressed as

$$
\begin{align*}
& \int_{S^{-}} U_{i j}\left(\mathbf{x}^{-}, \mathbf{y}^{+}\right) t_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{-}} T_{i j}\left(\mathbf{x}^{-}, \mathbf{y}^{+}\right) u_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& =\lim _{\mathbf{x}^{+} \rightarrow S^{+}} \int_{S^{+}} U_{i j}\left(\mathbf{x}^{-}, \mathbf{y}^{+}\right) t_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} T_{i j}\left(\mathbf{x}^{-}, \mathbf{y}^{+}\right) u_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.37}\\
& =-c_{i j}\left(\mathbf{x}^{+}\right) u_{j}\left(\mathbf{x}^{+}\right)+\int_{S^{+}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})
\end{align*}
$$

and

$$
\begin{align*}
& \lim _{S^{-} \rightarrow s^{+}} U_{S^{-}} U_{i j}\left(\mathbf{x}^{-}, \mathbf{y}^{-}\right) t_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{-}} T_{i j}\left(\mathbf{x}^{-}, \mathbf{y}^{-}\right) u_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& =\int_{S^{-}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) t_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{-}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) u_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.38}\\
& =\int_{S^{+}} U_{i j} \mathbf{x}\left(\varsigma^{+}, \mathbf{y}^{+}\right) t_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})+\int_{S^{+}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})
\end{align*}
$$

Then Eq.(8.19) is rewritten below

$$
\begin{align*}
c_{i j}\left(\mathbf{x}^{+}\right) u_{j}\left(\mathbf{x}^{+}\right) & =\int_{\Gamma} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{S^{+}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.39}\\
& +\int_{S^{+}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})+\int_{S^{+}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& -c_{i j}\left(\mathbf{x}^{-}\right) u_{j}\left(\mathbf{x}^{-}\right)-\int_{\Omega} \beta \Phi_{i}\left(\mathbf{x}^{+}, \mathbf{y}\right) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

Further,

$$
\begin{align*}
c_{i j}\left(\mathbf{x}^{+}\right) u_{j}\left(\mathbf{x}^{+}\right) & =\int_{\Gamma} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{S^{+}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) \sum t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) \Delta u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.40}\\
& -c_{i j}\left(\mathbf{x}^{-}\right) u_{j}\left(\mathbf{x}^{-}\right)-\int_{\Omega} \beta \Phi_{i}\left(\mathbf{x}^{+}, \mathbf{y}\right) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

At last, Eq.(8.19) is expressed as follows

$$
\begin{align*}
& c_{i j}\left(\mathbf{x}^{+}\right) u_{j}\left(\mathbf{x}^{+}\right)+c_{i j}\left(\mathbf{x}^{-}\right) u_{j}\left(\mathbf{x}^{-}\right)= \\
& \int_{\Gamma} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{S^{+}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) \sum t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) \Delta u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.41}\\
& -\int_{\Omega} \beta \Phi_{i}\left(\mathbf{x}^{+}, \mathbf{y}\right) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

In a similar way, Eq.(8.20) is rewritten as

$$
\begin{align*}
c_{i j}\left(\mathbf{x}^{-}\right) u_{j}\left(\mathbf{x}^{-}\right) & =\int_{\Gamma} U_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{S^{+}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{j}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.42}\\
& +\int_{S^{+}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})+\int_{S^{+}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{j}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& -c_{i j}\left(\mathbf{x}^{+}\right) u_{j}\left(\mathbf{x}^{+}\right)-\int_{\Omega} \beta \Phi_{i}\left(\mathbf{x}^{-}, \mathbf{y}\right) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

Then

$$
\begin{align*}
& c_{i j}\left(\mathbf{x}^{-}\right) u_{j}\left(\mathbf{x}^{-}\right)+c_{i j}\left(\mathbf{x}^{+}\right) u_{j}\left(\mathbf{x}^{+}\right) \\
& =\int_{\Gamma} U_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} T_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{S^{+}} U_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) \sum t_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} T_{i j}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) \Delta u_{j}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.43}\\
& -\int_{\Omega} \beta \Phi_{i}\left(\mathbf{x}^{+}, \mathbf{y}\right) \theta(\mathbf{y}) \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

Then the same formula as Eq.(8.41) can be obtained.
Since

$$
\begin{equation*}
c_{i j}\left(\mathbf{x}^{+}\right)+c_{i j}\left(\mathbf{x}^{-}\right)=1 \tag{8.44}
\end{equation*}
$$

Finally, Eq.(8.21) is proved.

## Appendix B.

The term $\lim _{S^{-} \rightarrow S^{+}} t_{i}\left(\mathbf{x}^{+}\right) \mid \mathbf{y}^{-}$in Eq.(8.26) as follows

$$
\begin{align*}
& \lim _{S^{-} \rightarrow S^{+}} \int_{S^{-}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) t_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{-}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) u_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& =\lim _{\mathbf{x}^{+} \rightarrow S^{-}} \int_{S^{-}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) t_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{-}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) u_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.45}\\
& =c\left(\mathbf{x}^{-}\right) \mathbf{t}\left(\mathbf{x}^{-}\right)+\int_{S^{-}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) t_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{-}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) u_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& =c\left(\mathbf{x}^{-}\right) \mathbf{t}\left(\mathbf{x}^{-}\right)+\int_{S^{+}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})+\int_{S^{+}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})
\end{align*}
$$

The term $t_{i j}\left(\mathbf{x}^{-}\right) \mid \mathbf{y}^{+}$and $\lim _{S^{-} \rightarrow S^{+}} t_{i}\left(\mathbf{x}^{-}\right) \mid \mathbf{y}^{-}$in Eq.(8.27) can be deduced as the following equations

$$
\begin{align*}
& \int_{S^{+}} K_{k i}\left(\mathbf{x}^{-}, \mathbf{y}^{+}\right) t_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} H_{k i}\left(\mathbf{x}^{-}, \mathbf{y}^{+}\right) u_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& =\lim _{\mathbf{x}^{-} \rightarrow S^{+}} \int_{S^{+}} K_{k i}\left(\mathbf{x}^{-}, \mathbf{y}^{+}\right) t_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} H_{k i}\left(\mathbf{x}^{-}, \mathbf{y}^{+}\right) u_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.46}\\
& =c\left(\mathbf{x}^{+}\right) \mathbf{t}\left(\mathbf{x}^{+}\right)+\int_{S^{+}} K_{k i}\left(\mathbf{x}^{-}, \mathbf{y}^{+}\right) t_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} H_{k i}\left(\mathbf{x}^{-}, \mathbf{y}^{+}\right) u_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& =c\left(\mathbf{x}^{+}\right) \mathbf{t}\left(\mathbf{x}^{+}\right)-\int_{S^{+}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})+\int_{S^{+}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})
\end{align*}
$$

and

$$
\begin{align*}
& \lim _{S^{-} \rightarrow S^{+}} \int_{S^{-}} K_{k i}\left(\mathbf{x}^{-}, \mathbf{y}^{-}\right) t_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{-}} H_{k i}\left(\mathbf{x}^{-}, \mathbf{y}^{-}\right) u_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& =-\int_{S^{-}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) t_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})+\int_{S^{-}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{-}\right) u_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.47}\\
& =-\int_{S^{+}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})
\end{align*}
$$

Then Eq.(8.26) can be rewritten as

$$
\begin{align*}
c_{i j}\left(\mathbf{x}^{+}\right) t_{j}\left(\mathbf{x}^{+}\right) & =\int_{\Gamma} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}\right) t_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}\right) u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{S^{+}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})+\int_{S^{+}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{S^{+}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{k}\left(\xi^{-}\right) \mathrm{d} \Gamma(\mathbf{y})+\int_{S^{+}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.48}\\
& +\int_{\Gamma} \beta r_{, \mathrm{m}} n_{m} \ln \left(r^{r}\right) \theta(\mathbf{x}) \Psi_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) n_{j}\left(\mathbf{x}^{+}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{\Omega} \beta\left[\theta(\mathbf{y})-\theta\left(\mathbf{x}^{+}\right)\right] \Psi_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) n_{j}\left(\mathbf{x}^{+}\right) \mathrm{d} \Omega(\mathbf{y}) \\
& -b \beta \delta_{i j} \theta(\mathbf{y}) n_{j}\left(\mathbf{x}^{+}\right)+c\left(\mathbf{x}^{-}\right) \mathbf{t}\left(\mathbf{x}^{-}\right)
\end{align*}
$$

Further

$$
\begin{align*}
& c_{i j}\left(\mathbf{x}^{+}\right) t_{j}\left(\mathbf{x}^{+}\right)-c\left(\mathbf{x}^{-}\right) \mathbf{t}\left(\mathbf{x}^{-}\right) \\
& =\int_{\Gamma} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}\right) t_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}\right) u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{S^{+}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) \sum t_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})+\int_{S^{+}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) \Delta u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.49}\\
& +\int_{\Gamma} \beta r_{, \mathrm{m}} n_{m} \ln \left(r^{r}\right) \theta(\mathbf{x}) \Psi_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) n_{j}\left(\mathbf{x}^{+}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{\Omega} \beta\left[\theta(\mathbf{y})-\theta\left(\mathbf{x}^{+}\right)\right] \Psi_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) n_{j}\left(\mathbf{x}^{+}\right) \mathrm{d} \Omega(\mathbf{y}) \\
& -b \beta \delta_{i j} \theta(\mathbf{y}) n_{j}\left(\mathbf{x}^{+}\right)
\end{align*}
$$

In addition, Eq.(8.27) can be rewritten as

$$
\begin{align*}
c_{i j}\left(\mathbf{x}^{-}\right) t_{j}\left(\mathbf{x}^{-}\right) & =\int_{\Gamma} K_{k i}\left(\mathbf{x}^{-}, \mathbf{y}\right) t_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} H_{k i}\left(\mathbf{x}^{-}, \mathbf{y}\right) u_{k}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y}) \\
& -\int_{S^{+}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y})-\int_{S^{+}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{k}\left(\mathbf{y}^{-}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& -\int_{S^{+}} K_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) t_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\xi)+\int_{S^{+}} H_{k i}\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) u_{k}\left(\mathbf{y}^{+}\right) \mathrm{d} \Gamma(\mathbf{y}) \\
& +\int_{\Gamma} \beta r_{, \mathrm{m}} n_{m} \ln \left(r^{r}\right) \theta(\mathbf{x}) \Psi_{i j}\left(\mathbf{x}^{+}, \mathbf{y}\right) n_{j}\left(\mathbf{x}^{+}\right) \mathrm{d} \Gamma(\mathbf{y})  \tag{8.50}\\
& +\int_{\Omega} \beta\left[\theta(\mathbf{y})-\theta\left(\mathbf{x}^{-}\right)\right] \Psi_{i j}\left(\mathbf{x}^{-}, \mathbf{y}\right) n_{j}\left(\mathbf{x}^{-}\right) \mathrm{d} \Omega(\mathbf{y}) \\
& -b \beta \delta_{i j} \theta(\mathbf{y}) n_{j}\left(\mathbf{x}^{-}\right)+t_{i}\left(\mathbf{x}^{-}\right) \mid \mathbf{y}^{+} \\
& +\lim _{S^{-} \rightarrow S^{+}} t_{i}\left(\mathbf{x}^{-}\right) \mid \mathbf{y}^{-}+c\left(\mathbf{x}^{+}\right) \mathbf{t}\left(\mathbf{x}^{+}\right)
\end{align*}
$$

Then the same formula as Eq.(8.49) can be obtained.

Part IV

## Application of boundary element method in particle breakage

Chapter 9

A combined boundary element method and discrete element method for particle stress field and breakage evaluation of granular systems with similar particle shapes

## Summary

In this chapter, a combined BEM and discrete element method (DEM), named B-DEM, is developed to compute particle stress fields and breakage paths of granular brittle materials. The interaction between particles is simulated via DEM, while the stress field of a particle is computed, when needed, by BEM and the non-static or dynamic equilibrium of a particle is considered by treating its acceleration as a constant body force, which leads to a domain integral over the particle. To avoid losing the traditional advantage of BEM, i.e., boundary-only discretisation, the domain integral is transformed into multiple one-dimensional boundary integrals by a line integration method. For the stress field computation of particles with similar geometry, a template particle is used as the representative particle, so that only the related coefficient matrices of one template particle in the local coordinate system are needed to be calculated, while the coefficient matrices of the other particles, can be obtained by mapping between the local and global coordinate systems. Thus, the proposed method is much more time-effective when modelling a large-scale particle system with a small number of distinct possible particle shapes. Furthermore, to obtain possible particle breakage paths, the template particle is discretised into triangular cells by Delaunay triangulation. Then, the Hoek-Brown criterion is employed to evaluate the failure state of each pre-determined cell inside a particle. Hence, the possible cracks or breakage paths of a particle, which are assumed as straight lines, are obtained if all the cells intersected with them are in a failure state.

### 9.1 Introduction

Understanding the mechanical behaviour of particle systems has been an important research topic for a long time ${ }^{[253]}$ because of not only the importance but also the complexity of the problem where the system behaviour involves microstructural evolution, strain localization, and possible particle breakage. In particular, particle breakage, which describes the fracture of the constituent components of granular materials, is ubiquitous in various soil or rockfill masses. Existing research work has shown that particle breakage changes the size and shape of a particle, and further results in changes both in state variables and the mechanical behaviour of the granular system at the macroscopic level: such as the stress-strain relationship, deformability, and density, etc. [254, 255].

Over the last few decades, DEM has been widely accepted as a powerful modelling tool for granular materials ${ }^{[256, ~ 257]}$. However, modelling particle breakage in DEM is still in an early stage of development and is still limited in the ability of realistically capturing particle breakage. At present, the determination of the occurrence of breakage in DEM is mainly based on two approaches [258, 259]: (I) set a threshold value for the average pressure on a grain; (II) set a threshold value for the largest compressive force at the contacts of a grain. Upon the threshold is reached, two alternative paradigms can be employed to break particles: the fragment replacement model (FRM) ${ }^{[260-262]}$ and the bonded particle model (BPM) ${ }^{[263-265]}$. In the FRM approach, when a single particle is identified as broken, it is replaced by a group of new, smaller fragments. An agglomerates-based model for circular particle breakage with the average stress tensor criteria is proposed by Tsoungui et al. ${ }^{[266]}$. Cantor et al. ${ }^{[267]}$ made a modification of that method for irregular particles. The BPM method, despite being very helpful for the understanding of the micromechanics occurring in a single particle, becomes impractical for
large-scale problems as the number of particles will increase exponentially after particle breakage happens. The fundamental problem of the above particle breakage methods is the lack of accurate computation of particle stress distribution.

On the other hand, the fracture theory is much more mature for continuously based methods, including FEM ${ }^{[268-270]}$, extended finite element method (XFEM) ${ }^{[271,272]}$, phase-field method [114, 171], and BEM [273, ${ }^{274]}$, and therefore can be applied to obtain the internal stress distribution within a particle. Several continuous-discontinuous methods have been proposed to fulfil the breakage requirements. The basic idea of these hybrid methods is to combine different types of continuously based techniques with DEM. The interaction among particles is simulated via DEM, while the stress state inside each particle is calculated by continuously based methods using the loading or boundary conditions of the particle obtained from DEM. For example, the combined DEM-FEM for particle breakage of angular particles is presented by Bagherzadeh et al. ${ }^{[253]}$, in which FEM calculates the stress state inside particles by meshing each particle with elements, and the status of elements, plastic or not, is evaluated by the Hoek-Brown criterion. Furthermore, the breakage path is simplified as a straight line and approximated based on the plastic elements. Luo et al. ${ }^{[275]}$ propose a combined scaled boundary finitediscrete element method for grain breakage modelling in which a single particle is modelled by one polygonal element with the scaled boundary finite element method, and a simple fracture criterion and crack path insertion procedure is proposed to break a particle when it is failed. Besides, Raisianzadeh et al. ${ }^{[276]}$ carry out a micromechanical study of particle breakage in 2D angular rockfill materials under biaxial compression loading by a combined DEM and XFEM approach. In this study, the crack propagation is performed inside particles without the limitations of classic FEM, namely, the breakage path does not need to follow the boundaries of discretised elements. In addition, Fan and Zhao
[277] propose a combination of peridynamics and contact dynamics based physics engine for simulation of particle breakage.

The continuous-discontinuous methods mentioned above are capable of dealing with particle breakage to a certain degree, but finding a more appropriate and efficient method for simulating interior stress fields and subsequent breakage paths of particles are rather important because a granular system often involves a large number of particles. BEM [278, 279] is a well-known efficient method and is also widely applied to fracture problems [4, 97, 121, 280] due to its unique advantages: boundary-only discretisation and dimensional reduction [49, 59]. Specifically, only the boundary is required to be discretised ${ }^{[234,281]}$, i.e., domain meshing is unnecessary when simulating the stress field of a particle. Also, as a semianalytical numerical method, BEM can provide a more accurate result compared to FEM with the same degrees of freedom.

In this research, a combined boundary element method and discrete element method, named $\mathrm{B}-\mathrm{DEM}$, is proposed to address some particle breakage modelling issues, in which contact forces between particles are simulated via DEM, while stress fields of particles are computed, when needed, by BEM from which possible particle failure zones and breakage paths can be evaluated.

In particular, BEM is used to calculate the stress distribution inside each particle for a particle system with similar geometric shape. By exploiting the geometric similarity between particles, only the coefficient matrix construction of one template particle is needed, while the coefficient matrices of the other similar particles can be obtained by mapping between the local and global coordinate systems. Thus the proposed combined method is more time-efficient for problems with a large number of similar particles. Furthermore, the particle is assumed to be linear elastic with a body force to account for the non-zero acceleration. The domain integrals, caused by considering the particle acceleration as a constant body force, will be treated by the LIM ${ }^{[57,77,78]}$. The rigid motion
of the particle is eliminated from the BEM solution by using the pseudoinverse of a coefficient matrix, which leads to a high solution accuracy.

After the discretised boundary displacement of a particle is obtained from BEM, the stress distribution of the particle can be evaluated at a set of pre-defined points from which a triangular cell can be formed. Then assuming that particles are brittle materials (for instance, rocks), the Hoek-Brown criterion ${ }^{[282-284]}$ is applied to evaluate and determine the brittle failure zone of a particle-based on the mesh, from which possible breakage paths can be identified.

This chapter is organised as follows. The boundary integral equation for a single particle with concentrated contact forces acting on its boundary and a distributed body force is presented in Section 9.2. The mapping between the BIE of a template particle and those of geometrically similar particles is provided in Section 9.3. In Section 9.4, the Hoek-Brown breakage criterion is introduced, followed by the description of the method to obtain failure zones and possible breakage paths inside particles. To demonstrate the accuracy and efficiency of the proposed methodology, numerical examples with circular particles are presented in Section 9.5. The well-known Brazil disk test is conducted as the first example to evaluate the accuracy of the proposed method against the analytical solution. The rationality of the proposed method for obtaining breakage paths inside a disc under different cases is also discussed. Another two numerical examples, consisting of a large number of circular particles, are simulated to obtain particle stress distributions and possible cracks or breakage paths by the proposed B-DEM.

### 9.2 The boundary integral equation for a single particle

In the proposed B-DEM methodology, the contact forces between particles in a particle system are obtained by DEM. Then, the stress field inside a particle is obtained by BEM in order to predict possible breakage
and fracture patterns. In this section, only the necessary formulations of BEM are covered.

Consider an arbitrary particle subject to mechanical contact with its neighbouring particles in a particle assembly at a time instant, as shown in Fig.9.1. Also, assume that the particle has an instantaneous translational acceleration (but the angular acceleration will be ignored). Then the dynamic equilibrium equation of the particle can be expressed as

$$
\begin{equation*}
\sum_{i=0}^{n} \mathbf{f}^{i}=\rho S \mathbf{a} \tag{9.1}
\end{equation*}
$$

where $\mathbf{f}^{i}$ is the $I^{\text {th }}$ contact vector, $\rho$ is the density of the particle, $S$ is the area of the particle, and a is the acceleration vector (including the gravitational acceleration $\mathbf{g}$ ).


Fig.9.1 The forces acting on a particle
Further, assume that the particle is a linear elastic body with a (constant) body force $\mathbf{b}=\rho \mathbf{a}$, and that the contact forces $\mathbf{f}^{i}$ are treated as a special traction $t$ on the boundary. Then the equilibrium equation for this 2 D elasticity problem can be written as

$$
\begin{equation*}
\mu \nabla_{\mathbf{x}}^{2} \mathbf{u}(\mathbf{x})+(\lambda+\mu) \nabla_{\mathbf{x}} \nabla_{\mathbf{x}} \cdot \mathbf{u}(\mathbf{x})=\mathbf{b} \tag{9.2}
\end{equation*}
$$

where $\mathbf{u}$ is the displacement vector field, $\mu$ is the shear modulus, $\lambda=2 v \mu /(1-2 v)$ is the Lamé constant, and $v$ is the Poisson's ratio of the particle. $\nabla_{\mathbf{x}}()$ and $\nabla_{\mathbf{x}} \cdot()$ are respectively gradient and divergence
operators with respect to coordinates $\mathbf{x}=\left(x_{1}, x_{2}\right)$.
The strain tensor $\varepsilon_{i j}$ can be represented as

$$
\begin{equation*}
\varepsilon_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right) \tag{9.3}
\end{equation*}
$$

where $u_{i}$ are the components of the displacement vector $\mathbf{u}$. The Hooke's law relating stress $\sigma_{i j}$ and strain $\varepsilon_{i j}$ can be stated in the following form

$$
\begin{equation*}
\sigma_{i j}=C_{i j k l} \varepsilon_{k l} \tag{9.4}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{i j k l}=\lambda \delta_{i j} \delta_{k l}+\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \tag{9.5}
\end{equation*}
$$

The well-known integral equation of Eq.(9.2) can be written as

$$
\begin{align*}
\tilde{c}(\mathbf{x}) \mathbf{u}(\mathbf{x}) & =\int_{\Gamma} \mathbf{U}(\mathbf{x}, \mathbf{y}) \mathbf{t}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Gamma} \mathbf{T}(\mathbf{x}, \mathbf{y}) \mathbf{u}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})  \tag{9.6}\\
& -\int_{\Omega} \mathbf{U}(\mathbf{x}, \mathbf{y}) \mathbf{b} \mathrm{d} \Omega(\mathbf{y})
\end{align*}
$$

where $\mathbf{x}$ and $\mathbf{y}$ are two points in $\mathbb{R}^{2}, \tilde{c}(\mathbf{x})$ is a coefficient relative to the position of $\mathbf{x}$, and $\mathbf{U}(\mathbf{x}, \mathbf{y})$ and $\mathbf{T}(\mathbf{x}, \mathbf{y})$ are the Kelvin kernels. For 2D plane strain problems,

$$
\begin{gather*}
U_{k i}(\mathbf{x}, \mathbf{y})=\frac{-1}{8 \pi(1-v) \mu}\left\{(3-4 v) \ln (r) \delta_{k i}-r_{, k} r_{, i}\right\}  \tag{9.7}\\
T_{k i}(\mathbf{x}, \mathbf{y})=\frac{-1}{4 \pi(1-v) r}\left\{\left[(1-2 v) \delta_{k i}+2 r_{, k} r_{i}\right] \frac{\partial r}{\partial \mathbf{n}(\mathbf{y})}-(1-2 v)\left[r_{r, k} n_{i}(\mathbf{y})-r_{, i} n_{k}(\mathbf{y})\right]\right\} \tag{9.8}
\end{gather*}
$$

where $r=r(\mathbf{x}, \mathbf{y})=|\mathbf{x}-\mathbf{y}|$ is the distance between points $\mathbf{x}$ and $\mathbf{y}, \mathbf{n}(\mathbf{y})$ is the unit outward normal at the point $\mathbf{y}$ on the boundary. For plane stress problems, $v$ and $E$ in Eqs.(9.7) and (9.8) are replaced by the following $\bar{v}$ and $\bar{E}$

$$
\begin{align*}
\bar{v} & =\frac{v}{1-v}  \tag{9.9}\\
\bar{E} & =\frac{E}{1-v^{2}} \tag{9.10}
\end{align*}
$$

For the current problem where there are $m$ concentrated forces $\mathbf{f}\left(\mathbf{z}_{l}\right)$ acting at boundary points $\mathbf{z}_{l}(l=1, \ldots, m)$ and no tractions imposed on the boundary, the boundary integral equation can be written as [285]

$$
\begin{align*}
\tilde{c}(\mathbf{x}) \mathbf{u}(\mathbf{x}) & =-\int_{\Gamma} \mathbf{T}(\mathbf{x}, \mathbf{y}) \mathbf{u}(\mathbf{y}) \mathrm{d} \Gamma(\mathbf{y})-\int_{\Omega} \mathbf{U}(\mathbf{x}, \mathbf{y}) \mathrm{d} \Omega(\mathbf{y}) \mathbf{b} \\
& +\sum_{l=1}^{m} \mathbf{U}\left(\mathbf{x}, \mathbf{z}_{l}\right) \mathbf{f}\left(\mathbf{z}_{l}\right) \tag{9.11}
\end{align*}
$$

### 9.3 Map solutions between local and global coordinate systems

It will be time-consuming if Eq.(9.11) is applied to and solved by BEM for each particle in a large-scale particle system. Thus, an approach for improving computation efficiency is proposed in this section. The granular system concerned is assumed that all particles are geometrically similar to a representative shape, called the template particle below. Thus, any particle will be a scaled version of the template particle described in a local coordinate system. Then the solutions of these particles are first obtained in the template particle in the local coordinate system, and then are transformed back to the physical or global coordinate system by matrix transformation. The proposed approach is efficient since the most two time-consuming parts, i.e., computing the coefficient matrices and solving the linear system of equations, as will be detailed below, are performed only once on the template particle.

### 9.3.1 The transformation matrix

In this work, only the translation, rotation, and uniform scaling transformations are considered between particles and the template particle. Consider a set of particles that are geometrically similar to the template particle (see Fig.9.2). The set of particles are in a global coordinate system $\mathbf{x}=\left(x_{1}, x_{2}\right)$ while the template particle is in a local coordinate system $\mathbf{s}=\left(s_{1}, s_{2}\right)$. Then for the $K^{\text {th }}$ particle, the transformation between the local coordinate system and the global coordinate system can be written as

$$
\left\{\begin{array}{l}
x_{1}=c^{K}\left(s_{1} \cos \theta^{K}-s_{2} \sin \theta^{K}\right)+d_{1}^{K}  \tag{9.12}\\
x_{2}=c^{K}\left(s_{1} \sin \theta^{K}+s_{2} \cos \theta^{K}\right)+d_{2}^{K}
\end{array}\right.
$$

where $\theta^{K}$ is the angle from the axis- $x_{1}$ to the axis- $s_{1}, c^{K}$ is the uniform scaling factor, $d_{1}^{K}$ and $d_{2}^{K}$ are two constants which denote the global coordinates of the local origin of the template particle. The Jacobi matrix $\mathbf{J}^{K}$ of the transformation can be identified as

$$
\mathbf{J}^{K}=\left[\begin{array}{ll}
\frac{\partial x_{1}}{\partial s_{1}} & \frac{\partial x_{1}}{\partial s_{2}}  \tag{9.13}\\
\frac{\partial x_{2}}{\partial s_{1}} & \frac{\partial x_{2}}{\partial s_{2}}
\end{array}\right]=c^{K}\left[\begin{array}{cc}
\cos \theta^{K} & -\sin \theta^{K} \\
\sin \theta^{K} & \cos \theta^{K}
\end{array}\right]
$$

and $\left|\mathbf{J}^{K}\right|=\left(c^{K}\right)^{2}$. The transformation between a unit outward normal from the local $\tilde{\mathbf{n}}(\mathbf{s})$ to the global $\mathbf{n}^{K}(\mathbf{x})$ is

$$
\begin{equation*}
\mathbf{n}^{K}(\mathbf{x})=\frac{1}{c^{K}} \mathbf{J}^{K} \tilde{\mathbf{n}}(\mathbf{s}) \tag{9.14}
\end{equation*}
$$

where $\tilde{\mathbf{n}}(\mathbf{s})$ is the unit outward normal in the local coordinate system.
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### 9.3.2 The boundary integral equation in the local domain

Suppose that the set of particles and the template particle shown in Fig. 9.2 have the same Poisson's ratio $v$, and the shear modulus of the template particle is set to 1.0. The displacement $\mathbf{u}^{K}(\mathbf{x})$ of particle $K$ in the global coordinate system and the corresponding displacement $\tilde{\mathbf{u}}^{K}(\mathbf{s})$ of the template particle in the local coordinate system satisfy

$$
\begin{equation*}
\mathbf{u}^{K}(\mathbf{x})=\mathbf{J}^{K} \tilde{\mathbf{u}}^{K}(\mathbf{s}) \tag{9.15}
\end{equation*}
$$

The strain $\boldsymbol{\varepsilon}^{K}(\mathbf{x})$ and stress $\boldsymbol{\sigma}^{K}(\mathbf{x})$ tensors can be computed by

$$
\begin{gather*}
\boldsymbol{\varepsilon}^{K}(\mathbf{x})=\mathbf{J}^{K} \tilde{\boldsymbol{\varepsilon}}^{K}(\mathbf{s})\left[\mathbf{J}^{K}\right]^{-1}  \tag{9.16}\\
\boldsymbol{\sigma}^{K}(\mathbf{x})=\mu^{K} \mathbf{J}^{K} \tilde{\boldsymbol{\sigma}}^{K}(\mathbf{s})\left[\mathbf{J}^{K}\right]^{-1} \tag{9.17}
\end{gather*}
$$

where $\tilde{\boldsymbol{\varepsilon}}^{K}(\mathbf{s})$ and $\tilde{\boldsymbol{\sigma}}^{K}(\mathbf{s})$ are respectively the strain and scaled stress tensors of the template particle in the local coordinate system, and

$$
\begin{equation*}
\tilde{\sigma}_{i j}^{K}=\tilde{C}_{i j k l} \tilde{\varepsilon}_{k l}^{K} \tag{9.18}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{C}_{i j k l}=\frac{2 v}{1-2 v} \delta_{i j} \delta_{k l}+\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \tag{9.19}
\end{equation*}
$$

Applying Eq.(9.15), one can rewrite Eq.(9.2) of the $K^{\text {th }}$ particle for the template particle as

$$
\begin{equation*}
\mu^{K} \mathbf{J}^{K} \nabla_{\mathbf{s}}^{2} \tilde{\mathbf{u}}^{K}(\mathbf{s})+\left(\lambda^{K}+\mu^{K}\right) \mathbf{J}^{K} \nabla_{\mathbf{s}} \nabla_{\mathbf{s}} \cdot \tilde{\mathbf{u}}^{K}(\mathbf{s})=\mathbf{b}^{K} \tag{9.20}
\end{equation*}
$$

or

$$
\begin{equation*}
\nabla_{\mathrm{s}}^{2} \tilde{\mathbf{u}}^{K}(\mathbf{s})+\frac{1}{1-2 v} \nabla_{\mathrm{s}} \nabla_{\mathrm{s}} \tilde{\mathbf{u}}^{K}(\mathbf{s})=\frac{1}{\mu^{K}}\left[\mathbf{J}^{K}\right]^{\mathrm{T}} \mathbf{b}^{K}[\mathbf{x}(\mathbf{s})]=\tilde{\mathbf{b}}^{K} \tag{9.21}
\end{equation*}
$$

where $\lambda^{K}$ and $\mathbf{b}^{K}$ are the Lame constant and body force for the $K^{\text {th }}$ particle, and $\tilde{\mathbf{b}}^{K}$ is the corresponding body force of the template particle in the local coordinate system:

$$
\begin{equation*}
\tilde{\mathbf{b}}^{K}=\frac{1}{\mu^{K}}\left[\mathbf{J}^{K}\right]^{\mathrm{T}} \mathbf{b}^{K} \tag{9.22}
\end{equation*}
$$

In addition, the concentrated forces in the local coordinate system can be rewritten in a similar manner. For the $I^{\mathrm{h}}$ force

$$
\begin{equation*}
\tilde{\mathbf{f}}_{l}^{K}=\frac{\left[\mathbf{J}^{K}\right]^{\mathrm{T}} \mathbf{f}_{l}^{K}}{\mu^{K}} \tag{9.23}
\end{equation*}
$$

Finally, the boundary integral equation in the local domain can be written as

$$
\begin{align*}
\tilde{c}(\mathbf{s}) \tilde{\mathbf{u}}^{K}(\mathbf{s}) & =-\int_{\Gamma} \mathbf{T}^{0}(\mathbf{s}, \tilde{\mathbf{s}}) \tilde{\mathbf{u}}^{K}(\tilde{\mathbf{s}}) \mathrm{d} \Gamma(\tilde{\mathbf{s}})-\int_{\Omega} \mathbf{U}^{0}(\mathbf{s}, \tilde{\mathbf{s}}) \mathrm{d} \Omega(\tilde{\mathbf{s}}) \tilde{\mathbf{b}}^{K} \\
& +\sum_{l=1}^{m} \mathbf{U}^{0}\left(\mathbf{s}, \mathbf{q}_{l}\right) \tilde{\mathbf{f}}^{K}\left(\mathbf{q}_{l}\right) \tag{9.24}
\end{align*}
$$

where $\mathbf{s}$ and $\tilde{\mathbf{s}}$ are two points in the local coordinate system, $U_{k p}^{0}(\mathbf{s}, \tilde{\mathbf{s}})$ and $T_{k i}^{0}(\mathbf{s}, \tilde{\mathbf{s}})$ are expressed as

$$
\begin{gather*}
U_{k p}^{0}(\mathbf{s}, \tilde{\mathbf{s}})=\frac{-1}{8 \pi(1-v)}\left\{(3-4 v) \ln r \delta_{k i}-r_{, k} r_{i,}\right\}  \tag{9.25}\\
T_{k i}^{0}(\mathbf{s}, \tilde{\mathbf{s}})=\frac{-1}{4 \pi(1-v) r}\left\{\left[(1-2 v) \delta_{k i}+2 r_{, k} r_{, i}\right] \frac{\partial r}{\partial \mathbf{n}(\tilde{\mathbf{s}})}-(1-2 v)\left[r_{r, k} n_{i}(\tilde{\mathbf{s}})-r_{, i} n_{k}(\tilde{\mathbf{s}})\right]\right\} \tag{9.26}
\end{gather*}
$$

where $r=r(\mathbf{s}, \tilde{\mathbf{s}})$.

### 9.3.3 Discretisation form of the boundary integral equation

Eq.(9.24) can be discretised by boundary elements and the displacement on the boundary can be approximated by

$$
\begin{equation*}
\left(\tilde{u}^{K}\right)_{i}(\mathbf{s})=\sum_{I=1}^{N} \phi_{I}(\mathbf{s})\left(\tilde{u}^{K}\right)_{i}^{I} \tag{9.27}
\end{equation*}
$$

where $N$ is the number of nodes on the boundary, $\phi_{I}(\mathbf{s})$ are the shape functions and $\phi_{I}(\mathbf{s})=0$ if $s$ and $s^{I}$ are not in the same boundary element, and the nodal displacement at node $\mathbf{s}^{I}$ is

$$
\begin{equation*}
\left(\tilde{u}^{K}\right)_{i}^{I}=\left(\tilde{u}^{K}\right)_{i}\left(\mathbf{s}^{I}\right) \tag{9.28}
\end{equation*}
$$

The displacement singular elements proposed in ${ }^{[285]}$ are adopted in this research since there is singularity caused by concentrated forces.

Substituting Eq.(9.27) into Eq.(9.24) leads to

$$
\begin{align*}
& \tilde{c}_{i}(\tilde{\mathbf{s}})\left(\tilde{u}^{K}\right)_{i}(\tilde{\mathbf{s}})+\int_{\Gamma} T_{k i}^{0}(\tilde{\mathbf{s}}, \mathbf{s}) \sum_{I=1}^{N} \phi_{I}(\mathbf{s})\left(\tilde{u}^{K}\right)_{i}^{I} \mathrm{~d} \Gamma(\mathbf{s}) \\
& =\sum_{l=1}^{m} U_{k i}^{0}\left(\tilde{\mathbf{s}}_{,}, \mathbf{q}_{l}\right)\left(\tilde{f}^{K}\right)_{i}\left(\mathbf{q}_{l}\right)-\int_{\Omega} U_{k i}^{0}(\mathbf{s}) \mathrm{d} \Omega(\mathbf{s})\left(\tilde{b}^{K}\right)_{i} \tag{9.29}
\end{align*}
$$

Applying Eq.(9.29) to all boundary nodes $\mathbf{s}^{J}$, the final equations in matrix form can be obtained as

$$
\begin{equation*}
\mathbf{H} \tilde{\mathbf{u}}^{K}=\overline{\mathbf{G}} \tilde{\mathbf{f}}^{K}-\mathbf{M} \tilde{\mathbf{b}}^{K} \tag{9.30}
\end{equation*}
$$

where

$$
\tilde{\mathbf{u}}^{K}=\left[\begin{array}{lllll}
\left(\tilde{u}^{K}\right)_{1}^{1} & \left(\tilde{u}^{K}\right)_{2}^{1} & \cdots & \left(\tilde{u}^{K}\right)_{1}^{N} & \left(\tilde{u}^{K}\right)_{2}^{N} \tag{9.31}
\end{array}\right]^{\mathrm{T}}
$$

$$
\left.\begin{array}{c}
\tilde{\mathbf{f}}^{K}=\left[\begin{array}{llll}
\left(\tilde{f}^{K}\right)_{1}^{1} & \left(\tilde{f}^{K}\right)_{1}^{2} & \cdots & \left(\tilde{f}^{K}\right)_{1}^{N}
\end{array}\left(\tilde{f}^{K}\right)_{2}^{N}\right.
\end{array}\right]^{\mathrm{T}}, ~ \tilde{\mathbf{b}}^{K}=\left[\begin{array}{lll}
\left(\tilde{b}^{K}\right)_{1} & \left(\tilde{b}^{K}\right)_{2}
\end{array}\right]^{\mathrm{T}},
$$

while submatrices in $\mathbf{H}, \overline{\mathbf{G}}, \mathbf{M}$ are

$$
\begin{gather*}
H_{J I}=\int_{\Gamma}\left[\begin{array}{ll}
T_{11}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right) & T_{12}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right) \\
T_{21}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right) & T_{22}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)
\end{array}\right] \phi_{I}(\mathbf{s}) \mathrm{d} \Gamma(\mathbf{s})  \tag{9.34}\\
\bar{G}_{J l}=\left[\begin{array}{ll}
U_{11}^{0}\left(\mathbf{s}^{J}, \mathbf{q}_{l}\right) & U_{12}^{0}\left(\mathbf{s}^{J}, \mathbf{q}_{l}\right) \\
U_{21}^{0}\left(\mathbf{s}^{J}, \mathbf{q}_{l}\right) & U_{22}^{0}\left(\mathbf{s}^{J}, \mathbf{q}_{l}\right)
\end{array}\right]  \tag{9.35}\\
M_{J}=\int_{\Omega}\left[\begin{array}{ll}
U_{11}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right) & U_{12}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right) \\
U_{21}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right) & U_{22}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)
\end{array}\right] \mathrm{d} \Omega(\mathbf{s}) \tag{9.36}
\end{gather*}
$$

Note that the matrices $\mathbf{H}, \overline{\mathbf{G}}$ and $\mathbf{M}$ are only related to the template particle in the local coordinate system and thus are the same for all particles.

The displacement on the boundary in the local coordinate system cannot be directly computed from

$$
\begin{equation*}
\tilde{\mathbf{u}}^{K}=\mathbf{H}^{-1}\left(\overline{\mathbf{G}}^{\tilde{\mathbf{f}}^{K}}-\mathbf{M} \tilde{\mathbf{b}}^{K}\right) \tag{9.37}
\end{equation*}
$$

as $\mathbf{H}$ is singular and thus $\mathbf{H}^{-1}$ does not exist. In this work, however, $\mathbf{H}^{-1}$ is replaced by its pseudo-inverse which can be computed by the singular value decomposition (SVD) as

$$
\begin{equation*}
\mathbf{H}^{-1}=\mathbf{V}_{2} \Sigma^{+} \mathbf{V}_{1}^{\mathrm{T}} \tag{9.38}
\end{equation*}
$$

where $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$ are the left and right singular vectors, and $\Sigma^{+}$is the pseudo inverse of the singular values $\sum$ of $\mathbf{H}$, which can be written as

$$
\Sigma=\left[\begin{array}{llll}
\Sigma_{0} & & &  \tag{9.39}\\
& a_{1} & & \\
& & a_{2} & \\
& & & a_{3}
\end{array}\right]
$$

where $\sum_{0}$ are $N$-3 non-zero singular values (from large to small), and the three smallest singular values in 2 D case, i.e., $a_{1}, a_{2}$, and $a_{3}$, should be zero
without considering computer round-off error. The corresponding left and right singular vectors of $a_{1}, a_{2}$, and $a_{3}$ are three rigid motions of the particle. Then, their inverses of $a_{1}, a_{2}$, and $a_{3}$ in $\sum^{+}$are set to zero. This is essentially equivalent to eliminating any rigid motion of the particle from the solution, since such motion will not induce any strain/stress in the particle. This treatment seems to be the best way, in terms of solution accuracy, to impose (boundary) conditions to make Eq.(9.29) solvable.

After obtaining the displacements on the boundary, the displacement in the domain $\left(\tilde{u}^{K}\right)_{i}(\mathbf{s})$ can be computed by Eq.(9.29) with $\tilde{c}_{i}(\mathbf{s})=1$, and the strain $\tilde{\boldsymbol{\varepsilon}}(\mathbf{s})$ can be computed by

$$
\begin{align*}
\left(\tilde{\varepsilon}^{K}\right)_{i j}(\tilde{\mathbf{s}}) & =\frac{1}{2}\left[-\int_{\Gamma} \frac{\partial T_{i k}^{0}(\tilde{\mathbf{s}}, \mathbf{s})}{\partial x_{j}}\left(\tilde{u}^{K}\right)_{k}(\mathbf{s}) \mathrm{d} \Gamma(\mathbf{s})-\int_{\Gamma} \frac{\partial T_{j k}^{0}(\tilde{\mathbf{s}}, \mathbf{s})}{\partial x_{i}}\left(\tilde{u}^{K}\right)_{k}(\mathbf{s}) \mathrm{d} \Gamma(\mathbf{s})\right. \\
& +\sum_{l=0}^{m} \frac{\partial U_{i k}^{0}\left(\tilde{\mathbf{s}}, \mathbf{q}_{l}\right)}{\partial x_{j}}\left(\tilde{f}^{K}\right)_{k}\left(\mathbf{q}_{l}\right)+\sum_{l=0}^{m} \frac{\left.\partial U_{j k}^{0} \tilde{\mathbf{s}}, \mathbf{q}_{l}\right)}{\partial x_{i}}\left(\tilde{f}^{K}\right)_{k}\left(\mathbf{q}_{l}\right)  \tag{9.40}\\
& \left.-\int_{\Omega} \frac{\partial U_{i k}^{0}(\tilde{\mathbf{s}}, \mathbf{s})}{\partial x_{j}}\left(\tilde{b}^{K}\right)_{k}(\mathbf{s}) \mathrm{d} \Omega(\mathbf{s})-\int_{\Omega} \frac{\partial U_{j k}^{0}(\tilde{\mathbf{s}}, \mathbf{s})}{\partial x_{i}}\left(\tilde{b}^{K}\right)_{k}(\mathbf{s}) \mathrm{d} \Omega(\mathbf{s})\right]
\end{align*}
$$

Suppose that there are $\tilde{m}$ pre-defined points $\mathbf{s}^{J}$ inside the particle where strains (and stresses) needed to be computed, Eq.(9.40) can be written in matrix form as

$$
\begin{equation*}
\overline{\tilde{\boldsymbol{\varepsilon}}}^{K}=-\mathbf{H}^{\prime} \tilde{\mathbf{u}}^{K}+\overline{\mathbf{G}}^{\prime} \tilde{\mathbf{f}}^{K}-\mathbf{M}^{\prime} \tilde{\mathbf{b}}^{K} \tag{9.41}
\end{equation*}
$$

where

$$
\begin{align*}
& \overline{\tilde{\boldsymbol{\varepsilon}}}^{K}=\left[\begin{array}{lllll}
\left(\tilde{\varepsilon}^{K}\right)_{1}^{1} & \left(\tilde{\varepsilon}^{K}\right)_{2}^{1} & \cdots & \left(\tilde{\varepsilon}^{K}\right)_{1}^{M} & \left(\tilde{\varepsilon}^{K}\right)_{2}^{\tilde{m}}
\end{array}\right]^{\mathrm{T}}  \tag{9.42}\\
& H_{J I}^{\prime}=\int_{\Gamma}\left[\begin{array}{cc}
\frac{\partial T_{11}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{1}} & \frac{1}{2}\left[\frac{\partial T_{12}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{2}}+\frac{\partial T_{21}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{1}}\right] \\
\frac{1}{2}\left[\frac{\partial T_{21}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{1}}+\frac{\partial U_{12}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{2}}\right] & \frac{\partial T_{22}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{2}}
\end{array}\right] \phi_{I}(\mathbf{s}) \mathrm{d} \Gamma(\mathbf{s})  \tag{9.43}\\
& \bar{G}_{l l}^{\prime}=\left[\begin{array}{cc}
\frac{\partial U_{11}^{0}\left(\mathbf{s}^{J}, \mathbf{q}_{l}\right)}{\partial s_{1}} & \frac{1}{2}\left[\frac{\partial U_{12}^{0}\left(\mathbf{s}^{J}, \mathbf{q}_{l}\right)}{\partial s_{2}}+\frac{\partial U_{21}^{0}\left(\mathbf{s}^{J}, \mathbf{q}_{l}\right)}{\partial s_{1}}\right] \\
\frac{1}{2}\left[\frac{\partial U_{21}^{0}\left(\mathbf{s}^{J}, \mathbf{q}_{l}\right)}{\partial s_{1}}+\frac{\partial U_{12}^{0}\left(\mathbf{s}^{J}, \mathbf{q}_{l}\right)}{\partial s_{2}}\right] & \frac{\partial U_{22}^{0}\left(\mathbf{s}^{J}, \mathbf{q}_{l}\right)}{\partial s_{2}}
\end{array}\right] \tag{9.44}
\end{align*}
$$

$M_{J}^{\prime}=\int_{\Omega}\left[\begin{array}{cc}\frac{\partial U_{11}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{1}} & \frac{1}{2}\left[\frac{\partial U_{12}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{2}}+\frac{\partial U_{21}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{1}}\right] \\ \frac{1}{2}\left[\frac{\partial U_{21}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{1}}+\frac{\partial U_{12}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{2}}\right] & \frac{\partial U_{22}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right)}{\partial s_{2}}\end{array}\right] \mathrm{d} \Omega(\mathbf{s})$
Similar to $\mathbf{H}, \overline{\mathbf{G}}$ and $\mathbf{M}$, the matrices $\overline{\mathbf{G}}^{\prime}, \mathbf{H}^{\prime}$ and $\mathbf{M}^{\prime}$ also only need to be evaluated once for particles with the geometrically similar shape and the same Poisson's ratio.

The stress in the local coordinate system can be obtained by Eq.(9.18) once the strain is obtained, and the displacement, the strain, and the stress in the global coordinate system can be computed from the values in the local coordinate system by Eqs.(9.15), (9.16) and (9.17), respectively.

### 9.3.4 Treatment of the domain integral

The integrals in Eqs. (9.36) and (9.45) are domain integrals, which will lead to domain discretisation if computed directly. In this paper, a dimension reduction method, called the line integral method (LIM) [77, 78], is employed to reduce the domain integral to boundary integrals. A brief description of the LIM is presented below. More details can be found in ${ }^{[77}$, ${ }^{78}$. Taking the domain integral in Eq.(9.36) as an example, the integral can be rewritten by LIM as

$$
\begin{equation*}
M_{J}=\int_{\Omega} \mathbf{U}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right) \mathrm{d} \Omega(\mathbf{s})=\sum_{j=1}^{\tilde{n}} n_{1}^{j}(\mathbf{s}) \omega^{j} \int_{L_{j}} \mathbf{U}^{0}\left(\mathbf{s}^{J}, \mathbf{s}\right) \mathrm{d} L_{j}(\mathbf{s}) \tag{9.46}
\end{equation*}
$$

where $L_{j}$ is the $j^{\text {th }}$ sub-integral line for the one-dimensional line integrals created by the background cells and associated with Gaussian quadrature points of the boundary elements; $\tilde{n}$ represents the number of sub-integral lines; $n_{1}^{j}$ and $\omega^{j}$ denote the unit outward normal in the $s_{1}$-axial and the Gaussian integration weight of $L_{j}$. The other domain integrals can be computed by LIM similar to Eq.(9.46) where only the boundary is needed to be discretised.

Note again that by utilising the fact that only constant body forces are considered, the main operations involved in these domain integrals
only need to be done once in the template particle. For each particle, only insignificant extra computations need to be performed to obtain the boundary displacements, strain and stress distribution.

### 9.4 Particle breakage evaluation from the stress field

After the stress field of a particle is computed via BEM, the breakage state of any selected point inside the particle will be evaluated using the Hoek-Brown criterion, as it can consider both tension and shear failure which is common for brittle materials, such as rock.

To obtain a continuous failure zone insides a particle, the particle is discretised into triangular cells. In this research, the cells are created by Delaunay triangulation of the pre-selected sample points ${ }^{[286, ~ 287]}$. The state of each cell is evaluated by the Hoek-Brown criterion, and a cell is defined as in a "failure" state if one or more vertexes of this cell are in such a state. Possible breakage paths can be approximated when the breakage states of all cells inside the particle are obtained. The related methods and computational procedures are introduced below. Furthermore, the tensile and compressive stresses are defined as negative and positive, respectively.

### 9.4.1 The Hoek-Brown breakage criterion

The Hoek-Brown criterion can be written as ${ }^{[288]}$

$$
\sigma_{1}>\left\{\begin{array}{l}
\sigma_{3}+\sigma_{c}\left(m_{b} \frac{\sigma_{3}}{\sigma_{c}}+\xi\right)^{\alpha}, \sigma_{3} \geq-\frac{\xi \sigma_{c}}{m_{b}}  \tag{9.47}\\
\sigma_{3}, \sigma_{3}<-\frac{\xi \sigma_{c}}{m_{b}}
\end{array}\right.
$$

where $\sigma_{1}$ and $\sigma_{3}$ are the major and minor principal stresses, respectively; $\sigma_{c}$ is the uniaxial compressive strength of the material, which can be measured by uniaxial pressure and point load tests; $\xi, m_{b}$ and $\alpha$ are constants concerning the characteristics of the rock. Specifically, $\xi$ reflects the degree of rock fragmentation, and its value ranges from 0 to 1 : for
broken rock mass, $\xi=0$; for intact rock mass, $\xi=1 . m_{b}$ reflects the hardness degree of the rock and its value ranges from $10^{-7}$ to $25: m_{b}=10^{-7}$ for seriously disturbed rock mass; for intact hard rock mass, $m_{b}=25$. For rock mass in good quality, $\alpha=0.5$.

According to this criterion, shear failure occurs when the major principal stress $\sigma_{1}$ meets the condition in Eq.(9.47), while when the tensile stress is greater than $-\xi \sigma_{c} / m_{b}$, tensile failure occurs. Thus, the state of each point can be established by the Hoek-Brown criterion: if either shear or tensile failure occurs at the point, its state is set to be "failure". Furthermore, as the (template) particle has been discretised into triangular cells (see Fig.9.3 (a)), the state of each cell can be determined: if one of the three nodal points of a triangular cell fails, the state of the cell is marked as "failure".

### 9.4.2 Approximation of particle breakage paths

For a potentially broken particle, the approximation to breakage paths is needed. According to both previous experimental and numerical investigations ${ }^{[289-292]}$, breakage paths initiate from and also most likely end at the positions of contact forces, because stress concentration always occurs near the area the contact forces are applied and the stresses there are often much larger than the rest of the particle. Thus, it is reasonable to assume that the endpoints of breakage paths for a particle are at the positions of contact forces. As the approximation nature of DEM, the breakage paths are simplified as straight lines in this work. As a result, all possible lines that connect the positions of contact forces can be treated as potential breakage paths, shown in Fig.9.3 (b).

Next, these potential breakage paths are further analysed to determine those real paths that will occur. It is easy to understand that a real crack or breakage path must be across a continuous failure region formed by "failure" cells. Then, a numerical approach to determine such a real breakage path is needed. In this work, for a given potential breakage
path (a straight line), the cells that the line intersects with are identified as the associated cells (see Fig.9.3 (b)). If all of them are "failure", then the potential breakage path becomes a real crack (see Fig.9.3 (c)).

In the next section, the performance of the approximation and determination of particle breakage paths outlined above will be fully discussed and illustrated with numerical examples.

(a) Discretisation

(b) Failure zone and potential breakage paths

Fig.9.3 The determination process of a particle

### 9.5 Results and discussions

In this section, three examples are conducted to validate the proposed B-DEM in simulating the stress field and possible breakage paths of particles.

### 9.5.1 Validation and discussion via a single particle

### 9.5.1.1 Validation by the Brazilian disc test

This example consists of a single circular particle under the action of an equal pair of radial concentrated forces, also known as the Brazilian disc test. The disc is centred at ( 0,0 ). The mechanical properties and diameter $D$ of the disc, and parameters of the Hoek-Brown criterion used are listed in Table 9.1. As displayed in Fig.9.4, the two opposite radial
concentrated forces act at ( $0,0.03$ ) and ( $0,-0.03$ ) respectively.


Fig.9.4 Brazil disc under the concentrated force
Table 9.1 Parameters of the disc ${ }^{[275]}$

| Simulation parameters |  | Value |
| :---: | :---: | :---: |
| Geometric information | Diameter (m) | 0.03 |
| Mechanical parameters | Poisson's ratio | 0.15 |
|  | Young's Modulus (GPa) | 80 |
|  | Density (kg/m3) | 2380 |
| Parameters of Hoek- <br> Brown criterion | s | 1.0 |
|  | a | 0.5 |
|  | mb | 25 |

Refer to Fig.9.3, the analytical solution of the stress distribution inside the particle can be expressed as [293]

$$
\begin{gather*}
\sigma_{x x}=\frac{2 F}{\pi}\left(\frac{\sin ^{2} \theta_{1} \cos \theta_{1}}{r_{1}}+\frac{\sin ^{2} \theta_{2} \cos \theta_{2}}{r_{2}}\right)-\frac{2 F}{\pi D}  \tag{9.48}\\
\sigma_{x y}=\frac{2 F}{\pi}\left(\frac{\sin \theta_{1} \cos ^{2} \theta_{1}}{r_{1}}-\frac{\sin \theta_{2} \cos ^{2} \theta_{2}}{r_{2}}\right)  \tag{9.49}\\
\sigma_{y y}=\frac{2 F}{\pi}\left(\frac{\cos ^{3} \theta_{1}}{r_{1}}+\frac{\cos ^{3} \theta_{2}}{r_{2}}\right)-\frac{2 F}{\pi D} \tag{9.50}
\end{gather*}
$$

where the sign convention of $\theta_{1}$ and $\theta_{2}$ is: $\theta_{1}$ and $\theta_{2}$ are positive if point A
locates on the right side of the loading line (as shown in Fig.9.4), but are negative otherwise.


Fig.9.5 Comparison of the stresses on $\mathrm{y}=0$ with analytical results


Fig.9.6 Comparison of $\sigma_{y y}$ on $\mathrm{x}=0$ with analytical results
The concentrated force is set to be $F=0.5 \mathrm{MPa}$ and the disc boundary is discretised into 100 elements. To access the accuracy of BEM computed stresses, evenly distributed 37 points are selected on the lines $y=0$ and $x=0$ respectively. Fig.9.5 shows that the numerical results of $\sigma_{x x}$ and $\sigma_{y y}$ at the selected points on the line $y=0$ are in very good agreement with the
analytical solutions. The relative errors of $\sigma_{x x}$ and $\sigma_{y y}$ are $0.0396 \%$ and $0.0324 \%$ respectively.


Fig.9.7 Comparison of the stress $\sigma_{x x}$ with the analytical solution


Fig.9.8 Comparison of the stress $\sigma_{x y}$ with the analytical solution


Fig.9.9 Comparison of the stress $\sigma_{y y}$ with the analytical solution

Moreover, as shown in Fig.9.6, the computed values of $\sigma_{y y}$ at the selected points on the line $x=0$ also coincide well with the analytical solutions with a relative error of $0.431 \%$.

Furthermore, Figs.7-9 compare the stresses distributions over the entire disc between the numerical and analytical solutions.

Moreover, to test and validate the convergence of the proposed method in terms of boundary discretisation, the boundary of the Brazilian disc is discretised into different numbers of elements, i.e., 50, 100, 200, 400, 800, 1600 and 3200 . The relative errors of the previously selected 37 points on the lines $x=0$ and $y=0$ respectively are computed and shown in Fig.9.10. It seems that using 100 boundary elements is sufficient to obtain reasonably accurate stress distributions in circular particles.


Fig.9.10 Relative error varies with the number of elements

### 9.5.1.2 The failure zone and breakage paths

After the correctness and convergence of the proposed method for calculating the particle stress field are verified, the performance of the assumption and determination of breakage paths proposed in Section 9.4.2 is discussed for the cases where three different concentrated boundary forces are considered, as shown in Table 9.2 and Fig.9.11. Note that the
disc boundary is discretised into 80 elements.
Table 9.2 Parameters of the disc

| Cases |  | The concentrated forces |
| :---: | :---: | :---: |
| (a) |  | F1 $=\mathrm{F} 2=0.5 \mathrm{MPa}$ |
| (b) | (b-1) | $\mathrm{F} 1=\mathrm{F} 2=\mathrm{F} 3=2 \mathrm{MPa}$ |
|  | (b-2) | F1 $=3 \mathrm{MPa}$; F2=2 MPa; F3 $=1 \mathrm{MPa}$ |
| (c) | (c-1) | F1 $=$ F2 $=$ F3 $=\mathrm{F} 4=4 \mathrm{MPa}$ |
|  | (c-2) | F1=F2=F3=F4 $=2 \mathrm{MPa}$ |
|  | (c-3) | $\mathrm{F} 1=\mathrm{F} 3=1 \mathrm{MPa} ; \mathrm{F} 2=\mathrm{F} 4=4 \mathrm{MPa}$ |


(a)

(b)

(c)

Fig.9.11 Three cases of a disc under concentrated forces


Fig.9.12 The failure zone and breakage path ( $F_{1}=F_{2}=0.5 \mathrm{MPa}$ )
For case (a) where the disc is under one equal pair of contact forces, $F_{1}=F_{2}=0.5 \mathrm{MPa}$, the stress field is already obtained in Section 9.5 .1 from which the failure zone is identified as the pink zone in Fig.9.12. As the
failure zone has penetrated across the disc already, there is a large possibility that the disc has split into two parts along the diameter connecting the two concentrated forces, which is the breakage path (the grey line) numerically identified.

In case (b), the disc is subjected to three concentrated forces (see Fig.9.11 (b)). As shown in Table 9.2, two different sets of force magnitudes are tested. The distributions of $\sigma_{x x}, \sigma_{x y}$ and $\sigma_{y y}$ for cases (b-1) and (b-2) are depicted in Fig.9.13 (a) and Fig.9.14 (a) respectively. The failure (pink) area in case (b-1), as shown in Fig.9.13 (b), penetrates the disc along the three sides of a triangular region. While the failure zone in case ( $b-2$ ) is an $L$-shaped region and only two breakage paths are obtained.


Fig.9.13 Stress distributions and state of case (b-1)

(a) Contour plot of stress $\sigma_{x x}, \sigma_{x y}$ and $\sigma_{y y}$

(b) The failure zone and breakage path

Fig.9.14 Stress distributions and status of case (b-2)
For case (c), two pairs of concentrated forces, one in the horizontal direction and the other in the vertical direction, act on the disc. (see Fig. 9.11 (c)). Furthermore, three different sets of the magnitudes of the forces are considered, as are listed in Table 9.2. The distributions of $\sigma_{x x}$, $\sigma_{x y}$ and $\sigma_{y y}$ for cases (c-1), (c-2), and (c-3) are depicted in Figs.9.15-17 (a). Shown in Fig.9.13 (b) for case (c-1), the failure area penetrates the disc along the four sides of a diamond-shaped zone. While the four failure zones in case ( $\mathrm{c}-2$ ) are not connected to each other because the magnitude of the concentrated forces is not sufficiently large to produce any breakage path. In addition, case ( $\mathrm{c}-3$ ) presents a totally different failure mode compared to case ( $c-1$ ): the failure zone associated with the vertical pair that have a greater magnitude is formed across the disc and one breakage
path is identified.

(a) Contour plot of stress $\sigma_{x x}, \sigma_{x y}$ and $\sigma_{y y}$

(b) The failure zone and breakage path

Fig.9.15 Stress distributions and status of case (c-1)


(b) The failure zone and breakage path

Fig.9.16 Stress distributions and status of case (c-2)

(a) Contour plot of stress $\sigma_{x x}, \sigma_{x y}$ and $\sigma_{y y}$

(b) The failure zone and breakage path

Fig.9.17 Stress distributions and status of case (c-3)

The cases above show several different failure modes, and all actual breakage paths have been identified correctly by the proposed approach. However, these cases only cover a very small number of loading cases, and in particular not sufficiently complex: most of the concentrated forces that act on the disc are symmetric and equal in magnitude. The study of Tsoungui et al. ${ }^{[294,295]}$ shows that it is much more difficult for particles to break under isotropic action and easier to break under inhomogeneous contact forces. It is thus expected that the particle subjected to contact forces of different magnitudes and loading locations is easier to break, and the failure zone may be more irregular, winding, and complex. Consequently, to further illustrate the performance of the proposed methodology, cases with far more complex combinations of force number, magnitudes and locations should be considered.

### 9.5.2 Simulation of circular particle assemblies

In this section, two uniaxial compression tests of granular materials are performed via 2D DEM simulations to investigate the particle breakage behaviour. There are respectively 314 and 614 particles uniformly distributed in the two specimens. The Hertz-Mindilin model is used to model the interaction of particles ${ }^{[296]}$. The detailed numerical parameters are shown in Table 9.3.

Table 9.3 DEM parameters for uniaxial compression models

| Simulation parameters |  | Values |
| :---: | :---: | :---: |
| Geometric information | Radius $(\mathrm{m})$ | $0.022-0.035$ |
|  | Density $(\mathrm{kg} / \mathrm{m} 3)$ | 2380 |
|  | Friction | 0.0 |
| Mechanical parameters | Shear modulus | 43.5 |
|  | Poisson's ratio | 0.15 |
|  | Local damping | 0.7 |
|  | s | 0.015 |
| Parameters of Hoek | a | 0.5 |
| Brown criterion | mb | 6.18 |
|  | $\sigma_{\mathrm{c}}(\mathrm{MPa})$ | 80 |

The initial specimens are generated using the following procedures ${ }^{\text {[297] }}$. First, an assembly of particles with the specified number is created
inside a sufficiently large square region with frictionless walls. Then the walls are controlled to move towards the centre by a servo algorithm to achieve a confining stress of 2 MPa with an initial porosity of 0.18 .

Then the uniaxial loading process is followed by moving the upper and bottom walls inwards with the same speed while keeping the lateral walls fixed. To make sure a quasi-static loading process, a loading rate of $10^{-4}$ $\mathrm{m} / \mathrm{s}$ is used. The loading stops when the axial strain reaches $12 \%$. The corresponding stress states of the two specimens are analysed and discussed below.

Figs.9.18 and 9.19 are the contour plots of the stress distributions with logarithmic data, failure zone, and breakage paths of the two specimens respectively. Figs.9.18 (a)-(d) demonstrate that the particlescale stress contour can be a useful indicator to describe the internal force distribution within the granular system undergoing deformation. The numerical results reproduce the fact that the external loads are transferred in granular materials by significant force chains, which is a unique signature in contrast to continuum media. These force chains constitute a highly inhomogeneous contact force network. In addition, the failure area and identified breakage paths, shown in Figs.9.19 (e)-(f), are also heterogeneous.



Fig.9.18 Inner stresses and breakage paths of the 314-particle specimen



Fig.9.19 Inner stresses and breakage paths of the 614-particle specimen
As can be seen in Fig.9.18 (e)-(f) and Fig.9.19 (e)-(f), most failure zones that penetrate through a particle have been identified, simplified and represented by straight-line breakage paths.

### 9.6 Concluding remarks

In a standard DEM simulation concerning particle breakage, only the average stress of a particle can be obtained based on its contacting forces. The combined boundary-discrete element method proposed in this research provides a much more accurate stress distribution within a particle by taking advantage of the boundary discretisation feature of

BEM. The solution accuracy is further enhanced by taking account of the particle acceleration and using the pseudo-inverse to eliminate the rigid motion of a particle. Furthermore, based on the Hoek-Brown criterion for brittle materials, a new and simple approach is proposed to obtain the fracture failure state map and also to determine possible breakage paths inside a particle.

The current work fully exploits the particle system where all particles are geometrically similar so that the matrices and their constructions in the BEM formulation only need to be conducted once for the template particle. Thus, the computations involved in the subsequent evaluations of the boundary displacement and stress distribution of each particle become negligible. The proposed methodology should also be very effective where particles are similar to a small number of distinct template particles.

It should be highlighted that within the proposed method, after each DEM simulation step, BEM serves as an optional post-processing step to obtain the stress distribution within a particle and further determine breakage paths. In other words, such a post-processing step may only need to be invoked for those particles in the system that may be deemed to be fractured and may not be necessary after each DEM step. The development of a comprehensive mechanism to determine which particles to be post-processed for possible breakage evaluation is currently undertaken.

The performance of the proposed BEM part for the evaluation of stress distribution and possible breakage paths of particles has been assessed by several examples. Particles involved in these examples are circular for simplicity. Nevertheless, arbitrarily shaped particles can be equally handled in the proposed methodology in principle.

However, in this research, potential breakage paths for a particle subject to contact forces have been assumed as straight lines connecting these contact forces. This is a profound assumption that leads to the proposed numerical procedure to predict the breakage paths, and is
validated by the examples, to a certain extent. However, true cracks can be far from straight lines. A new development is currently in progress which will address these issues, and a more generic approach will be reported shortly.

Finally, although the main ideas behind the current development seem also applicable to 3 D cases, there are some practical issues needed to be resolved before 3D particle breakage can be modelled within the proposed framework.

## Part V

## Conclusion

Chapter 10

Conclusions and Outlook

### 10.1 Major contributions

This thesis is mainly devoted to developing a high-performance BEM, to overcome the obstacles that the traditional BEM is confronted with, i.e., domain integrals and non-symmetrical and dense matrix systems. Specifically speaking, three main contributions of this thesis can be concluded and summarized below:
(1) To compute domain integrals with known or unknown integrand functions, a novel BEM, AOIMLS enhanced LIBEM, which inherits the wellknown advantage of traditional BEM, namely, boundary-only discretisation, is proposed.

The LIBEM is an accurate and stable method for computing domain integrals in boundary integral equations and keeps the merit of traditional BEM, i.e., boundary-only discretisation, and it is applied to the computation of 3D heat conduction with heat sources (Chapter 3), 2D thermoelastic problems (Chapter 5) and 3D thermoelastic problems (Chapter 6) and performs its accuracy and convergence. However, LIBEM only works when the integral function in domain integrals is known, specifically, the mathematical expression of heat sources is given, and the mathematical expression of temperature distribution is given for thermoelastic problems.

To extend the application scope of LIBEM, the AOIMLS enhanced LIBEM is proposed for computing domain integrals with known or unknown integral functions, which ensures all the nonlinear and nonhomogeneous problems can be solved without domain discretisation. In addition, AOIMLS can adaptively avoid singular or ill-conditioned moment matrices, thus ensuring the stability of the calculation results, and it owns the advantage that the delta property of its shape function ensures it is easier to impose boundary conditions. To test the correctness of AOIMLS enhanced LIBEM, it is applied to the analysis of 3D non-homogeneous heat conduction problems with heat sources (Chapter 4), 3D thermoelastic problems (Chapter 6), and thermoelastic fracture problems (Chapter 8) thereby.
(2) To deal with the non-symmetrical and dense matrix system, the fast multipole method is introduced to couple with LIBEM, thereby ensuring BEM performs better in efficiency. In addition, a high-efficiency combined BEM and DEM is addressed to compute the inner stress distribution and particle breakage of particle assemblies based on the solution mapping scheme.

The coefficient matrix of equations formed by BEM in solving problems is fully-populated, so it will occupy large computer memory and cannot be applied to compute large-scale engineering problems. For a large-scale continuous media object, the fast multipole method is introduced to enhance the efficiency of LIBEM, and it is applied to the analysis of heat conduction with heat sources (Chapter 3).

For massive discontinuous materials in geometric similar shapes, a novel scheme, the combined BEM and DEM, is proposed, which can provide much more accurate stress distribution within a particle by taking advantage of the boundary discretisation feature of BEM. For the stress field computation of particles with similar geometry, a template particle is used as the representative particle, so that only the related coefficient matrices of one template particle in the local coordinate system are needed to be calculated, while the coefficient matrices of the other particles, can be obtained by mapping between the local and global coordinate systems. Thus, the proposed method is much more time-effective when modelling a large-scale particle system with a small number of distinct possible particle shapes. Furthermore, with the help of the Hoek-Brown criterion, the possible cracks or breakage paths of a particle can be obtained (Chapter 9).
(3) A series of novel unified boundary integral equations based on BEM and DDM are derived for solving fracture problems and thermoelastic fracture problems in finite and infinite domains.

Two sets of unified BIEs are derived for fracture problems in finite and infinite domains based on the direct BEM and DDM respectively, which can provide accurate and stable results. Another two sets of BIEs are addressed by employing indirect BEM and DDM, which can not ensure a stable result,
thereby a modified indirect BEM is proposed which performs much more stable (Chapter 7).

Moreover, a set of novel BIEs based on the direct BEM and DDM for cracked domains under thermal stress is proposed. The main BIE is derived based on the displacement BIE, followed by two supplementary equations for ensuring enough equations as the unknowns on crack are considered. Besides, the two supplementary BIEs are alternatively used depending on the type of known quantities, traction or displacement. In addition, the BIEs are numerically computed by the AOIMLS enhanced LIBEM (Chapter 8).

### 10.2 Future work

Although significant improvements have been made in enhancing the performance of BEM, some work is still preliminary and more can be further extended within the scope of the thesis. The potential future work is suggested below.
(1) In Part III, the BIEs are proposed for cracked domains with preset cracks, but crack propagation is not considered, which can be complete in the future.
(2) In my opinion, the research in Part IV is very interesting and meaningful, but I only present a scheme, i.e., the combined BEM and DEM due to the graduation timing, a lot of details need to be done and perfected.

The main limitation of the current work in conjunction with using circular particles is that no actual particle breakage is introduced and subsequently simulated, though it is possible in principle. In addition, potential breakage paths for a particle subject to contact forces have been assumed as straight lines connecting these contact forces. A new development is currently in progress which will address these issues, and a more generic approach will be reported shortly. Finally, although the main ideas behind the current development seem also applicable to 3D cases, there are some practical issues needed to be resolved before 3D particle breakage can be modelled within the proposed framework.
(3) BEM can be an important supplement method for FEM and give full play in many engineering fields, but there is few commercial software developed based on BEM which limits its promotion and development, if parallel algorithms can be applied to further enhance the efficiency of BEM, a better future may be curved.
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