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Abstract—The MMX rover will explore the surface of Phobos,
Mars’ bigger moon. It will use its stereo cameras for perceiving
the environment, enabling the use of vision based autonomous
navigation algorithms. The German Aerospace Center (DLR) is
currently developing the corresponding autonomous navigation
experiment that will allow the rover to efficiently explore the
surface of Phobos, despite limited communication with Earth
and long turn-around times for operations. This paper discusses
our testing strategy regarding the autonomous navigation solu-
tion. We present our general testing strategy for the software
considering a development approach with agile aspects. We
detail, how we ensure successful integration with the rover
system despite having limited access to the flight hardware. We
furthermore discuss, what environmental conditions on Phobos
pose a potential risk for the navigation algorithms and how we
test for these accordingly. Our testing is mostly data set-based
and we describe our approaches for recording navigation data
that is representative both for the rover system and also for the
Phobos environment. Finally, we make the corresponding data
set publicly available and provide an overview on its content.
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1. INTRODUCTION AND SCENARIO
OVERVIEW

The MMX Mission and the MMX Rover

Martian Moons eXploration (MMX) is a sample-return mis-
sion by the Japan Aerospace Exploration Agency (JAXA)
to explore the Martian moons Phobos and Deimos. In the
course of the mission, the MMX spacecraft will approach
and orbit Phobos. It will touch down on Phobos for regolith
sample acquisition and return the samples to Earth, with an
intermediate observation stop at Deimos [1]. The mission
timeline considers the launch in 2024, approach of Phobos in
2025, two landings for sample collection in 2027, and a return
of the samples to Earth in 2029 [1]. The scientific goals of the
overall mission are outlined in [2].

The MMX spacecraft will deliver a small rover system –
the MMX rover – onto the surface of Phobos. The rover
deployment is envisioned for 2027 during a rehearsal for the
spacecraft landing [1]. It will be ejected from the spacecraft
40 − 100m above the surface, free-fall towards Phobos,
and bounce several times until coming to rest [1]. An up-
righting sequence unfolds the rover’s legs and ensures correct
orientation of its body [3].

The MMX rover serves as a precursor to the landing sample
acquisition process of the MMX spacecraft. The rover is
jointly developed by the French Centre National d’Etudes
Spatiales (CNES) and the German Aerospace Center (DLR)
as main contributors. The MMX rover has three principal
goals: a) the scouting of the landing site for the MMX
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Figure 1: Rendering of the MMX rover on the surface of
Phobos. The stereo cameras in the front-center of the body
are its primary navigation sensors. Credit: CNES & DLR.

spacecraft for landing risk mitigation, b) demonstrating the
technology of low-gravity wheeled locomotion, and c) ob-
taining measurements with the rover’s scientific payloads [4].

The MMX rover has dimensions of about 44 × 52 × 35 cm
and a mass of approximately 30 kg [4]. For locomotion, it
has four legs that are equipped with wheels at the end. The
rover is skid-steered. Due to the low Phobos gravity, a driving
speed of only 0.1 − 4 mm/s is planned [4]. The rover is
equipped with solar panels and batteries to collect and store
power for its operation.

As scientific payloads, the MMX rover possesses a Ra-
man spectrometer (RAX), a radiometer (miniRAD), wheel
cameras for regolith property observation, and navigation
cameras in a stereo configuration [5]. The rover system is
described in [3] and the rover-mission’s science objectives are
outlined in [5]. Its mission duration on the surface of Phobos
is planned to be around 100 Earth-days [1].

The NavDLR Experiment

The stereo navigation cameras allow the usage of vision-
based autonomous navigation algorithms to facilitate the
rover’s movements on the moon’s surface. This is especially
important due to limited communication windows with the
rover and command turn-around times of up to a week. The
constrained communication results from the MMX spacecraft
being the relay between Earth and the rover and that Mars and
Phobos regularly block the visibility between the communi-
cation nodes. The DLR Institute of Robotics and Mecha-
tronics (DLR-RM) is developing the DLR Autonomous Nav-
igation Experiment (NavDLR), a software component that
allows the rover to:

• compute three-dimensional terrain information to detect
obstacles and create a local map,
• use sequences of camera images to estimate the Rover’s
ego-motion on Phobos,
• introduce safety features such as obstacle avoidance or a
safety stop on hazard detection.

The navigation pipeline of NavDLR is based on several
consecutively used modules, as illustrated in Fig. 2. We
outline all details of NavDLR that are relevant for this paper
in Section 3; a comprehensive description of the software
component is found in [6]. In general, all algorithms and
concepts of NavDLR are based on the existing navigation
pipeline that was developed at DLR-RM over the last two

decades with planetary exploration missions in mind [7]:
RM-NAV. It is an extensively tested navigation component
that operates on several different systems such as UAVs or
planetary exploration rover prototypes and was successfully
used during two Moon analog campaigns [8], [9].

In the scope of the MMX rover mission, the autonomous
navigation component NavDLR is classified as a technology
demonstration experiment rather than a mission-critical com-
ponent. This is motivated by the fact that the main mission
objectives of the rover are initially centered on local tasks
at the landing site and only later aim at the exploration of a
wider area. Autonomous navigation will therefore only be
considered after the principal mission objectives have been
fulfilled and it serves itself as a technology demonstration. It
is envisioned to expedite the exploration process, compared
to the teleoperation-based main mode of driving, and to
additionally support the rover by providing safety features to
reduce the risk of getting stuck, hitting obstacles, etc.

Testing the NavDLR Experiment

This work describes our testing approach for the NavDLR
software. During its development process, we aim at porting
parts of the existing RM-NAV software and of its concepts
onto the MMX rover system and create a space qualified,
verified, and validated software product.

Space mission components, both software and hardware, are
subjected to testing at all stages of their development. The
development process can be categorized by the Technological
Readiness Level (TRL) [10], with TRL 1 denoting initial
concepts and the highest level, TRL 9, describing tested
components that are fully operational in their space mission.
The type of testing highly depends on the TRL level aimed
for.

In terms of TRL, the existing RM-NAV stands at a TRL
level of 5, as its performance was proven on rover prototype
platforms in relevant planetary analog environments. In par-
ticular, we used our two Lightweight Rover Units (LRUs) in
extensive field tests on the volcano Mt. Etna in Sicily during
the ROBEX campaign [8] and during the ARCHES mission
[9]. In both cases, together with several other evaluations
and experiments, RM-NAV provided robust and accurate
navigation performance in planetary analog environments.

Porting the existing software to the MMX rover means to lift
the TRL of the software to 8, the highest achievable TRL pre-
deployment on Phobos. This includes the following tasks:

• Redesign the software to meet the specific mission needs.
In our case this mostly entails focusing on the core naviga-
tion functionalities to meet the computational limitations of
the MMX rover’s on-board computer, while maintaining the
robust and accurate performance of the RM-NAV.
• Consider the mission-specific aspects of the MMX rover,
such as short and infrequent communication windows and
limited data rates. The turn-around time is expected to be
approximately one week.
• The MMX rover will not have an inertial sensor. Instead,
it features a Sun sensor: a BiSo-64 with a four quadrant
photodiode. It infrequently – once or twice per Phobos day
(Phod) – measures the attitude of the rover frame with respect
to the Sun with a typical accuracy of ∼ 0.1◦. Our navigation
approach needs to be adapted accordingly.
• Ensure the successful integration of the navigation with the
rover’s software architecture.
• Rewrite and restructure the software to meet the space-
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Figure 2: The functionality concept of NavDLR. The navigation pipeline consists of consecutively executed modules, whose
data outputs are used by the subsequent modules.

relevant standards and design and quality criteria. These are,
in our case, an adaptation of the ECSS Standards2.
• Consider the specific Phobos environment, which can be
seen as strongly similar to the Moon (from a vision-based
autonomous navigation perspective) but still has significant
differences in terms of e. g., illumination or shadow move-
ment.

On the one hand, the character of NavDLR being a tech-
nology demonstration subsequently relaxes the requirements
for navigation testing thoroughness compared to a mission-
critical software component.

On the other hand, considering the limited communication
windows once every few days and the approximate mission
timeline of 100 days, post-surface-deployment update oppor-
tunities of the navigation software are very limited, thus a
special emphasis has to be placed on pre-surface-deployment
testing. Therefore, comprehensive testing is nevertheless to
be done to successfully enable the autonomous navigation for
Phobos.

We present our approach for testing the MMX rover naviga-
tion software, which:

• ensures continuous testing during the development process
for rapid development iterations,
• verifies algorithmic correctness and the correct re-
implementation of the existing algorithms,
• validates the algorithmic performance with respect to the
expected environmental conditions on Phobos and addition-
ally considers corner cases for stress testing,
• ensures correct integration in the target hardware and soft-
ware architecture,
• and, finally, considers the acceptance testing (external ver-
ification & validation) on a flight system representation.

Data Set

Our testing is mostly data set-based. This allows us to have
comparable results during different stages of the development
process, and allows to repeat tests multiple times. We detail
our data set generation approaches and the different hardware
and software platforms used to generate the data. We make
the testing data publicly available and describe the underly-
ing, unified, data structure in this paper. The data is found
under https://rmc.dlr.de/mmx nav testing.

2https://ecss.nl/hbs/active-handbooks/

2. RELATED WORK
Several planetary exploration systems have been deployed
on the surface of celestial bodies in the past two decades,
mainly on Mars and the Earth’s moon. The former is visited
by the Chinese rover Zhurong and multiple NASA systems:
the Mars Exploration Rovers (MERs) Spirit and Opportunity,
the Mars Science Laboratory (MSL) Curiosity, and the Mars
2020 Mission with the rover Perseverance and the small-scale
helicopter Ingenuity. On the latter, the Chinese rovers Yutu
and Yutu-2 were landed. Furthermore, other rover systems
have been developed for Mars missions, such as the European
ExoMars Rover and the Sample Fetch Rover (SFR), which
have yet to be launched.

Navigation on Planetary Exploration Rovers

What all of these systems have in common is that they rely
on optical information for navigation, be it teleoperation or
increasingly autonomous vision-based navigation.

The MER rovers Spirit and Opportunity used localization
algorithms based on continuous wheel odometry (WO) and
inertial measurements. They increasingly relied on visual
odometry (VO), whereas the VO pose updates are computed
during step-wise intervals when the rover stands still. Fur-
thermore, stereo images were used to compute terrain models
for traversability and hazard analysis. The MER vision
components are described in [11], [12], [13]. The testing for
ground-based validation was done at the JPL Marsyard using
the Rocky 8 testing prototype rover [14] and the MER Surface
System Testbed Lite rover, the MER engineering model [11].
During the mission itself, the autonomous navigation capabil-
ities were initially used only occasionally – mainly due to the
high computational load – but were later on used with higher
frequency [11].

The MSL Curiosity uses a similar and updated autonomous
navigation approach as its MER predecessors, featuring VO
[15], terrain mapping and hazard detection [16], to name
a few. Recently, the VO was updated for more efficient
computation and to be able to compute pose estimates while
the rover actively drives [17].

The initial navigation components for the MSL were tested
in a similar manner as for the MER: Using data from the
Rocky 8 rover, the DARPA LAGR vehicle, and finally with
original Mars data obtained from the MERs [15]. Maimone et
al. [17] provide a detailed insight into their testing approach
for a recent VO update, using the MSL engineering model
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Figure 3: Illustration of the NavDLR navigation solution pipeline in a simplified testing scenario. The monochrome stereo
images – the left image is shown as example in (a) – get processed to obtain a depth map (b), which is subsequently evaluated
for obstacles whether they are outside (c) or within (d) a hazard boundary. We refer to this simplified test scenario as Safety
Stop Adventure.

in an indoor setting, unit testing, and a software architecture
simulation environment for validation and verification.

NASA’s most recent Mars rover, Perseverance, also builds
on the navigation heritage of the previous Mars missions.
Thanks to fast on-board FPGA processing and modified
cameras that allow for shorter exposure times, it can perform
online navigation while driving [18]. Rieber et al. [19] detail
the testing venues that are generally available for testing Per-
severance’s mobility system, e. g., simulation environments
to test the flight software, the Scarecrow rover with commer-
cial off-the-shelf (COTS) cameras for navigation testing, and
finally, the engineering model, called Vehicle System Testbed.
The engineering model is described in detail by Matthes et al.
[20] and the flight software emulation environment for testing
is presented in [21].

On the European side, plenty of flavors of autonomous rover
navigation algorithms exists, with a comprehensive overview
given by [22]. For the ExoMars rover, the autonomous navi-
gation architecture is presented by [23] and the VO algorithm
by [24]. Testing the ExoMars navigation entails the usage of a
simulated software environment, using an ExoMars prototype
in the Airbus Mars Yard, running the algorithms on the target
CPU, and using images from previous Mars rover missions
[23], [25]. For the SFR navigation architecture, similar
testing approaches are done using simulation environments
and different low- and high-level testbeds [26]. Furthermore,
previous stages of the European navigation algorithm devel-
opment were aided by field tests in analog environments, such
as described in [27], [28], [26].

The vision algorithms to aid the Chinese Yutu-2 rover teleop-
eration on the Moon are described in [29].

Common Testing Aspects

The rover systems discussed above have several aspects re-
garding navigation testing in common, or at least a subset of
these. We summarize them here:

• Simulation environments that emulate the overall rover
software are used to test interfaces and interaction of the
navigation with the other software components.
• Simulation tools allow photorealistic terrain rendering.
• Testing is done mostly on COTS-based rover prototypes
that are not necessarily closely representative of the final

system design, but can feature as proxy test platforms for
specific testing aspects.
• Field tests with such proxy rovers are performed at plan-
etary analogue sites. Alternatively, recorded data sets from
previous field tests are used.
• The software is tested with input data (i. e., images) from
previous space missions.
• Test setups are used that integrate a limited subset of the
flight-hardware and -software components. They are usually
referred to as testbeds or breadboards.
• Engineering models: Fully integrated testbed or bread-
board systems that resemble the flight system very closely
are used for the final acceptance testing.

Most of these aspects apply to the NavDLR testing approach
as well. However, there are a few notable exceptions. All
Mars missions were able to iteratively build upon previous
missions or at least test with image data directly obtained
from Mars. MMX will be the first mission to the surface of
Phobos, thus NavDLR cannot build upon previous navigation
experiences regarding the Phobos environment. This means
that environment-related testing becomes a high priority for
us.

Furthermore, all Mars missions to date have mission lifetimes
that exceed an Earth-year, which allows for updates on the
software and testing the navigation software on the flight
system during the on-surface operations. The short mis-
sion timeline for the MMX rover and the strong limitations
in communication limit the possibility of software updates
during on-surface operations (except for software parameter
adaptation) and thus NavDLR needs to work out of the box.

The MMX rover will feature a much lower driving speed than
comparable Mars or Moon rovers. Combined with the limited
mission time, this results in much less distance traveled,
requiring the navigation to focus on local instead of global
accuracy.

Available Data Sets for Planetary Navigation

An additional aspect of our work is that we make our recorded
testing data publicly available. Several related works exist
that publish data sets for planetary rover navigation. One
example is the Katwijk Beach Planetary Rover Dataset [30],
where a planetary rover prototype performs several long-
range traverses on a beach using stereo cameras and lidar.
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Another example is the Devon Island data set, where record-
ings of a pushcart platform equipped with stereo cameras, a
Sun sensor, and inclinometers in the Arctic north of Canada
are presented [31].

Our in-house works include several data sets as well: One
is the MADMAX Mars analogue data set [32], an extensive
collection of trajectories with a combined length of 9.2 km. It
was recorded using the hand-held Sensor Unit for Planetary
Explorations Rovers (SUPER), covering stereo camera data
and inertial measurements, among others. Long-range nav-
igation data were recorded with our LRU rovers in a Moon
analog setup on Mt. Etna during the ROBEX campaign and
are featured in [33].

Finally, the Planetary Data System [34] from NASA makes
it possible to access data directly obtained from current and
past NASA Mars missions.

3. THE DLR AUTONOMOUS NAVIGATION
EXPERIMENT (NAVDLR)

The different modules that make up the navigation solution
pipeline are shown in Fig. 2. They are described briefly here.
For a more detailed view, see our other paper [6].

A visualization of the data products of the NavDLR pipeline
is given in Fig. 3 for a simplified navigation scenario. The
primary sensors for the navigation are the stereo-cameras that
are fixed inside the MMX rover body. The modules of the
navigation pipeline run in a sequence and the pipeline starts
with the event of acquisition of new stereo images, see Fig. 3
(a).

The first module – as shown in Fig. 2 – is the stereo matching,
which first rectifies the input stereo images and reduces the
image size by binning. It then uses the semi-global matching
(SGM) [35] algorithm to compute a disparity image (Fig. 3
(b)), taking the rectified stereo images as input. From this,
a depth image is computed. This depth image and the left
camera image are then used by the VO module to compute the
relative 6D motion of the camera with respect to stored, previ-
ous images (the key frames). The resulting motion is mapped
to the rover center and thereby provides the 6D relative pose
of the MMX rover with respect to the environment. The pose
estimation (PE) module estimates the 6D pose of the MMX
rover using the VO estimates as well as other inputs like the
intermittently available absolute attitude estimation from the
Sun sensor. The modules up until here are relevant for the
localization of the MMX rover.

The depth image is then also used by the obstacle detection
(OD) module to detect different obstacles in the Phobos
environment that need to be avoided by the MMX rover for
safe navigation. It generates a 2.5D obstacle-cost map as
output that encodes the traversability costs considering the
locomotion capabilities of the MMX rover (see Fig. 3 (c) and
(d)). In addition, it also generates the 2.5D elevation map
as a digital elevation model (DEM) of the environment that
is within the NavCAM’s view. The mapping (MAP) module
takes the 6D pose estimates of the MMX rover provided by
the PE module and the traversability 2.5D cost map from OD
as inputs and outputs a 2.5D local rolling cost-map that moves
with the MMX rover. It is a local map to limit the map-size
and therefore the memory consumption. Besides its use for
navigation, the map can be sent to Earth as a science product
to provide spatial context for measurements by the science
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Figure 4: Architecture of the Rover’s software partition
concept on the OBC. The Xtratum Next Generation (XNG)
hypervisor partitions time and OBC resources for different
components. The NavDLR software sits in its own partition
called NAVDLR and has RTEMS as its operating system.

instruments.

Finally, the obstacle avoidance (OA) module uses this lo-
cal rolling cost-map and the MMX rover’s pose estimate
to generate the necessary motion commands. The motion
commands can be provided by OA at different complexity
levels. It can serve as a hazard-detection module that triggers
safety stops, as shown in Fig. 3 (c) and (d). Alternatively,
it enables the rover to follow predefined paths or even to
actively avoid obstacles on a path towards a goal position.

The development of NavDLR is closely linked to the ar-
chitecture and the performance capabilities of the rover’s
on-board computer (OBC). The OBC consists of a Xil-
inx Zynq-7000 system-on-chip (SoC) integrated on a board
with 512MB of DDR3 RAM. The software architecture
from NavDLR’s perspective is shown in Fig. 4. The OBC
runs an Xtratum Next Generation (XNG) hypervisor3 which
separates the different software subsystems into partitions.
Communication between the partitions and access to system
resources is restricted by the hypervisor to prevent unwanted
interference. NavDLR will be in a partition of its own, called
the NAVDLR partition. Other partitions contain software to
carry out other experiments as well as software relevant to the
MMX rover mission like the Command and Control Software
(CCSW), memory management, or locomotion control. We
use the RTEMS4 real-time operating system on the NAVDLR
partition to run our navigation pipeline.

4. TESTING FOR NAVDLR
All modules of NavDLR that were described in the previous
section need to be subjected to extensive testing. Recalling
the limited mission time on Phobos, it becomes clear that no
further development on the navigation pipeline can be done
once the rover has landed, but instead the testing needs to be
extensive and be completed beforehand.

3https://fentiss.com/products/hypervisor
4Real-Time Executive for Multiprocessor Systems https://www.
rtems.org
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Figure 5: Our different testbeds for NavDLR with respect to MMX rover representativeness. The software track focuses on the
testing of the algorithms, the agile track focuses on a high fidelity mock-up of the on-board computer (OBC) and flight avionics
in a project-internal testing setup, the flight track has the highest hardware and flight software fidelity but these resources are
shared with the full MMX rover project, thus access is highly limited.

Our software development is based on a development ap-
proach adopting some agile principles, e. g., iterative and
incremental development cycles and continuous integration
and testing. However, our project is embedded in a large-
scale overall system project that is not agile. Our testing
needs to reflect that approach. We therefore outline some
aspects of our testing philosophy.

Story-based testing: To follow agile methodologies, we
define major development cycles. Each development cycle
aims at integrating new features into the code and making
existing features more robust. At the end of the development
cycle, the features are tested in a new application scenario,
i. e., a new task that the rover software needs to solve. We
call these tasks adventures and make each adventure more
challenging for the modules and the pipeline. An example is
our first story, the Safety Stop Adventure (SSA), where the
test data is a straight trajectory over terrain with obstacles,
which is based on real input data. The software needs to
signal a hazard detection once the cameras get too close to an
object. Even though some of the software modules are only
set to a pass-through mode, the SSA did require all internal
interfaces to be defined and correct data flow to be enabled,
thus representing a major milestone in our development.

Upcoming adventures are, among others, Follow Path Adven-
ture, Evade Stone Adventure, Mapping Adventure, Survive
Phobos Adventure (Stress testing).

Continuous, automated, and data set-based testing: The
idea is to automate as many tests as possible, and execute
these tests continuously for any software update. This ob-
viously includes unit tests for software elements but also
tests for modules, up to executing navigation trajectories and
running integration tests. To enable the recurring execution
of these tests, the sensor data needs to be pre-recorded and
readily available. Thus, we rely on a collection of data sets
that capture as many aspects of the testing as possible. We
call this automated and continuous testing Software-in-the-
Loop, which constitutes a major part of our testing campaign
as software track – see Fig. 5. Indeed, any change in our
code triggers the automated unit tests and any major release

is supposed to trigger all available automated tests on module
or even pipeline level.

Limited access to flight hardware – workarounds needed:
Finally, a major aspect of testing NavDLR is the fact that we
have very limited access to the actual MMX rover flight hard-
ware, its engineering model, and simulated system mock-
ups. We therefore consider two testing tracks in parallel:
The first is the flight test track that is done with the flight
hardware mockups and simulations for infrequent, final tests
to guarantee compatibility with the actual MMX rover. For
more frequent integration testing, we create our own flight-
system analog testbed. This agile test track is maintained by
the NavDLR development team and we use it to emulate all
interfaces and the OBC of the MMX rover. This second track
allows for fast, independent iterations in testing during the de-
velopment, which is in accordance with the agile elements of
our development philosophy. All testing tracks are visualized
in Fig. 5.

Testing Categories

To ensure the desired performance of NavDLR, testing needs
to cover multiple different fields. Generally, three major
categories regarding testing need to be considered.

FUNC – Functionality-oriented and algorithmic testing:
Tests that evaluate the algorithmic correctness of NavDLR,
using either qualitative evaluation methods or quantitative
metrics. It aims at ensuring that a) NavDLR is an algorith-
micly correct re-implementation of RM-NAV modules and
b) the algorithms provide correct results in terms of absolute
measures. These tests can either consider individual modules
or the whole navigation pipeline in different scenarios.

SYS – System integration-oriented testing: These are tests
to ensure the operability of NavDLR on the flight system.
They range from tests that consider NavDLR on actual
engineering models of the flight system to tests that run
the code on representative CPU architectures. Our testbeds
regarding the system integration are conceptualized in Fig. 5
and detailed in Section 5.
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ENV – Environment-oriented testing: NavDLR is tested
with respect to the expected environmental conditions on
Phobos. All aspects of the Phobos surface conditions that
we deem relevant for NavDLR are discussed in Section 6.
It has to be noted that a high degree of uncertainty exists
regarding the regolith composition on Phobos, which strongly
influences the scene observed by the navigation cameras and
thus, reliable predictions for the navigation performance on
Phobos are challenging to produce. The ENV tests try to
ensure the functionality of NavDLR for the expected Phobos
environment based on a nominal scenario [36]. It furthermore
aims at assessing the limitations and robustness of NavDLR
for corner cases and environmental conditions that lie at the
edge of the envelope of expected environments. The genera-
tion of sensor data that encapsulates the Phobos environment
is described in Section 7 and our testing with respect to the
environment in Section 8

Testing Approaches

We define different testing approaches, which cover the
extensiveness and the state of development were the tests
are used. This differs from the already presented categories.
The categories highlight the field of application for the test,
whereas the approaches highlight the granularity and the
expected results.

We define the following test approaches, and which cate-
gories they cover:

• Unit Testing & Module Testing [FUNC, SYS]: The
project uses a test-driven approach to software development.
Hence, all parts of the implementation have to be covered by
unit and module tests. These are tests that are frequently and
automatically executed on the function/module level for all
code of NavDLR and usually test small granular aspects of
the code.
• Verification Testing [FUNC, SYS]: Tests or analysis that
confirms that each module and the overall software is made
according to specifications, provides correct output for a
given input and fulfills testing metrics for ideal sensor inputs.
The metrics need to be fulfilled either with respect to external
reference measurements (ground truth) or with respect to the
original navigation components of RM-NAV.
• Validation Testing [ENV]: Tests that confirm that a mod-
ule or the overall software can perform under representative
environmental conditions for representative sensor measure-
ments. Clear pass and fail criteria are stated for these testing
conditions. Validation tests are done both for the overall
pipeline and for each individual module of NavDLR.
• Integration Testing [SYS]: Integration testing aims to
ensure that NavDLR can run on the MMX rover’s OBC
using the available system architecture and resources and can
correctly interface with other partitions on the OBC.
• Stress Testing [ENV]: Stress tests are for the preparation
of the NavDLR experiment on Phobos. It is a preliminary
assessment of NavDLR’s performance under conditions that
exceed the scope of the validation, but might possibly be
encountered during the deployment on Phobos. These ex-
periment preparation tests can be considered as stress tests
for NavDLR. There are no pass/fail criteria, but rather an
evaluation of the extent to which NavDLR can cope with
potentially extreme environmental conditions.
• Acceptance Testing (External V&V) [SYS]: This is an
overall NavDLR pipeline test on a system that represents
the final flight system as closely as possible to ensure flight
readiness of our software. Acceptance testing should test
the functionality and correct final integration of the naviga-
tion pipeline and the capabilities to retrieve data from the

NavDLR partition and to send commands to it. For this
test, the NavDLR software is uploaded to the test model
target and started, together with all interfacing components
subject to testing. Acceptance tests will be limited to a few
as-monolithic-as-possible configuration scenarios to account
for the limited test time that is available on the acceptance
testing platform. The union of performed tests will cover all
acceptance testing aspects.

Testing the Requirements

A key element of NavDLR development is the testing of
the requirements for a formal verification and validation. In
accordance to our testing philosophy, the formal requirement
tests are to be automated to the extend possible, and an
automated reporting system is planned to be introduced.

For all other requirements, formal qualification campaigns
are envisioned that evaluate NavDLR with respect to its
requirements as major project milestones.

5. SYSTEM INTEGRATION TESTING
The system integration testing – covering the SYS testing
category – aims to verify that NavDLR is able to function
correctly when running within the flight software and hard-
ware of the MMX rover. We describe how to recreate and
use mock-up versions of the flight system to aid our testing,
in addition to the highly limited acceptance testing done e. g.,
on an MMX rover engineering model.

The hypervisor-based software architecture of the rover pro-
vides strong separation between each subsystem’s software,
with clearly defined interfaces. This allows much more test-
ing to be performed at the unit testing level. However, aspects
of the software which inherently require system resources
or interaction with other subsystems must ultimately have
their interfaces with the external components tested. The
external interfaces of NavDLR can be divided into several
categories, each with different prerequisites for integration
testing. NavDLR makes some calls directly to hypervisor
functions, in order to query the system time or control its
execution. Representative testing of these calls requires
NavDLR to be executed in the hypervisor. As the only board-
support package available for the hypervisor is for an ARM
processor, this in turn requires an ARM target, such as a
Zynq-7000.

Therefore, all agile and flight track testing considers an ARM
target. In contrast, the Software-in-the-Loop testing of the
agile track is executed on a x86 architecture.

Interactions with other partitions via the hypervisor’s inter-
partition communication (IPC) channels, such as for sending
life signals or receiving telecommands, require not only the
hypervisor itself, but also other partitions, real or mocked,
as communication partners. Communication of larger data
blocks, like images or maps, is performed using shared
memory rather than the hypervisor’s IPC channels. This
requires communication partners, real or mocked, but not
necessarily the hypervisor. NavDLR calculates depth images
from the stereo navigation camera images using SGM. In
order to accelerate this calculation, it is performed on the
programmable logic (FPGA) of the Zynq-7000. Testing this
component, and the software’s interaction with it, therefore
requires a Zynq-7000 SoC. Finally, ensuring that NavDLR is
able to operate within its CPU-time and memory constraints
is also best achieved when compiled for and executed on the
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Figure 6: NavDLR’s agile-track System-in-the-Loop test system: A development board with a representative Zynq SoC runs
the Xtratum hypervisor, the NAVDLR partition and the test program forwarder in a separate partition. The forwarder connects
via Gigabit Ethernet to a test program running on a general purpose computer to command and test NAVDLR. The test program
can provide NAVDLR either with pre-recorded sensor data or live data, e. g., images from a camera.

target Zynq platform.

In order to test these aspects, two integration test systems
(Figs. 6 and 7) are under development. One is developed at
the NavDLR internal project level on the agile track, one at
the system level for the overall MMX rover on the flight track
– recall Fig. 5.

Agile Track System-in-the-Loop

The first system is the NavDLR internal platform and is
shown in Fig. 6. The center of this system is a SoC from
the Zynq-7000 family, as will be used in the flight OBC.
This chip is on a commercial development board, providing
a power supply and access to peripherals. The SoC is
connected via Gigabit Ethernet to a PC running a general-
purpose Linux distribution. This Linux-PC can be connected
to cameras to provide live image data to NavDLR, or it can
provide pre-recorded images from existing data sets, as dis-
cussed later in Section 7. The PC runs a test program, which
communicates with the SoC to facilitate testing of NavDLR.
It can receive data from NavDLR’s outputs, such as telemetry,
life status signals, and non-volatile memory requests. It also
sends data to NavDLR, both as a direct response to requests
(such as acknowledgments) and to initiate certain behavior
for specific tests (such as sending telecommands). The PC’s
test program also evaluates the responses from NavDLR to
see whether they match expectations. In this way, the Linux-
PC’s test program functions as a high-level mock. The PC’s
test program is also able to access NavDLR’s internal data,
which is not externally accessible under flight conditions, by
accessing NavDLR’s memory. This allows more convenient
and detailed insight into NavDLR’s behavior for development
and debugging. By having all interfaces as mocks under
the NavDLR development team’s control, we are able to
easily generate edge cases, such as invalid messages sent to
NavDLR, and verify that NavDLR is able to handle these
appropriately. The Linux-PC’s test program makes use of Qt
to provide a graphical user interface to help control manual
tests. It additionally allows to visualize the results, e. g., data

products like the ones shown in Fig. 3.

In order to allow the Linux-PC’s test program access to
NavDLR via Ethernet without modifying NavDLR itself, a
second component to the test program is also developed.
This component is executed on the SoC as a separate par-
tition running on the Zynq-7000’s other CPU core. As this
program is necessarily running on embedded hardware with
all the limitations and challenges this brings, as much logic
as possible is off-loaded to the PC’s test program. The
component on the Zynq acts only as a forwarder of messages,
reading data from the PC via Ethernet, converting to the
necessary format and forwarding to NavDLR via the same
inter-partition communication mechanisms which NavDLR
uses in flight, and similarly forwarding data from NavDLR
back to the PC.

This system will be used in two situations. In the first, it
will be connected to our continuous integration infrastructure
to allow the software to be built for the target architecture
and executed in a representative hardware and software en-
vironment. This allows rapid and convenient testing, such
that they can be executed with every software update, similar
to unit tests, but at a higher integration level. In the second
situation, this system will be connected to live cameras which
are mounted on the LRU as a movable platform (like in Fig. 9)
in the Planetary Exploration Lab (see Section 7) for dedicated
testing campaigns. This allows a realistic simulation of the
full NavDLR pipeline in a closed navigation loop, consisting
of stereo image capture, data transfer to NavDLR, processing,
generation of movement commands and appropriate move-
ment of the cameras, as if they were mounted on the MMX
rover.

As side note, the Agile Track Processor-in-the-Loop from
Fig. 5 is the same SoC, but running a Linux distribution as
operating system. This allows testing for the architecture and
resource consumption in a more easily accessible environ-
ment, running the same automated tests as for the Software-
in-the-Loop.
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Figure 7: The MMX rover’s flight-track system-in-the-loop test system: A custom on-board computer with a representative
Zynq SoC runs the Xtratum hypervisor, the NAVDLR partition and other real partitions. A TM/TC brick connects the test PC
to the on-board computer using a flight-representative communication link. The test program on the PC can send and receive
commands to NAVDLR via the brick and the command and control partition.

Flight Track System-in-the-Loop

The second system is developed in the context of the overall
rover project and is shown in Fig. 7. It is the system-in-
the-loop testing platform as part of the flight track. This
system also centers on a Zynq-7000, but as part of a custom-
designed OBC much closer to that which will be used in the
flight model. This includes additional hardware components,
such as Ferroelectric Random Access Memory (FRAM) for
storage of state data of the rover, and the flight equivalent
communication link. The test system includes a TM/TC brick
which emulates the MMX spacecraft end of the communica-
tion link, as well as a suite of software running on a test PC,
which allows the generation of telecommands and the logging
of telemetry.

In this system, the SoC contains a full suite of real flight
software, in so far as it has been developed. This means
no mocking framework is required; NavDLR interfaces with
other real components. This provides a more representative
hardware and software environment than our NavDLR inter-
nal integration test setup. Testing on this system allows de-
tection of any issues arising from timing differences between
the mock and real versions, or from any potential differences
between the mock’s behavior, based on the NavDLR devel-
opment team’s understanding of the interface specifications,
and the real behavior. However, some software components
will be ready only late in the project, as they are developed
concurrently with NavDLR. Additional complications are
that we only have limited access to this system and generating
edge cases with it is more difficult than using mocks.

Acceptance Testing on the Flight Track (External V & V)

As is oftentimes the problem in space missions, the access
of high-level software, such as NavDLR, to flight hardware,
before launch, will be limited due to timeline pressure. To
reflect the need for acceptance testing of NavDLR, its in-
terfaces with other subcomponents - central rover software
components, Sun sensor, locomotion, navigation cameras -

will be tested using a setup involving engineering-model
hardware components and a software simulator mimicking
the functioning of the rover system. In addition to that,
the path commanding capabilities of the OA module will be
verified in a software simulator only. Potential testing on an
engineering model during the flight phase after the mission
launch is an ongoing discussion.

6. PHOBOS ENVIRONMENT RISKS
Testing of NavDLR needs to take the surface conditions of
Phobos into account. A summary of relevant Phobos envi-
ronment aspects was compiled in the Phobos environment
requirement document (ERD) [36]. As a general rule of
thumb, Phobos is assumed to be similar to the Earth’s moon
in aspects regarding vision-based autonomous navigation,
but darker – with several exceptions. We briefly state all
properties of Phobos’ surface that we deem to be relevant for
our autonomous navigation algorithm. We furthermore as-
sess the risks of the environmental influences for NavDLR’s
performance.

Illumination and Optical Properties

Like the Moon, Phobos lacks an atmosphere. Thus, the
incoming light is the unfiltered solar spectrum with a pre-
dictable – strong – intensity. Diffuse light (usually mostly
caused by an atmosphere) is almost absent due to the low
albedo of Phobos’ surface, resulting in sharp shadows with
strong contrasts between the illuminated and shadowed areas
[36].

The landing site of the rover is selected to be the side of
Phobos that faces away from Mars (Phobos is tidally locked)
[1], thus no additional illumination reflected from Mars needs
to be considered.

The distance from Phobos to the Sun oscillates between
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Figure 8: Reflectance properties of Phobos (red and blue
areas) and the Moon compared to the EAC-1A analog soil.
The Moon data are measurements of sample number 14163
from Apollo 14. The Phobos values are predictions from the
ERD.

approximately 1.4 and 1.65AU [36]. The intensity of the
sunlight is therefore reduced by a factor of 0.5 to 0.35 com-
pared to the sunlight received on top of Earth’s atmosphere.

The soil has a rather featureless reflectance spectrum except
a variable red slope (more reflective in the red than in the
blue spectral regions), similar but weaker than seen for lunar
soil: Phobos’ geometric albedo at visible wavelengths is very
low, around 7% compared with 12% for the Moon [36]. In
Fig. 8, we plot the expected standard reflectance (i = 30◦

and e = 0◦, where i denotes the incidence angle and e the
emission angle) of Phobos soil using estimations from orbital
observation data [36]. Note that for Phobos, two different
principal categories of soil are observed in orbital data. These
are general regions on Phobos, where the regolith is overall
very dark, but slightly differs in the spectral reflectance, that
is a red and a blue region.

The figure additionally shows the results of an analysis of
an Apollo 14 sample of different grain sizes for reference
[37]. We see that Phobos reflectance is approximately three
times lower than that of the Moon, but in general one can
say that both celestial bodies have similar and dark soils with
continuous reflectance spectra.

Risk – Our risk assessment regarding the illumination con-
cludes that the strong contrasts need to be considered in the
testing approach, especially for the capability of the SGM to
compute disparity values in areas that are over- or underex-
posed. Differences in illumination of the scene compared to
e. g., the Moon can be mitigated by different camera exposure
settings, thus similar test procedures can be applied. Motion
blur because of longer exposure times is considered a low risk
due to low driving speed of the rover.

Moving Shadows

Phobos orbits Mars in a tidally locked setup and therefore
has a rotation with respect to the Sun that is equal to its orbital
period Torbit = 7.66 h [36]. The Sun therefore moves relative
to objects on Phobos (e. g., stones) with the same angular

velocity during a Phod, casting moving shadows.

The relative angular velocity casting these shadows can be
calculated as

ωshadows ≈
360◦

Torbit
= 47.01

◦

h
.

Recall that the rover itself is envisioned to drive with a very
low velocity of a few millimeters per second, which can
cause scenarios where the shadow movement is the principal
visual change in a scene observed by the rover’s cameras. As
outlined in Section 3, the VO tracks corner features (that are
features with strong contrast changes at the feature location)
in a scene over several frames, which can potentially be the
edges of the shadows.

Risk – We identified a high risk that the borders of the shad-
ows will be tracked by the VO and their movement will
cause an invalid ego-motion estimate by the VO. This risk
is of principal importance and will have to be investigated
thoroughly, creating task-specific test data sets, in simulation
and in the laboratory.

Soil Composition and Rock Distribution

The surface soil composition and the rock distribution on
Phobos is an unknown factor with a high uncertainty [5]. Due
to the limited resolution of existing orbital images, the surface
properties need to be estimated using data from other celestial
bodies, e. g., the Moon [38]. The surface composition is
of importance to NavDLR, as the VO and partially also the
SGM need structured visual information to observe the rover
movement or compute depth images.

In the case of very smooth surfaces, e. g., a pure layer of
dust, and few to no visible rocks, poor performance can be
expected from NavDLR. On the other hand, having a very
rocky surface could potentially render the rover’s locomotion
and thus our obstacle detection obsolete.

There are no high-resolution images of Phobos available
[5], however, the ERD [36] generally considers a rock and
stone distribution similar to the Earth’s moon. The ERD
discusses several surface scenarios. In the end, it defines
several design cases as potential scenarios, considering e. g., a
dusty surface, rough sand, or powder with potentially dozens
of rocks visible in the navigation camera images.

Risk – Our risk assessment requires an evaluation of the im-
pact of surface smoothness to define the operational bound-
aries of NavDLR, especially for the feature tracking by the
VO as well as for the disparity computation by the SGM. The
susceptibility of the vision algorithm to surface smoothness
is intrinsic to the algorithm’s conceptual design. We expect
the nominal scenarios defined in [36] to constitute navigation
scenarios that are well suited for NavDLR. Extreme corner
cases like the absence of rocks and a purely powder surface
will only be considered in a limited number of stress tests.

Radiation

According to [36], the radiation environment of Phobos is
identical to interplanetary space – with the only exception
that the body of Phobos itself provides some shielding from
the radiation. This therefore results in a high radiation
environment with negative effects on the hardware.

Virmontois et. al. [39] describe in detail radiation effects on
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the CASPEX camera model with a CMV4000 chip, that is
the camera model of the MMX rover. The space radiation is
expected to cause the following two principal effects on the
camera images:

• The total ionizing dose (TID) assumption for the mission is
discussed in [4] and is approximated to 2.5 kRad in Silicon
for a 3mm aluminium shield thickness. As seen in [39,
Fig. 4], the TID increases the dark current for all pixels, thus
we expect an elevated mean dark current level for the camera
chip, thus increased sensor noise. Nevertheless, the mission’s
TID lies within the acceptable boundaries of the camera, as
the tests in [39] show.
• The displacement damage dose (DDD) for the expected
radiation will increase the hot pixel count on the camera chip
[39, Fig. 6].

Risk – Our risk assessment concludes that radiation-induced
noise and hot pixels on the camera images can cause the SGM
and the VO to fail to find corresponding matches between
stereo pairs (for depth) or matches between corner features
over consecutive images (for the VO pose estimation). The
binning of the camera image for NavDLR is considered to
reduce the influence of radiation noise, as any disturbances
are each averaged over four pixels. We nevertheless consider
space radiation a risk of medium importance and plan to test
the robustness of NavDLR to these effects. Furthermore,
mitigation strategies such image filtering to remove hot pixels
ought to be considered.

Electrostatic Dust Lofting

Phobos is expected to contain fine-grained regolith that is
produced mainly by thermal fragmentation and micromete-
orite impacts. On airless planetary bodies, incoming ionizing
(primarily solar UV) radiation and plasma potentially creates
electrostatic lofting of dust particles several meters above the
surface and a complex plasma sheath near the surface [40],
which is expected to apply to Phobos as well. Once the dust is
lofted, its charge will at some point be neutralized depending
on the photoemission flux and plasma electron/ion fluxes in
the plasma sheath, causing the particles ultimately to return to
the ground (lofting velocities are expected to be much smaller
than escape velocity for Phobos). Dust lofting is expected to
occur between sunrise and noon of a Phod. There is a high
uncertainty regarding the parameter values, in particular the
flux in particles or mass per unit area per unit time to predict
this phenomenon quantitatively for Phobos.

Risk – These particles can potentially accumulate on the
rover, but this is mainly a concern for the solar panels and
less critically for the camera lenses. There is a slight potential
risk for our navigation if the camera lenses would get covered
with a significant dust layer such that contrast suffers, but due
to the high uncertainty on this phenomenon, no predictions or
assessments can be made. Lofted dust particles observable in
the camera scene – similar to the lunar horizon glow [40] –
are expected to be no risk to the navigation algorithm as the
particle density is very low.

Other Environmental Risks

There are other environmental risks that we do not detail
further, as they are either common on Earth as well (consider
e. g., lens flares) or are yet unknown due to the little available
information on Phobos conditions.

Figure 9: SUPER stereo-camera setup, here mounted be-
tween the front wheels on the LRU rover at a height similar
to the MMX rover. Credits: Felix Oprean, DLR.

7. GENERATION OF REPRESENTATIVE
TESTING DATA

To obtain the testing data, one needs to consider two principal
aspects:

• A sensor suite that is able to perceive the environment
similar to the MMX rover sensors.
• Environments that resemble the Phobos environment as
closely as possible.

Sensor Unit for Planetary Explorations Rovers (SUPER)

First, we present our principal sensor suite. In [32], we
established that handheld navigation testing constitutes a
valuable and logistically less challenging alternative to tests
with fully integrated robots. We used the SUPER in the desert
of Morocco to create a multitude of data sets. SUPER is
a sensor stack that consists of stereo cameras, an IMU, an
on-board computer and an independent power supply. It was
carried by hand to record data for the MADMAX data set
[32].

To record the testing data for NavDLR, we follow a very
similar approach. We adapted the SUPER cameras to be sim-
ilar to the MMX rover, by mounting two Allied Vision Mako
G-419C cameras (CMV4000 sensor with Bayer pattern) in a
stereo configuration with a 60mm baseline. Furthermore, we
equip these cameras with Kowa LM6HC lenses to recreate
the wide field of view of the MMX rover. The camera’
specification is shown in Table 1 and the setup is shown
in Fig. 9. For testing, we decouple the SUPER sensors
from its computing body and use the sensor-stack in different
configurations as outlined below.

Mt. Etna

The volcano Mt. Etna is a well-known planetary analog
testing site that provides an environment similar to the Moon
in terms of appearance and several geological aspects [41,
p. 109ff]. Etna is frequently used for planetary robotic tests,
for example our Moon-analog campaigns ROBEX [8] and
ARCHES [9], or other tests that validate space exploration
instruments, e.g., testing a ground penetrating radar for the
ExoMars mission [42].

We use the opportunity of the ARCHES field test [9] to record
Phobos analog navigation data there as well. Our experiment
site is located at approximately 2700m altitude. It is a slope
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Table 1: MMX rover and SUPER camera specifications, showing different and shared properties.

MMX rover SUPER
Chip CMV4000

Sensor 2048× 2048 RGB (Bayer pattern), pitch 5.5× 5.5µm
Image for NavDLR 1024× 1024 grayscale, binning mode

Optics Custom made (CNES) Kowa LM6HC
Focal Length 7.85 mm 6 mm

Diagonal Field of View 118° 108°
Horizontal Field of View 81° 88°

Baseline horizontal, 60 mm
Camera Height above Ground 30-35 cm adjustable

with varying steepness of approximately 500m length with
planar areas in between, positioned between the Cisternazza
crater and the Monte Escrivà, one of the smaller volcanic
cones located on the flank of Etna. The experiment site
mostly consists of gravel with a diameter of few millimeters
to centimeters, but additionally features scattered basaltic
stones and ridges of significantly larger sizes. An impression
of the area can be seen in Fig. 9 (right).

For data recording, we mount the SUPER camera stack
between the wheels of our LRU Rover (see Fig. 9, left) and
integrate them with the rover’s power supply and OBC. This
setup allows us to record Moon (Phobos) analog data with
a testing platform that features the movement characteristics
of a rover system, the correct sensor height, and even an
illumination that is getting close to the target environment
in terms of intensity. For ground truth (GT), we use a RTK
GNSS.

We recorded a very diverse set of trajectories on Etna, with a
total length of several hundreds of meters. They include long
range straight drives as well as a curve-rich mapping of closer
spaces. We recorded both in areas where obstacles are mostly
absent, and in obstacle-rich environments.

However, not all environmental aspects can be correctly
captured with our data recording on Etna. The coarse gravel
of Etna, the relatively high movement speed of the LRU
compared to the MMX rover, and the diffuse illumination
due to the atmospheric scattering of the sunlight alter the
conditions compared to the expected Phobos environment.

Planetary Exploration Laboratory (PEL)

Our second location for test-data recording is the Planetary
Exploration Laboratory (PEL) of the Institute of Robotics
and Mechatronics. It is a 10 × 5m sandbed with variable
slope, filled with exchangeable soil. It can be seen in Fig. 10.
The PEL features an ARTrack system to determine the sensor
stack’s pose using infrared markers. For the data from PEL,
we mostly mount the SUPER cameras on a beam that is
guided by a linear slide and whose orientation can be mod-
ified, to ensure smooth camera movements on predetermined
paths for repeatability. This setup can be seen in the upper
part of Fig. 10. Finally, in PEL we can change the number and
the positions of the illumination sources, allowing us to test
e. g., for moving shadows. PEL is currently in the process of
undergoing the following modifications in order to resemble
Phobos-conditions.

EAC-1A Soil as Phobos Analog—The EAC-1A lunar regolith
simulant [43] is Königswinter basanite (similar to basalt).
It looks fairly black. It is available in large quantities and
can be used for testing, for example in the LUNA simulation
hall, which is going to be built at the DLR/ESA premises in
Cologne, Germany [43]. Engelschiøn et al. [43] analyze the
physical and chemical properties of EAC-1A and conclude
that it can serve as a low-cost lunar analog. We complement
this analysis with the spectral properties of EAC-1A that
we show in Fig. 8 for the standard reflectance and compare
the measurements with reference data from Moon and with
estimates for Phobos.

EAC-1A is optically rather well representative of the Moon.
It is also featureless and red-sloped. But its reflectance is
3 - 6 times higher than Phobos soil, while its red slope
is approximately representative. The mean grain size of
EAC-1A is consistent with estimated models from [38] for
Phobos soil, and matches model 1 in particular - but all
Phobos models of [38] are putative. The conclusion is that a
simple reduction of exposure times by a factor of 4 - 5 if using
EAC-1A as a backdrop for rover navigation simulations is
closely equivalent to a real scene on Phobos. We are therefore
upgrading PEL with large quantities of EAC-1A to improve
its Phobos representativity.

Illumination of PEL— We adapt PEL with respect to the
illumination conditions with an approach that is similar to
[44]. First of all, we use a strong illumination source with a
continuous spectrum, the Radium HRI-T 2000 W metal halide
lamp with quartz burner in a flood-light setup, similar to what
is found in sports stadiums. The light has a color temperature
of 7200K. As a smaller and more mobile addition, we
are currently evaluating the procurement of tungsten-fresnel
cinematic illumination sources, as was done by [44], however
these feature color temperatures around 3000K, thus repre-
senting a trade-off between mobility and fidelity.

Second, the laboratory has to be modified to eliminate as
much diffuse illumination as possible. In our case, this results
in the use of black theater molton (cotton fleece) curtains
hung around the testbed. Additionally, we will consider
painting the walls and ceiling in black.

OAISYS Simulator

OAISYS [45] is a simulator for unstructured outdoor en-
vironments with a focus on planetary surroundings. The
simulator can automatically generate a variety of different
worlds based on configuration files. It is based on the free and
open-source 3D computer graphics software Blender. As a
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Figure 10: View of DLR-RM’s Planetary Exploration Lab-
oratory (PEL). The SUPER camera stack is mounted on a
beam that is moved via a linear slide. The ground truth is
measured via the ARTrack tracking system using spherical
reflective markers. PEL is currently upgraded to a Phobos
analog setup.

result, the simulator can achieve photorealistic image results,
which are important for testing perception-based navigation
components. For future space-exploration tasks which might
also use modern machine learning techniques, OAISYS also
renders material-based semantic information. The simulator
is open source and is extensible, which gives it advantages
compared to other planetary simulators like PANGU [46].

We use OAISYS to generate Phobos analog image data for
predefined environments and movement trajectories. This
provides us with the benefit of having exact ground-truth in-
formation and the ability to create representative illumination
scenarios.

Rover System Simulator

Recall that one of the features of NavDLR is an active
obstacle avoidance – OA – which cannot be tested purely
on data or with the OAISYS simulation. Instead, it needs a
testing setup that allows for an active feedback loop regarding

Figure 11: Photorealistic example images from the simulator
OAISYS. While the impressions here show a desert with a
blue sky, we are in the process of extending the simulator
to generate Phobos-like surfaces without an atmosphere. We
use this tool to create any Phobos scenarios that either require
exact ground truth or cannot be replicated in a real-life setup.

Figure 12: Simulation of the MMX rover system, its loco-
motion, and its interaction with the Phobos surface.

motion commands. For this, we interface our software with
a system simulation of the MMX rover [47]. This simulation
provides a detailed representation of the rover system and its
interaction with the ground while driving. Motion commands
that NavDLR sends to the simulation are translated into wheel
motions. The camera images are provided as well, however
not in photorealistic conditions. We nevertheless argue that
the optical properties of navigation are tested otherwise and
here only the active feedback loop of the NavDLR with the
rover matters. A rendered scene from the simulator with the
rover on Phobos is shown in Fig. 12.

Pyxel Radiation Simulator

As stated in Section 6, we expect the radiation effects on
the camera images to pose a moderate risk to our navigation
approach. To test the robustness of our navigation with
respect to TID and DDD radiation effects, we use the PYXEL
software tool [48]. It is a tool developed by ESA and allows
the alteration of existing images by overlaying radiation noise
in accordance with the camera sensor type and the expected
character of space radiation. As it is a post-processing tool,
we can potentially alter all our data sets and compare the
change in navigation accuracy with added radiation influence.

8. ENVIRONMENTAL TESTING
We established the environmental risks in Section 6 and
stated how we generate sensor data for these environmental
risks in Section 7. Now, we focus on the consideration of
these aspects in our testing campaign, which lies in the ENV
category as discussed in Section 4.

As previously stated, the high uncertainty regarding the
Phobos surface environment complicates the generation of
comprehensive testing campaigns. Instead, our approach
is to define reference cases that we use for our validation
tests. Subsets of all other environment-parameter variations
are investigated in the stress tests.

The validation tests will require NavDLR to accurately navi-
gate, map, and detect all obstacles, in three different environ-
ments: We consider the Etna data as the first Phobos valida-
tion scenario. Even though these data do not capture the full
spectrum of the Phobos environment, it is the best test case
in terms of illumination strength, length of trajectories, rover
motion, and scenario completeness. The second validation
scenario is simulated by OAISYS featuring the most likely
Phobos stone distribution, radiation effects on the camera,
moving shadows, and a rover speed of 1mm/s. The third
and final validation scenario replicates the second scenario as
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Figure 13: The testing dimensions for NavDLR. The actual
MMX rover on Phobos is the highest level in all three di-
mensions. Our testing effort aims at covering the dimensions
individually.

closely as possible, but with real-world data from PEL instead
of simulation. The radiation effects will be added in a post-
processing step of the image data. The PEL scenario allows
for more realistic sensor effects than the simulation, but it is
likely the parameters cannot be applied as precisely as in the
simulation scenario.

All other environmental aspects are not part of the validation.
Instead, variations of these parameters are used in the stress
testing to create preliminary reports on the limits and the
expected behavior of NavDLR.

9. DATA SET
Complementary to this paper, we also publish the data that we
use for testing NavDLR. Note that the development and test-
ing of NavDLR is an ongoing process, thus the available data
will be updated continuously. Our data is published online
under https://rmc.dlr.de/mmx nav testing.

The data that we publish is related to the ENV category
and presents our efforts with respect to to our preparation
regarding the environmental conditions on Phobos.

Currently, data from experiments is available that are in the
categories of Unit Testing, Verification Testing, the Safety
Stop Adventure, and partially already the Validation Testing.
Data for extreme environment cases i. e., the Stress Testing,
are the last to be created, according to our project plan.

The data of all experiments are sorted in a standardized way,
which is illustrated in the appendix. The input images are
provided in the standardized .png format. The intermediate
image products, such as depth or disparity use the .pfm
and .pgm formats to store floating point and integer values.
All other data is provided in text format. Note that we use
timestamps to link all corresponding data: the images and
image products have timestamps in their filename; the text
files have one timestamp per data point.

Note two aspects: First, the GT data can vary from experi-
ment to experiment. Outdoor data has only positional ground
truth but indoor or simulative experiments provide full 6DoF
poses as GT. Second, there are additional metadata files and

visualization of the experiment scene that do not fit to the
previously described data categories, but are only meant for
illustrative purposes.

10. DISCUSSION & CONCLUSION
This paper outlines our comprehensive testing for the
NavDLR autonomous navigation of the MMX rover on Pho-
bos. We discuss the three principal categories of testing in
detail: testing the software algorithm for correctness and
accuracy, testing the integration into the MMX rover OBC,
and considering the environment of Phobos. The last point
is of principal importance for NavDLR, as there is little
information available regarding the Phobos environment and
a wide range of environmental parameters need to be consid-
ered. Our testing of NavDLR for system integration is steered
by the limited availability of the flight system-representative
engineering models for testing, and our resulting adaptation
is the creation of NavDLR-internal integration platforms.

As discussed, there are plenty of aspects for testing NavDLR
to be considered, regarding our different test platforms and
can be summarized into three different dimensions: This
encapsulates the state of the flight software, in which envi-
ronment NavDLR is tested, and on what hardware our com-
ponent is executed. To categorize it, we create an overview
analog to [20], which is shown in Fig. 13. The MMX rover
on Phobos will combine the complete hardware and flight
software in the actual mission environment. No testing setup
here on Earth can easily capture all these three dimensions at
once, however, each aspect can be tested individually.

Fig. 13 shows that our approach for testing NavDLR covers
all three dimensions individually. Thus, it can be considered
a comprehensive approach to ensure successful execution of
the DLR autonomous navigation experiment on Phobos.

APPENDIX
The data set structure is identical for all different ex-
periments, each having a unique data id. For each
recorded experiment, the file structure is as follows:
DATA_ID
│

 ├── README.md # Metadata regarding the experiment
   │
 ├── calibration

   │ # All Data Regarding Calibration
       │ │ # raw calibration information
     │ ├── camera_calibration_callab.cal
       │ │ # calib info of rectified left camera image  
     │ ├── camera_info_left.txt   
       │ │ # calib info of rectified right camera image  
     │ ├── camera_info_right.txt  
       │ │ # principal stereo information        
     │ ├── camera_stereo_parameters.txt 
       │ │ # calibrated transformation of camera 
       │ │ # to robot center frame
     │ └── tf__robot_to_camera_left.csv   
│

 ├── camera
   │ # Rectified left and right camera images,
   │ # unique corresponding timestamp (ts)
     │ ├── img_rect_left_{ts}.png
     │ ├── img_rect_right_{ts}.png
     ...│ └──

 ⋮
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 ⋮
 ├── cfg

   │ # All relevant configuration files
     │ ├── stereo_sgm_param.txt
     ...│ └──

│
 ├── experiment_description

   │ # Information regarding the experiment setup and
   │ # camera scene view with tracking data visualized
     │ ├── frame_setup.pdf
     │ ├── scene_setup.pdf
     │ ├── scene_camera_left_{ts}.jpg
     ...│ └──

│
 ├── imu

   │ # IMU data for attitude (in case it is available)
     │ └── imu.csv

│
 ├── ground_truth

   │ # ground truth (gt) tracking of different types
       │ │ # Rover frames global tracking
     │ ├── world_to_camera_left_gt.csv
     │ ├── world_to_robot_gt.csv
       │ │ # Scene Objects w.r.t to robot/worldframes
     │ ├── camera_left_gt_to_object_X.csv
     │ ├── robot_gt_to_object_X.csv
     │ ├── world_to_object_X.csv
       │ │ #Robot frames w.r.t. their start
     │ ├── camera_left_start_to_camera_left_gt.csv
     │ └── robot_start_to_robot_gt.csv

│
 ├── sgm

   │ # disparity and depth data with unique timestamp
     │ ├── img_depth_{ts}.pfm
     │ ├── img_disp_{ts}.pfm
     │ ├── img_disp_{ts}.pgm
     ...│ └──

│
 └── vo

     # visual odometry poses; image feature lists
      ├── img_corners_{harris/agast}_left_{ts}.txt
      ├── vo_out_absolute.csv
      ├── vo_out_relative.csv
      ...└──
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M. Smı́šek, A. Wedler, J. Reill, and M. Grebenstein,
“Roving on Phobos: Challenges of the MMX rover for
space robotics,” in 15th Symposium on Advanced Space
Technologies in Robotics and Automation, 2019.

[5] P. Michel, S. Ulamec, U. Böttger, M. Grott, N. Mur-
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ing, R. Triebel, A. O. Albu-Schäffer, and A. Wedler,
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