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Physical modeling and numerical simulations of degradation
mechanisms in devices and insulators for power applications

by Federico Giuliano

Metal-insulator-metal (MIM) capacitors embedded in the back-end inter-
level dielectric layers have been recently proposed for analog and RF appli-
cations. Silicon dioxide (SiO2) is the main insulator in the electronics indus-
try because of its near-ideal properties; however, ultimate device degrada-
tion and failure is still limited by charge buildup in defect sites of the ox-
ide layer. The capacitors for galvanic insulation are complex structures with
a large thickness (in the micrometer range) subject to high electric fields.
The plasma-enhanced chemical vapor deposition process (PE-CVD) using
the tetraehtyl orthosilicate (TEOS) as a precursor is usually adopted for in-
terlayer dielectrics allowing to grow thick amorphous SiO2 films. TEOS ca-
pacitors for galvanic insulation are complex structures made through several
oxidation steps due to requirement related to the relaxation of the mechani-
cal stress that arises during the deposition process. Due to the relevant dif-
ferences in the processing steps adopted for the SiO2 growth, the dielectric
tends to show different electrical properties with respect to thermally grown
SiO2. TEOS SiO2 is known to provide a high leakage current and is found
to have a much larger density of preexisting defects. However, charge trans-
port characterization and modeling has rarely been studied. It is well known
that charge build-up in the bulk of the oxide and charge injection at the con-
tacts can significantly modify the electric field distribution across the device.
An undesired leakage current may arise that limits the device performance
and reliability. For this reason, a detailed knowledge of charge injection and
transport mechanisms of such materials under high electric fields plays a key
role in improving the reliability of such devices.

In this thesis, a TCAD approach for the investigation of charge transport
in amorphous silicon dioxide is presented for the first time. The proposed ap-
proach is used to investigate high-voltage silicon oxide thick TEOS capacitors
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embedded in the back-end inter-level dielectric layers for galvanic insulation
applications. In the first part of this thesis, a detailed review of the main
physical and chemical properties of silicon dioxide and the main physical
models for the description of charge transport in insulators are presented. In
the second part, the characterization of high-voltage MIM structures at dif-
ferent high-field stress conditions up to the breakdown is presented with the
measurements provided by STMicroelectronics. The main physical mecha-
nisms responsible of the observed results are then discussed in details. The
third part, which is also the core of this thesis activity, is dedicated to the im-
plementation of a TCAD approach capable of describing charge transport in
silicon dioxide layers in order to gain insight into the microscopic physical
mechanisms responsible of the leakage current in MIM structures. In partic-
ular, I investigated and modeled the role of charge injection at contacts and
charge build-up due to trapping and de-trapping mechanisms in the bulk of
the oxide layer to the purpose of understanding the oxide behavior under
DC and AC stress conditions. In addition, oxide breakdown due to impact-
ionization of carriers has been taken into account in order to have a complete
representation of the oxide behavior at very high fields. Numerical simu-
lations have been compared against experiments to quantitatively validate
the proposed approach. In the last part of the thesis, the proposed approach
has been applied to simulate the breakdown in realistic structures in order
to gain insight on the effect of the geometry of such structures on the break-
down under different stress conditions. In particular, the dependence of the
breakdown field on several parameters, such as the oxide thickness and the
stress condition, has been extensively investigated. The TCAD tool has been
used to carry out a detailed analysis of the most relevant physical quantities,
such as the trapped charge in the bulk oxide or the electric field, in order
to gain a detailed understanding on the main mechanisms responsible for
breakdown and guide design optimization.
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Chapter 1

Introduction

There is an increasing demand for systems that integrate logic, memory and
power integrated circuits (ICs), especially for high power applications in-
volving automobiles, drones, robots, and the Internet of Things (IoT) con-
trollers. Historically, the high voltage and low voltage ICs have been inte-
grated by optical interconnects so that the circuits remain isolated, but the
signals communicated. Optical interconnects consume a significant amount
of power and they have a large area footprint. Therefore, an alternative
approach based on technologies compatible with IC processing techniques
leading to far less power consumption and less area occupation, would be
particularly appealing. In this regard, a new multi-kV voltage transformer,
which uses standard IC back-end inter-metal dielectric as an ultra-compact
capacitive voltage-divider to connect high and low voltage ICs, has received
considerable attention [1]. Moreover, metal-insulator-metal (MIM) capaci-
tors embedded in the back-end inter-level dielectric layers have been recently
proposed for analog and RF applications [2], [3].

Silicon dioxide (SiO2) is the main insulator in the electronic industry be-
cause of its near-ideal properties; however, the degradation and failure of
MIM devices is still limited by charge buildup in pre-existing defect sites
of the oxide layer. Moreover, tetraethyl orthosilicate (TEOS) capacitors for
galvanic insulation are complex structures made through several oxidation
steps due to their large thickness subject to high and non-uniform electric
fields [1]. Figure 1.1 shows a schematic diagram of a typical stacked capac-
itor. The number of layers scales with the total oxide thickness. Since the
structure is embedded in the back-end, the high voltage is applied directly at
the top electrode where the bond wire is connected.

The tetraethyl orthosilicate (Si(OC2H5)4: TEOS) is usually adopted as a
precursor for the interlayer thick oxides in the plasma-enhanced chemical
vapor deposition process(PE-CVD). Such technique allows to deposit thick
SiO2 films in the back-end with good physical properties, but they are known



2 Chapter 1. Introduction

Figure 1.1: Schematic view of a typical TEOS stacked capacitor.
The TEOS thickness is in the range 10 − 20µ m. From [4].

to show a much larger density of preexisting defects with respect to the ther-
mally grown SiO2 on top of silicon bulks. The latter characteristic leads to
higher leakage currents, when compared to thermally-grown oxides on sil-
icon [5], [6], and the internal electric fields can be significantly modified by
charge build-up, further limiting the expected device performance and relia-
bility [7].

For this reason, a detailed knowledge of charge injection and transport
mechanisms of such materials under high electric fields plays a key role in
improving the reliability of such devices. Concerning conduction, since very
few free charges are present in the conduction band of an insulator at equi-
librium, electrons usually are supplied by the cathode contact and a high
electric field is necessary for an appreciable leakage current to flow through
the insulator. Thus, transport in the oxide is usually referred to as injection-
limited conduction [8]. There are three most relevant mechanisms giving rise
to the injection-limited current contribution. They are sketched in Fig. 1.2.
The thermionic emission, which consists in the classical emission over the
metal-insulator barrier and has an exponential increase with the temperature,
is due to the classical contribution of electrons with energy larger than the
barrier energy between the metal and the insulator. In metal-insulator inter-
faces, where a high energy barrier is typically present its contribution is neg-
ligibly small if compared to the other contributions. The Fowler-Nordheim
tunneling is the injection through the energetic barrier, which usually be-
comes relevant at high electric fields and usually is the most relevant contri-
bution in SiO2 due to the quite high metal-insulator barrier. The last injection
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mechanism is the thermionic-field emission which consists of a combination
of a thermal excitation and subsequent tunneling through a thinner barrier.

Figure 1.2: Energy band diagram representation of injection-
limited conduction mechanisms: thermionic emission,
thermionic-field emission and Fowler-Nordheim tunneling.

From [8].

A second important contribution to the leakage current in insulators is
the so called bulk-limited current [8], which is due to a combination of three
mechanisms: ohmic conduction where the current is mainly driven by the
mobile charge carriers being intrinsically present in the material, space-charge
limited current (SCLC) which is due to fixed charges in the material and trap-
assisted conduction which arises from the emission of carrier from traps ly-
ing in the energy band gap of the insulator. In particular, emission mecha-
nisms from traps play an important role in amorphous materials like TEOS
SiO2 [8].

Concerning defects, in the last decades trapping phenomena have been
investigated by different experimental techniques and many different types
of traps in SiO2 can be found in the literature [9]–[11]. Defects typically
present in SiO2 have been extensively investigated also theoretically [12].
However, it should be noted that the exact nature of the defects present in
this material is process-dependent, so even if it was possible to have an over-
all estimation, it is difficult to determine their energy levels and cross sections
unambiguously. Moreover, the majority of the analyses on oxide traps in the
literature address the role of defects in thin gate oxides which feature the
presence of silicon at least at one side of the oxide layer, thus Si/SiO2 near-
interface properties are investigated rather than bulk properties [13], [14].
Regarding bulk SiO2, researchers had to rely on theoretical calculations in
order to determine the density distribution and position of the traps as they
are difficult to be measured [15].
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In several models, the charge trapping process has often been treated us-
ing phenomenological approaches [16] for calculating the capture and emis-
sion rates, but their physical formulations often relies on simplified assump-
tions [17]. In order to obtain reliable physics-based results, an atomistic mod-
eling approach for the defects must be adopted. For this reason, the defects in
the dielectrics were also investigated theoretically in numerous density func-
tional theory (DFT) studies [18]. Among them, the approach with the most
interesting results is the one developed by Goes et al. [12] in the framework
of the non-radiative multi-phonon (NMP) theory. In [12], atomistic DFT sim-
ulations were performed on realistic amorphous structures, where variations
in the bond length and angles allow for new defect structures. Using these
approaches, the authors were able to extract the parameters, such as the trap
levels, to be used in a TCAD model and compare them with the findings from
time-dependent dielectric spectroscopy (TDDS) measurements.

As far as the physical mechanisms responsible for the breakdown are con-
cerned, the focus has been on very thin films (1 − 10 nm) [19], such as gate
oxide structures in CMOS technologies, whereas, for low-k interconnect di-
electrics, the thicknesses of interest are on the order of 100 nm [20]. It is
widely accepted that breakdown in very thin oxides is due to the formation of
percolation paths connecting cathode and anode caused by the generation of
defects in the bulk oxide [21]. Viceversa, in thicker oxides it has been shown
that impact ionization plays a relevant role in the definition of the break-
down. This is confirmed by some works on devices with oxide thickness in
the range of 10 − 100 nm [22], [23]. However, very limited data presently ex-
ist on the breakdown of very thick (1 − 10µ m) silicon oxide films deposited
by state-of-the-art CVD techniques. The characteristics of such thick films
are of great interest because they influence both the performances and the
reliability of their intended applications where they must withstand several
thousand volts [4].

Since stacked dielectrics have long been used in commercial products, the
reliability of the technology is empirically well established. Specifically, the
reliability of the technology for specific applications are well documented
and validated by experimental data. This promising technology, however,
will have new applications (or the voltage rating will be further increased
for the emerging applications), provided that we can interpret the empir-
ical data within a self-consistent theoretical and experimental framework.
Indeed, a fundamental understanding of DC, AC, and thickness-dependent
dielectric breakdown of stacked TEOS capacitors, will frame its properties
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in the broader context of time-dependent dielectric breakdown (TDDB) char-
acterization of dielectrics and will encourage the diversified use of the core
technology.

Dielectric breakdown has a long history with broad implications for tech-
nology as it occurs in almost every device as a failure condition as it is an
irreversible process. TDDB is a failure mechanism that occurs when a de-
vice breaks down as a result of a long-time application of a relatively low
but constant electric field (as opposed to direct breakdown, which is caused
by the increase of the electric field until the failure of the device). TDDB
involves breaking Si-O bonds in a bulk insulator which does not relax and
hence defects continue to build up accumulatively throughout the lifetime
of the operation of the device. For this reason it has a stochastic nature and
thus each device in a circuit may have different breakdown times. The net
reliability of the circuit is then dependent on the reliability of the least reli-
able device. Hence, the understanding of the statistical distribution (Weibull
distribution) of the failure times is very essential because the upper values
may be orders of magnitude different from the lower values. For this specific
reliability analysis, the average values have no meaning. Also, the measure-
ment of TDDB and the application of accelerating stresses is difficult due to
non-linear nature of the involved phenomena. Therefore an accurate physical
model of dielectric breakdown mechanisms is essential along with accurate
measurement techniques for the development of reliable dielectrics [24].

For such reasons, a TCAD-based model of charge transport capable of
correctly handling charge injection, trapping and de-trapping mechanisms
and avalanche onset in bulk SiO2 oxides is highly desirable as it would be a
key instrument for the development and optimization of ultra-compact ca-
pacitances in integrated high-voltage systems. The TCAD framework would
allow for the study of the full stack of materials once they are appropriately
modeled. Thus, the goal of this work is to provide an efficient TCAD model
for SiO2 which captures the most important physical mechanisms responsi-
ble for the leakage current. For this purpose, thick back-end MIM structures
have been characterized under DC and AC regimes and the main transport
features concerning traps have been extrapolated and modeled them in a
TCAD setup.

In this thesis, a TCAD approach for the investigation of charge trans-
port in amorphous silicon dioxide is presented for the first time. The core
of my research has been to investigate and model the most relevant physical
mechanisms responsible for conduction in silicon oxide. The role of charge
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injection at contacts and charge build-up due to trapping and de-trapping
mechanisms in the bulk of the oxide layer has been investigated to the pur-
pose of understanding the oxide behavior under DC and AC stress condi-
tions. Starting from a drift-diffusion model for charge transport, the role of
defects has been extensively investigated and then modeled by using a first-
order kinetic equation to account for trapping and de-trapping dynamics.
The spatial and energetic distribution of traps have been also modeled and
properly calibrated. In addition, oxide breakdown due to impact-ionization
of carriers has been taken into account in order to have a complete represen-
tation of the oxide behavior at very high fields. Numerical simulations have
been compared against experiments to quantitatively validate the proposed
approach. Different models have been proposed in the past years, but the
analysis were carried out on old-generation thermal oxides or were based
on simplified approaches where particular physical processes dominate. To
our knowledge, no attempts have been made to develop a complete model
for charge transport in insulator for device simulation. Besides, the research
work has focused on the study of the breakdown in realistic 2-D structures,
which exhibit a peculiar stress- and thickness-dependent behavior. For this
reason, the proposed approach has been applied to simulate the breakdown
under different stress conditions. In particular, the effect of the geometry of
the devices on the breakdown has been analyzed.

Therefore, this thesis is organized as follows:

• Chapter 2 is divided in two parts. The first part presents the physi-
cal, chemical and transport properties of amorphous SiO2. A section is
dedicated to the high-field transport and breakdown in SiO2. The sec-
ond part provides a brief review of the theoretical models for charge
transport in insulators and an introduction to the semiclassical trans-
port in semiconductor devices. In particular, the drift-diffusion trans-
port model, generation-recombination processes and trap dynamics are
explained. A section is dedicated to a general introduction to numerical
simulations of insulators.

• Chapter 3 is dedicated to the experimental characterization of TEOS
structures: in the first part the experimental setup is presented, while
in the second part the measurements carried out both on simple test
structures and on the target device are reported.
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• Chapter 4 presents the TCAD modeling of SiO2 with particular focus
on the most relevant physical mechanisms responsible for the break-
down in thick MIM structures. The first part is dedicated to the presen-
tation of the models used in our TCAD setup to describe all the relevant
physical mechanisms. In the second part the validity of the proposed
approach is validated against experiments.

• Chapter 5 provides a detailed analysis of the thickness-dependent break-
down in realistic 2D-structures with particular focus on geometry-related
effects.

• Chapter 6 finally summarizes the conclusions of the activity.
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Chapter 2

Theory

The first part of this chapter is dedicated to the description of the main phys-
ical, chemical and transport properties of silicon dioxide. In the first section,
the atomic structures of crystalline and amorphous SiO2 are described in de-
tail. The second section is dedicated to the presentation of the electronic
structure of α-SiO2 which is the crystalline form closer to the amorphous
phase of SiO2. In the third section, the most relevant features of high-field
transport in SiO2 are presented. In the second part of this chapter, a brief re-
view of the of the theoretical models for the conduction mechanisms in insu-
lator is presented. The third part of this chapter is dedicated to the descrip-
tion of transport the semi-classical description of charge transport in semi-
conductor devices that can be addressed by using the drift-diffusion (DD)
model. This model can be derived from the Maxwell equations assuming
that the current density is the sum of two contributions: a drift term which
accounts for the Ohmic conduction and a diffusion term which takes into
account the movement of charges due to a gradient of concentration from a
region with higher carrier concentration to a region with lower concentra-
tion. The main generation-recombination processes are then discussed with
a special focus on the impact-ionization generation which is responsible for
the breakdown of MIM structures when a very high bias is applied. In the
last part of this chapter the rate equations for traps are discussed and the
detailed balance condition is presented.

2.1 Silicon Oxide

SiO2 is widely used as thin film material in the electronic industry. It has
many excellent properties such as anti-resistance, hardness, corrosion resis-
tance, dielectric, optical transparency etc. Silicon dioxide is a material of very
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considerable technological importance, including its application in micro-
electronic devices being widely used as the most common insulator. Con-
tinuing improvement in device density and performance has significantly
impacted the feature size and complexity of the wiring structure for on-chip
interconnects. The gate oxides and capacitor dielectrics have gone through
various innovative changes over the years to follow the Moore’s law of scal-
ing in integrated circuits. As the minimum device dimensions constantly
reduce, the increase in propagation delay, crosstalk noise, and power dissipa-
tion of the interconnect structure become limiting factors for ultra-large-scale
integration (ULSI) of integrated circuits. To address these problems, new ma-
terials used as metal lines and alternative architectures are being developed,
thus requiring the introduction of different kinds of insulating materials, like
high-k oxides for the gate dielectric and low-k materials for the inter-layer di-
electrics [25]. Inter-level dielectric materials need to meet stringent material
property requirements for successful integration into the conventional inter-
connect structures. These requirements are based on electrical properties,
thermal stability, thermomechanical and thermal stress properties, chemical
stability and low costs. The desired electrical properties are not only low di-
electric constant, but also low dielectric loss and leakage current, and high
breakdown voltage. Many materials have been recently tested that satisfy
these electrical criteria, but the dimensional stability, thermal and chemical
stability, mechanical strength, and thermal conductivity are inferior to those
of SiO2 [26]. Finding realistic candidates meeting such requirements is still a
major challenge by itself as they require ideal bulk properties as well as ideal
interfaces with minimum amount of defects [25]. For these reasons, SiO2 is
expected to continue to be the main insulator in the next future, especially
as thick inter-level dielectric layer for power applications. Hence, especially
in recent years, experimental and theoretical investigations have focused on
microscopic properties of this material and its reliability issues.

2.1.1 Atomic structure of SiO2

Silicon dioxide (SiO2) is a compound formed by an atom of silicon and two of
oxygen. Due to the greater electronegativity of oxygen with respect to that of
silicon, the Si-O bonds show characteristics of both covalent and ionic bonds.
The molecular structure of SiO2 is shown in Fig. 2.1. Since Si-O double bonds
are relatively weak with respect to Si-O single bonds due to a poor overlap
of the p-orbitals, SiO2 is a polymeric solid containing four Si-O single bonds
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per silicon atom; molecular SiO2 containing two Si-O double bonds would
polymerize [27].

Figure 2.1: Schematic representation of the SiO2 molecule.

SiO2 is known to exist in more than ten allotropic modifications, including
the amorphous state. With the exception of stishovite, with its silicon atom
coordinated by six oxygen atoms, in all other modifications the silicon atom
possesses a tetrahedral configuration [28]. The tetrahedral structure of SiO2 is
schematically represented in Fig. 2.2. The various forms of SiO2 are obtained
by linking the tetrahedra together in different ways.

Figure 2.2: Schematic representation of the tetrahedral struc-
ture of SiO2.

Experimental evidence shows that both in its crystalline and amorphous
states the structure of tetrahedral modifications of SiO2 is described by the
octahedral Mott rule [29]:

Coordination number = 8 − N
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According to this rule, the silicon atom is coordinated by four oxygen
atoms, and the oxygen atom is coordinated by two silicon atoms. The va-
lence shell configurations of the silicon and oxygen atoms are respectively as
follows:

Si : 3s23p2 and O : 2s22p4

The Si-O bond is formed by Si 3sp3 bonding orbitals and O 2p orbitals. As
follows from theoretical calculations, the top of the valence band of SiO2 is
formed by a narrow band of the O 2pπ non bonding orbitals. By now, it has
been found that not only the Si 3s, p orbitals but also the 3d orbitals of silicon
contribute to the formation of the top of the valence band of SiO2.

The two forms which are the most common and the most studied are the
crystalline α-quartz and the amorphous a-SiO2. Crystalline quartz is charac-
terized by the translational symmetry and long-range order in the arrange-
ment of atoms. In amorphous SiO2 there is only a short-range order. The
experimental X-ray emission spectra and quantum yield spectra of the crys-
talline quartz and the amorphous phase are very similar [29]. The reflection
spectra of α-quartz and amorphous SiO2 are shown in Fig. 2.3. The two spec-
tra are quite similar, which indicates that the overall electronic structures of
α-SiO2 and the amorphous phase are quite similar [30]. The only difference is
that in amorphous SiO2, Van Hove singularities are slightly broadened com-
pared to crystalline α-quartz. Thus, although there is no long-range order in
amorphous silicon dioxide, its electronic structure is similar to the electronic
structure of crystalline quartz.

The atomic density radial distribution function (RDF) obtained from X-
ray scattering suggests that the atomic arrangement remains correlated (or
short-range ordered) within three coordination spheres. What mainly distin-
guishes the amorphous state from the crystalline state is that the values of
the dihedral Si-O-Si angle, the tetrahedral O-Si-O angle, and the Si-O inter-
atomic distance have a random distribution, but their mean values are about
the same as in α-quartz. The basic short-range order characteristics of amor-
phous SiO2 are the same no matter how oxides are obtained [30]. The Si-O
bond length, O-O distance, and Si-Si distance in α-SiO2 are 0.164 nm, 0.263
nm, and 0.310 nm, respectively. A fragment of the relative arrangement of
silicon and oxygen atoms in the SiO2 tetrahedral structure is shown in Fig.
2.4. The relative position of the oxygen atoms is characterized by the value
of the O-Si-O tetrahedral angle Ψ. The relative position of tetrahedrons is
specified by the value of the Si-O-Si dihedral angle θ. The average value of
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Figure 2.3: Reflection spectra of amorphous SiO2 and α-quartz.
From [31].

105◦ found for the O-Si-O tetrahedral angle Ψ in dry and wet thermal oxides
(amorphous phase) is close to the value of 109◦ for an ideal tetrahedron. The
dihedral angle θ (Si-O-Si angle) averages in the range of 110◦ − 120◦. The
dihedral angle of SiO2 fluctuates between 100◦ and 180◦.

2.1.2 Electronic structure

There has been an extensive amount of experimental and theoretical work
on SiO2 in order to gain insight into its electronic structure. Nonetheless,
some features of the electronic structure of SiO2 remain unclear [29], [30].
Amorphous SiO2 is believed to show similar band-structure properties to α-
quartz, and techniques used for determining the behavior of α-quartz have
also been applied to the more disordered structure of SiO2 [32]. For a detailed
understanding of the electronic structure of SiO2 and the changes brought by
disorder, it is clear that the theoretical calculations of its electronic structure
and ad-hoc experiments are indispensable [30].

In Fig. 2.5, the first Brillouin zone of α-SiO2 is shown.
According to experimental X-ray emission spectra and theoretical calcu-

lations, α-SiO2 is an indirect band-gap insulator with the valence band top at
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Figure 2.4: Fragment consisting of two SiO2 tetrahedra: Ψ, O-
Si-O tetrahedral angle; θ, Si-O-Si dihedral angle. From [28].

Figure 2.5: Representation of the first Brillouin zone in α-SiO2.
From [29].

the K point and with the conduction band bottom at the Γ point, as shown
in Fig. 2.6. The valence band of silicon dioxide consists of two sub-bands
separated by an ionic gap. The lower narrow band is formed from the O 2s
states with an admixture of the Si 3s and Si 3p states [29]. A band gap of 8.9
eV has been deduced for a-SiO2, and a comparison with α-quartz shows the
band gap in α-quartz to be ≈ 0.5 eV larger than in a-SiO2 [30].

Theoretical calculations shows that the electron effective mass tensor is
isotropic; the electron effective mass is equal to ≈ 0.5m0. The hole effective
mass tensor, on the contrary, is anisotropic. The hole effective mass along the
prism of the first Brillouin zone is equal to ≈ 1.3m0; in the direction perpen-
dicular to the axis of the prism, there are heavy holes with the effective mass
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Figure 2.6: Dependence of the energy on the quasi-momentum
in α-SiO2. From [29].

of ≈ 7.0m0 [29].

2.1.3 High-field transport

Dramatic device failures such as dielectric breakdown, are probably related
to the high flow of energetic electrons in the SiO2 conduction band. Thus, the
understanding of the mechanisms which lead to the degradation and break-
down of the devices is strictly dependent on the understanding of the mech-
anism of transport and energy loss of electrons in the SiO2.

In a crystalline solid, the scattering mechanisms for electrons that are typ-
ically present are: the electron-phonon interaction, electron-electron scatter-
ing and the scattering from charged impurities. Among the various scat-
tering mechanisms controlling the transport of electrons in a solid, typically
only the electron-phonon interaction is considered [33]. The electron-electron
scattering is negligible because of the very low concentration of carriers present
in the SiO2 conduction band even at very high electric fields. Scattering from
charged impurities or defects may be significant, in principle. However, on
one hand, it is very difficult to know the exact spatial distribution of these
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ionized centers in the oxide. On the other hand, it has been observed exper-
imentally that the average electron energy is independent of the concentra-
tion of negative charges trapped in the bulk oxide. Concerning the electron-
phonon interactions, electrons can interact with the lattice via polar scatter-
ing with optical phonons and via non-polar scattering with both acoustic
and optical phonons. The latter is usually dominant in covalent solids, the
former in ionic crystals. SiO2 has a mixed bonding character, so that both
interactions should be considered. The major scattering process for electrons
in the SiO2 conduction band at low electric fields is the high-energy longitu-
dinal optical (LO) phonon at 0.153 eV. A second LO phonon exists at a lower
energy of 0.063 eV.

In the past, studies on the transport properties of electrons in SiO2 in high
electric fields in very thin gate structures showed that the maximum energy
that these electrons can reach with respect to the bottom of the SiO2 conduc-
tion band is about 4 eV [32]. DiMaria and Fischetti investigated the energy
distributions of hot carriers in SiO2 and, together with Monte Carlo simula-
tions, concluded that the lattice interactions were strong enough to prevent
the electrons from gaining energies more than 4 eV [34]. This means that
the electrons cannot have sufficient energy for collision ionization and hence
breakdown was not an impact-ionization phenomenon. However, the strong
interaction between the electrons and the polar molecules of the dielectric
was assumed to be the only significant mechanism of electron-energy loss.
This mechanism is very effective for electron energies comparable to the en-
ergy of the longitudinal-optical (LO) phonons of the insulator.

In the last years, sufficient experimental data has been obtained to jus-
tify a reconsideration of the interactions taking place in the SiO2 conduction
band at very high electric fields [32]. Some authors have reported a series
of experiments showing that electrons in the SiO2 conduction band can eas-
ily gain more energy than predicted before [33]. Experiments have shown
that at electric fields of the order of 1 MV/cm, electron scattering with non-
polar or acoustic phonon modes must be considered. At sufficiently high
electron velocities, the lattice can no longer follow the motion of the elec-
trons and the rate at which the electrons lose their energy in polarizing the
lattice decreases as the electron energy increases. There exists a critical field
above which most of the electrons gain more energy from the electric field
than they can lose to the lattice polarization waves. In this situation, usually
referred to as "velocity runaway", the electron energy increases without limit
to the maximum applied voltage; that is, there is no steady-state solution of
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the electron-transport equation [33]. This is considered to be the threshold
of dielectric breakdown, since the very energetic electrons can now impact-
ionize the molecular bonds via impact-ionization scattering, thus causing an
avalanche multiplication process which would eventually disrupt the lattice.

2.2 Conduction mechanisms in insulators

The conduction mechanisms in insulators are quite different from those in
conductors. In insulators, electrons are tightly bound to their atoms and have
very little mobility. Hence, very few free charges are present in the conduc-
tion band of an insulator at equilibrium and usually they must be supplied
by a cathode contact in strong electric field for an appreciable current to flow
in the insulator.

Among the conduction mechanisms being investigated, some depend on
the electrical properties at the electrode-dielectric contact. These conduction
mechanisms are called injection-limited conduction mechanisms. Injection-
limited mechanisms include Fowler-Nordheim tunneling, thermionic emis-
sion, and thermionic-field emission. There are other conduction mechanisms
which depend only on the properties of the dielectric itself. These conduc-
tion mechanisms are called bulk-limited conduction mechanisms [8]. Impor-
tant bulk-limited conduction mechanisms include Ohmic conduction, space-
charge limited conduction, trap-assisted conduction and ionic conduction.
These conduction mechanisms are discussed next in the context of electron
transport. Insulator hole transport is possible, but less common and will not
be discussed herein.

2.2.1 Injection-limited conduction mechanisms

The injection-limited conduction mechanisms depend on the electrical prop-
erties at the electrode-dielectric contact. The most important parameter in
this type of conduction mechanism is the barrier height at the electrode-
insulator interface. Aside from it, another key factor in the injection-limited
conduction mechanisms is the effective tunneling mass [35].

Thermionic emission

The thermionic (or Schottky) emission refers to electrons in the metal gaining
enough thermal energy to surmount the energy barrier at the metal-insulator
interface being inject into the insulator conduction band. Fig. 2.7 depicts an
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energy band diagram for a metal-insulator interface exhibiting thermionic
emission under an applied bias.

Figure 2.7: Energy band diagram of the thermionic emission in
a metal-insulator-metal structure. The blue dashed line repre-

sents the barrier lowering due to the Schottky effect.

Depending on the magnitude of the applied voltage, the energy barrier
height at the metal-dielectric interface may be lowered by the image force,
an effect called Schottky effect. The thermionic emission becomes relevant
especially at high temperatures because it has an exponential increase with
temperature. It should be noted that, in typical metal-insulator interfaces,
where a high energy barrier is typically present, its contribution is small and
the tunneling mechanism is expected to dominate. The current density due
to the thermionic emission, JTE can be expressed as a function of the applied
electric field F by [36]:

JTE = A∗T2 exp
(
−EB − ∆ETE

kBT

)
(2.1)

where A∗ is the effective Richardson constant, EB is the barrier height and
∆ETE is the image-force barrier lowering which is calculated as:

∆ETE = q
√

qF
4πε∞

(2.2)

with ε∞ the high-frequency dielectric constant of the insulator.

Fowler-Nordheim tunneling

At a high electric field, the thickness of the barrier between the cathode
metal Fermi level and the insulator conduction band minimum becomes thin
enough to allow the electron to tunnel through the barrier. Thus, Fowler-
Nordheim tunneling depends strongly on the applied electric field. Figure
2.12 shows an energy band diagram representation of Fowler-Nordheim tun-
neling.
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Figure 2.8: Energy band diagram of the Fowler-Nordheim tun-
neling mechanism in a metal-insulator-metal structure.

The current density due to Fowler-Nordheim tunneling is given by [37]:

JFN =
q4F2

16π2h̄EB
(

m0

mT
) exp

(
−

4(2mT)
1/2E3/2

B
3qh̄F

)
(2.3)

where h̄ is the reduced Planck constant, m0 is the electron rest mass and mT

the electron tunneling effective mass in the dielectric. The Fowler-Nordheim
current density is more sensitive to variation in EB compared to mT. It is
worth noting that the tunneling effective mass mT appearing in Eq. 2.3 con-
verges to the electron effective mass in the dielectric for oxide thicknesses
larger than few nm [38].

Thermionic-field emission

As schematically shown in Fig. 2.9, the mechanism of thermionic-field emis-
sion is most simply represented as a two-step process: it consists of a com-
bination of a thermal excitation and subsequent tunneling through a thinner
barrier. In the initial state, the electron has an energy between the Fermi level
of the metal and the conduction band of the dielectric. Then it gains thermal
energy moving to a higher energy state and subsequently tunnels through a
thinner barrier into the insulator conduction band.

Figure 2.9: Energy band diagram of the thermionic-field emis-
sion mechanism in a metal-insulator-metal structure.
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The analytical expression for the current density due to thermionic-field
emission is given by [39]:

JTFE =
q2(kBTmT)

1/2F
8h̄2π5/2

exp
(
− EB

kBT

)
exp

(
− h̄2q2F2

24mT(kBT)3

)
(2.4)

where the notations are the same as defined before.

2.2.2 Bulk-limited conduction mechanisms

The bulk-limited conduction mechanisms in dielectrics are complex and de-
pend on several factors, including the density of states, the degree of disor-
der, the connectivity of conducting pathways, the presence of localized states,
and the presence of traps or defects. Based on the bulk-limited conduction
mechanisms, some important electrical properties of the dielectric films can
be extracted, including the trap energy level and the trap density [35]. Sev-
eral theoretical models have been proposed to explain these properties.

Ohmic conduction

Ohmic conduction is caused by the movement of mobile electrons in the con-
duction band. The well-known expression of the ohmic current density as a
function of the electric field is given by [36]:

JOhm = qµnnF (2.5)

where µ is the electron mobility and n the free electron concentration in the
conduction band, which can be expressed by:

n = NC exp
(
−EC − EF

kBT

)
(2.6)

with NC the density of states in the conduction band and EF the Fermi level
of the insulator. A slope of one in a log(J) − log(F) curve is indicative of
Ohmic conduction. Since the energy band gap of dielectrics is by definition
large, there will be a small number of carriers in the conduction band that
may be generated due to the thermal excitation, hence the magnitude of this
current is very small and is typically negligible with respect to other conduc-
tion mechanisms.
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Space-Charge Limited conduction

When electrons are injected from the metal cathode into the insulator, the
concentration of injected electrons into the insulator may become greater
than the thermal equilibrium concentration of electrons within the insula-
tor conduction band [40]. This results in a build-up of negative electronic
charge in the insulator near the metal-insulator interface. This build-up of
delocalized negative charge constitutes a space-charge region in the insu-
lator. An electron injected from the metal Fermi level now experiences an
electrostatic repulsive force due to the existence of this space-charge region,
inhibiting further injection into the insulator conduction band. Experimen-
tally, the signature of SCLC is a J − V curve with a power-law behavior in
which J ∝ Vm+1, with m ≥ 1 a fitting parameter [40]. The case of m = 1
corresponds to a trap-free insulator, for which the J − V relationship is given
by the Child’s law [35]:

JSCLC =
9
8

εrµ
V2

t3
OX

(2.7)

where εr is the static dielectric constant of the insulator and tOX its thickness.
In practice, as traps are typically present in an insulator, the J-V relationship
becomes more complicate and the exact expression depends on the energetic
and spatial distribution of traps in the insulator. However, in its most general
form, the J-V relationship has always the form:

JSCLC ∝ µεm
r µ

Vm+1

t2m+1
OX

(2.8)

From this expression, it is clear that the space-charge limited current (SCLC)
contribution becomes negligible in thick oxides. Moreover, SCLC is some-
what a puzzling mechanism for contributing to insulator leakage current
since the existence of an Ohmic contact at the cathode is required. The con-
ventional definition of an Ohmic contact makes it difficult to ascertain how
an Ohmic contact could be formed to a wide bandgap insulator.

Trap-assisted conduction

In its most general form, the term trap-assisted conduction indicates all the
processes that involve the trap levels in the insulator band gap . In particular,
it actually indicates several distinct physical mechanisms for the emission of
the trapped electrons towards the conduction band of the insulator, such as
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the Poole-Frenkel effect, the phonon-assisted tunneling and the direct tun-
neling. A detailed explanation of trapping and de-trapping dynamics and
the escape mechanisms of carriers from traps is given in Section 2.5.

Among the trap-assisted conduction mechanisms it is worth mentioning
the hopping conduction. Hopping conduction is due to the tunneling effect
of trapped electrons "hopping" from one trap site to another one in dielectric
films, not directly involving the conduction band. The complete theory of
hopping conduction developed by Anderson and Mott takes the name of
variable-range hopping theory [41] and takes into account several processes
I will not discuss herein. In the case of an electron hopping between two
nearby trap states placed at a distance a from each other, the expression of
the hopping current density is [41]:

JHop = 2qakBTnνph exp
(
−2αa

E
kBT

)
sinh

(
qaF
kBT

)
(2.9)

where νph is a factor depending on the phonon spectrum, α is a decaying
factor and E is the difference between the energies of the two trap sites. As
suggested by Eq. 2.9, this mechanism becomes relevant only at very high
trap densities, i.e., small hopping distances, and for trap levels not distant in
energy. In most cases, this process is suppressed by the tunneling emission
of electrons from trap states to the conduction band and subsequent capture
by another trap state.

Ionic conduction

Ionic conduction occurs when the electric field causes the ions to move through
the insulator. Due to the influence of external electric field on defect energy
level, the ions may jump over a potential barrier from one defect site to an-
other. The ionic conduction current can be expressed as [35]:

Jion = J0 exp
(

qdF
kBT

− EB

kBT

)
(2.10)

where J0 is the proportional constant, EB is the potential barrier height and
d is the distance between two nearby jumping sites. This mechanism of con-
duction is more common in materials such as ceramics, glasses, and poly-
mers, which contain charged atoms or molecules that can move in response
to an electric field due to their relatively weak inter-molecular bonds. Con-
versely, in compounds such as the oxides, where molecules are strongly bound
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to each other and are not free to move across the material, this mechanism is
usually not relevant.

2.3 Drift-Diffusion model

The drift-diffusion model can be derived from Maxwell’s equations [42]:

∇ · D = ρ (2.11)

∇× H =
∂D
∂t

+ J (2.12)

∇ · B = 0 (2.13)

∇× E = −∂B
∂t

+ J (2.14)

with:

B = µH (2.15)

D = εE (2.16)

where ρ is the charge density, J is the current density and µ and ε are
the magnetic permeability and dielectric permittivity in the material, respec-
tively. Taking the divergence of Eq. (2.12) and remembering that ∇ ·∇×
H = 0, we obtain the continuity equation of the carrier density:

∂ρ

∂t
+∇ · J = 0 (2.17)

with ρ = q(p − n + ND − NA), where ND and NA are the donor and
acceptor dopant concentrations, respectively, and n (p) is the electron (hole)
concentration in the conduction band. In writing the expression of ρ we are
implicitly assuming that we are dealing with a crystalline semiconductor.
However, as explained more in details in Sec. 2.1, an amorphous insulator
like a-SiO2 can be treated as a wide-band gap semiconductor. Total current
density J is the sum of the electron and hole current densities, namely J =

Jn + Jp. Hence, one can split Eq. (2.17) in two different equations, one for
each type of carriers [43], [36]:
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∂n
∂t

− 1
q
∇ · Jn = Wn (2.18a)

∂p
∂t

+
1
q
∇ · Jp = Wp (2.18b)

Wn is the total generation rate for the electrons, namely the difference be-
tween the number of electrons entering and leaving the conduction band.
It can be expressed as the difference between the generation and recombi-
nation rates of the electrons Wn = Gn − Un. Similar considerations can be
applied to Wp = Gp − Up for holes. Assuming that the different generation-
recombination processes are uncorrelated and taking the steady state approx-
imation for the trap populations, one finds:

Un − Gn = Up − Gp = USRH + UA + UI I + UD (2.19)

where USRH, UA, UI I and UD represent the net recombination rates associ-
ated to thermal recombination, the Auger recombination, impact-ionization
generation and photon- and phonon- induced direct transitions, respectively.
Further details about USRH and UI I will be provided in the next Sections.
UD will be neglected since ptical direct transitions are not considered in this
study. In addition, it has been assumed that direct phonon-induced transi-
tions are negligible when compared to the trap-assisted counterpart (SRH)
due to the large band gap of the material.

In the drift-diffusion picture, the electron and hole current densities can
be expressed as:

Jn = qµnnE + qDn∇n (2.20a)

Jp = qµp pE − qDp∇p (2.20b)

where µn (µp) is the electron (hole) mobility and Dn (Dp) is electron (hole)
diffusion coefficient and, in principle, both depend on the electric field. Un-
der non-degenerate conditions (the Boltzmann statistics can be used as an
approximaton of the Fermi-Dirac distribution), the Einstein relationship re-
lates these two quantities:

Dn(p) = µn(p)
kBT

q
(2.21)

where kB is the Boltzmann constant and T the absolute temperature.
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In writing Eq. (2.20) we are implicitly neglecting the magnetic effects
(B = 0), as no specific role is assumed to be given to the magnetic field
application. Otherwise, there would be an additional term containing the
magnetic field in the expression of the current densities. The set of equations
(2.11), (2.16), (2.17), (2.20) are non-linear first-order partial differential equa-
tions in the unknowns E, D, n, p, Jn, Jp. In order to be solved, they must
be recast in a more compact form. To do so, we introduce the quasi-static
approximation writing the electric field as follows:

E = −∇φ (2.22)

where φ is the electric potential. This approximation is valid in semicon-
ductor devices at the typical operating frequencies. Secondly, we introduce
the quasi-Fermi potentials φn and φp. They are auxiliary functions that gen-
eralize the concept of Fermi potential under non-equilibrium conditions. In
the equilibrium limit they coincide with the Fermi potential φF. In this way
we can express the electron and hole concentrations in terms of the quasi-
Fermi potentials:

n = ni exp
[

q(φ − φn)

kBT

]
(2.23a)

p = ni exp
[

q(φp − φ)

kBT

]
(2.23b)

where ni is the intrinsic carrier concentration.
Using the Einstein’s relations (2.21) and the definitions (2.23), the Poisson

equation and the current density equations for electron and holes can be re-
cast in a more suitable form for the numerical simulations of semiconductor
devices:

− ε∇2φ = q(p − n + ND − NA) (2.24)
∂n
∂t

+∇ · (µnn∇φn) = Wn (2.25)

∂p
∂t

−∇ · (µp p∇φp) = Wp (2.26)

The set of these three equations constitute the drift-diffusion model.
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2.3.1 Boundary conditions

In order to solve the equations of the drift-diffusion transport model, the
boundary conditions must be evaluated. A simple closed domain represent-
ing a parallel-plate capacitor in which the equations are solved is depicted
in Fig. 2.10. There are two types of boundaries: the insulating boundaries
(black lines in Fig. 2.10) and the conducting boundaries (magenta lines in
Fig. 2.10).

Figure 2.10: Boundary conditions in a device. Black: insulating
boundaries. Magenta: conducting boundaries.

There are many possible ways to choose the insulating boundaries. A
good choice is such that the electric field normal to them must be zero. These
boundaries are also characterized by the fact that no current flows into them,
so, calling s a vector perpendicular to an insulating boundary, the scalar
product of the electric field E and of the electron and hole current densities
Jn and Jp with s must be zero:

E · s = Jn · s = Jp · s = 0

They are called homogeneous Neumann type boundary conditions.
Concerning the conducting boundaries, unless we are very far from an

equilibrium condition, they are able to keep charge neutrality at contacts.
Since the contacts are typically connected to voltage generators, as shown in
Fig. 2.10, the electric potentials at the contacts φC are prescribed and from
that it is possible to calculate the electron and hole concentrations at the con-
tacts so that the Poisson and the transport equation can be solved with a
unique solution. These boundary conditions are called Dirichlet type.
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2.4 Generation Recombination processes

Inter-band generation-recombination processes allow the transition of elec-
trons from the valence to the conduction band and vice-versa. We can dis-
tinguish between trap-assisted and direct processes. In the former case, the
transition is assisted by the presence of trap levels into the band gap which
originate from defects in the bulk of the semiconductor (Schockley-Read-Hall
theory), while the latter occurs directly between the two bands (Auger re-
combination, impact-ionization generation).

2.4.1 Schockley-Read-Hall recombination

The Schockley-Read-Hall (SRH) recombination describes the trap-assisted
thermal recombination assuming the presence of a single trap level with en-
ergy ET and a steady-state condition. If more than one level is present, the
contributions of the individual levels should be summed at the end of the
calculation. However, it can be shown that the most efficient value of ET is
located approximately at the mid-gap and the other trap levels can be ne-
glected. It is usually expressed as:

USRH =
np − neq peq

τp0(n + nB) + τn0(p + pB)
(2.27)

where neq (peq) and τn0 (τp0) are the electron (hole) equilibrium concen-
tration and lifetime, respectively, and nB and pB are given by the following
expressions:

nB =
neq

dT
exp

(
ET − EF

kBT

)
(2.28a)

pB = peqdT exp
(

ET − EF

kBT

)
(2.28b)

where EF is the Fermi energy and dT the degeneracy coefficient of the trap.
An excess of np with respect to equilibrium indicates that recombinations
prevails over generation, and vice-versa.

2.4.2 Auger recombination

Two electrons into the conduction band may collide and exchange energy. If
at the end of the collision one of the electrons exhibits a loss of energy equal
or greater than the energy gap, it experiences a transition into an empty state
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of the valence band. The other electron acquires the same amount of energy
and goes into a higher energy state in the conduction band. This process is
usually called Auger recombination initiated by electrons. Analogue consid-
erations can be made for a collision between two holes into the valence band.
The Auger recombination for electron and holes can be written as:

UAn = cnn2p (2.29a)

UAp = cp p2n (2.29b)

Where cn (cp) is the Auger recombination coefficient for electrons (holes)
The probability that two electrons in the conduction band or equivalently
two holes in the valence band can collide is usually low at room tempera-
ture since the probability of a collision of a charge carrier with phonons is
much higher. The Auger recombination becomes relevant only when the car-
rier concentration is very high. Hence Auger recombination is dominant in
heavily doped regions with a high charge density, and as a consequence, low
electric field. For this reason it is neglected in our analyses since the electron
and hole concentrations are always low due to the large band gap of SiO2,
while the electric fields of interest are very high.

2.4.3 Impact-ionization generation

Impact-ionization transitions occur when an electron whose initial state is in
the conduction band at high energy, collides with another electron in the va-
lence band. After the collision, the first electron is still in the conduction band
but with a lower energy, while the second one acquires enough energy to a
transit into the conduction band. This process is called impact-ionization ini-
tiated by electrons. The impact-ionization generation for electron and holes
can be written as:

UI In = −Inn (2.30a)

UI Ip = −Ip p (2.30b)

In (Ip) is called impact-ionization generation coefficient for electrons (holes).
The carrier generation due to impact-ionization occurs only when an electron
or a hole acquires an energy larger than the energy gap. This happens only
in presence of a strong electric field which provides a sufficient amount of
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energy to the charge carrier over a distance much shorter than the mean free
path in the material. As a consequence, impact-ionization is dominant in re-
gions with a low doping concentration and a high electric field and for this
reason it plays a relevant role in our analyses as discussed in the next Chap-
ters.

Electron-hole pair production due to avalanche generation requires a cer-
tain threshold field strength and the possibility for the carriers to accelerate,
that is, wide space-charge regions. If the width of a space-charge region is
greater than the mean free path between two ionizing impact, charge mul-
tiplication occurs, which can cause the electrical breakdown. The reciprocal
of the mean free paths are called impact-ionization coefficients αn and αp, for
electrons and holes, respectively. Their mathematical definition follows by
assuming a condition far from equilibrium, when impact-ionization domi-
nates over the other generation-recombination processes. Hence, Un − Gn =

Up − Gp ≊ UI I ≊ −Inn − Ip p. Under steady-state conditions, the continuity
equations become:

∇ · Jn = −qnIn − qpIp (2.31a)

∇ · Jp = qnIn + qpIp (2.31b)

Assuming that the conduction term is dominant over the diffusion term
due to the high electric field yields to Jn ≊ qµnnE and Jp ≊ qµp pE. Rewriting
the current densities as Jn = Jne and Jp = Jpe where e = E/|E|, Eqs. 2.31
become:

−∇ · Jn = αn Jn + αp Jp (2.32a)

∇ · Jp = αn Jn + αp Jp (2.32b)

where the impact-ionization coefficients are:

αn =
In

µn|E|
(2.33a)

αp =
Ip

µp|E|
(2.33b)
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2.5 Trap dynamics

Traps are important in device physics because they provide doping, enhance
recombination, and increase leakage through insulators. Several models,
such as the Schockley-Read-Hall (SRH) net recombination, depend on traps
implicitly, but do not actually model them. In an amorphous material, like
the SiO2 used in gate structures or in the back-end, energy bands arise instead
of discrete trap levels, hence SRH recombination cannot provide a complete
description of trap dynamics which can be fully taken into account only us-
ing a kinetic equation for the traps occupation. This section is dedicated to
the description of the models that take the occupation and the space charge
stored on traps explicitly into account.

In Fig. 2.11 a schematic representation of a deep-level impurity in the
band gap of an insulator or a semiconductor is reported showing the four
different types of recombination event. The event (a) represents the elec-
tron capture (or electron trapping) from the conduction band, (b) represents
the electron emission in the conduction band, (c) is the hole capture (or hole
trapping) from the valence band and (d) represents the hole emission in the
valence band. Let us consider the deep-level impurity in Fig. 2.11 with an
energy ET and concentration NT. The following analysis is carried out for a
single impurity level, but in principle it can be extended to multiple energy
levels by simply summing all contributions due to each single trap.

Figure 2.11: Electron energy band diagram for an insulator or a
semiconductor with deep-level impurities. From [37].

A recombination event is given by an event (a) followed by (c) and a gen-
eration event is (b) followed by (d). Both the conduction and valence bands
participate in recombination and generation. Differently, a trapping event
is (a) (electron capture from the conduction band) or (c) (hole capture from
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the valence band), while a de-trapping event is (b) (electron emission in the
conduction band) or (d) (hole emission in the valence band). In either case
a carrier is captured or alternatively emitted back to the band from which it
came. Only one of the two bands and the defect participate and the impurity
is a trap. In the following we will derive the appropriate equations for elec-
trons. The equations for holes are analogous, and their derivation is similar.
Hence, we will neglect the processes (c) and (d) of Fig. 2.11. It is a reasonable
assumption if trap centers are acceptor-like and the hole concentration p is
negligible with respect to the electron concentration n. The electron density
in the conduction band is diminished by electron capture and increased by
electron emission and the continuity equation for traps is given by [37]:

∂n
∂t

= ennT − cnn(NT − nT) (2.34)

Where en represents the emission coefficient, cn is the capture coefficient
and nT is the concentration of filled traps, i.e., the traps that are occupied by
an electron. It follows that NT − nT represents the concentration of empty
defects. It should be highlighted that the emission term does not contain n
because the probability to find an empty state in the conduction band for the
emitted electron is almost 1, whereas the electron density n in the capture
term is important because, to capture electrons, there must be an electron
leaving the conduction band.

The capture coefficient cn is defined by [37]:

cn = σnvth (2.35)

Where vth is the electron thermal velocity and σn is the electron capture cross-
section of the defect. A physical explanation of cn can be derived from Eq.
2.35. We know that electrons move randomly at their thermal velocity and
that defects remain almost fixed in the lattice. That is equivalent to a the
frame of reference in which the electrons are immobile and the defects move
at velocity vth . The centers then sweep out a volume per unit time of σnvth.
Those electrons that find themselves in that volume have a very high proba-
bility of being captured.

Whenever an electron or hole is captured or emitted, the center occupancy
changes, and that rate of change is:

∂nT

∂t
= nvthσn(NT − nT)− nTen (2.36)

Eq. 2.36 states that the time rate of change of filled traps nT is equal to the
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difference between the capture and the emission rate. The capture rate is pro-
portional to the density of free electrons, their thermal velocity, the density
of unfilled traps and the trap capture cross section. The emission constant en

can be determined, at least in thermal equilibrium, by assuming the detailed
balance in Eq. 2.36, giving [44]:

en = NCvthσn exp
(
− ET

kBT

)
(2.37)

Here NC is the density of conduction-band states. The pre-factor is often
referred to as the attempt-to-escape frequency ν0.

Nearly all the parameters in Eq. 2.37 are affected by high electric fields. In
particular, the cross-section σn strongly depends on the electric field, and as
a consequence the emission rate is field-dependent. Indeed, in the absence of
a field, the only escape mechanism for the traps is the thermal emission over
the entire trap depth.

The presence of an electric field causes the lowering of the energetic bar-
rier, an effect known as Poole-Frenkel (PF), as shown in Fig. 2.12. The
Poole-Frenkel effect is a classical mechanism in which the electron is ther-
mally emitted over the top of a potential barrier which has been lowered by
the presence of an electric field. Thus any change in the barrier height is as-
sumed to enter as a correction of ET in Eq. 2.37. For example, for a Coulombic
potential in an electric field F aligned with the z-axis, the potential energy is:

V(r) = − q2

4πεrε0r
− qFr cos(θ)

The well-defined potential maximum is found at r = rmax:

rmax =

√
q

4πεrε0F cos(θ)

Hence the change in the potential barrier due to the presence of the field
∆ET is given by:

∆ET = V(rmax) = −q

√
qF cos(θ)

πεrε0
(2.38)

the well-known one-dimensional result is given by setting θ = 0, whereas
the three-dimensional calculation requires an integration over θ which gives
rise to a more complicate expression presented in Chapter 4.
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Moreover, in the presence of an electric field, carriers can also be emit-
ted by thermal excitation over only a part of the trap followed by tunnel-
ing through the remaining potential barrier (PAT in Fig. 2.12). This mech-
anism is called phonon-assisted tunneling (PAT). The tunneling probability
across a potential barrier is given by the following expression in the Wentzel-
Kramers-Brillouin (WKB) approximation [45]:

Γ = exp
(
−2

h̄

∫ r

0

√
V(x)dx

)
(2.39)

where V(x) is the potential energy relative to the energy of the electron.
A trapped electron which absorbs a phonon can tunnel through the barrier
at a higher energy, with an enhanced probability ΓC:

ΓC = exp
(
− E

kBT

)
exp

(
−2

h̄

∫ r

0

√
V(x) + ET − Edx

)
(2.40)

with ET is the ionization energy of the trap and E is the phonon energy. The
total emission probability ΓPAT is given by integrating 2.40 over all phonon
energies E:

ΓPAT =
∫ ET

0
ΓCdE (2.41)

In principle, V(x) can have an arbitrary form, hence the integral over the
position x cannot be solved analitically. However, approximate expressions
can be obtained for known potentials, giving rise to different models for the
PAT emission probability, as explained more in details in Chapter 4.

Alternatively, the electrons can even directly tunnel out of the trapping
center across the energetic barrier (TU in Fig. 2.12). At low temperatures
and/or for deep trap levels de-trapping may occur by tunneling rather than
field-assisted thermal emission, in that case, a field-emission description is
appropriate.

These three kinds of electric field-related effects compete during emission,
depending on electric field and temperature conditions and they are shown
in Fig. 2.12.

To conclude, I would like to point out that, due to these considerations,
the analytical solution of Eq. 2.36 is possible only in very simple cases where
one or more of the emission-enhanced effects are negligible and in a situa-
tion where capture processes are dominant over the emission or vice-versa.
Moreover the model can be generalized to include two carriers and multi-
ple traps or a continuous distribution of trap levels. Hence, the numerical
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Figure 2.12: Schematic representation of the electric-field-
assisted emission mechanisms from a Coulombic well. From

[46].

solution of these equations is fundamental to solve these equations.

2.6 TCAD-based numerical simulations

The drift-diffusion model described so far can be solved analytically only in
a few simple cases. On the contrary, when the complexity of the device ge-
ometry increases, numerical simulations are fundamental to understand the
effects of each physical model on the behavior of the device. Different soft-
ware suites are today available to reproduce the different levels of abstrac-
tion, including: process, device and circuit simulations. Process simulations
allow to reproduce ion implantation, dopant diffusion and oxidation, etch-
ing and lithography steps. However, when the details of the fabrication pro-
cesses are not relevant to the device analysis and the doping is not present,
as in our case, the structure of the device can be recreated in the simulator
without process simulations, provided that the geometry is known. This is
usually achieved by using specific tools available into the software suite. The
recreated device geometry is then used as input for the device simulations in
which the drift-diffusion model is solved numerically. The device is divided
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into a discretized structure called mesh. Thus each differential equation of
the system is solved at each vertex of the mesh. The Poisson equation (Eq.
2.24), the transport equations for electrons and holes (Eq. 2.25 and Eq. 2.26,
respectively) and the rate equation for the traps (eq. 2.36 are solved itera-
tively until the convergence is achieved. The current-voltage (I-V) character-
istics can thus be simulated and compared against measurements performed
on real devices. In this work, the commercial suite provided by Synopsys
Inc. has been used [47]. Process simulations have not been considered since
all the information about geometry were already available. Sentaurus Struc-
ture Editor has thus been used to define the device and the mesh structure.
The electrical characteristics have been simulated through Sentaurus Device
which solves numerically the drift-diffusion model.

In conclusion, the most relevant transport mechanisms in amorphous SiO2

are expected to be the charge injection at the contacts through the tunneling
mechanism, charge trapping in defect sites of the bulk oxide and avalanche
generation due to the electron impact-ionization which is ascribed to be the
physical mechanism causing the breakdown of thick MIM structures. The
TCAD tool allows us to have a complete physical representation of the trans-
port properties since many models are already implemented. Concerning the
charge injection, tunneling models are already available for metal-semiconductor
interfaces. Trapping and de-trapping mechanisms can be taken into account
by using a first-order detailed balance equation for each trap as available in
the TCAD tool: the model explicitly takes into account the occupation rate of
each trap by coupling the capture and emission rates to the conduction and
valence band of the SiO2. In order to properly account for the trapping and
de-trapping effects, the Poisson equation can be solved along with the trans-
port and continuity equations of electrons and holes. The trapped charge is
explicitly accounted for in the Poisson equation. This approach requires to
explicitly define each type of defect, as it will be described in more details in
the next chapters, by fixing their energy dependence, their concentration and
local distribution and their capture cross-sections. Concerning traps, in prin-
ciple, also trap-to-trap transport (or hopping) can be modeled in the TCAD
tool. However, the available models require a great computational effort,
hence they are not suitable for thick-oxide simulations, whereas they can be
useful for very thin gate structures. Concerning impact-ionization, several
models are implemented in the TCAD tool. Despite they are calibrated for
silicon and some other semiconductors and not for insulators, they are a good
starting point also for semi-insulating or insulating materials. Among them,
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the most relevant for our analyses are the Van Overstraeten-De Man and the
Okuto-Crowell models, as discussed in more details in the next chapters.
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Chapter 3

Characterization of TEOS MIM
structures

The SiO2 films grown at low temperature have preferably been used as an in-
terlayer dielectric and a final passivation layer in VLSI circuits. PE-CVD has
been proved to be a good low-temperature, fast and high-growth rate deposi-
tion technique for the growth of SiO2 films. The most widely used precursors
to deposit SiO2 films are silane and tetraethylorthosilicate (TEOS). However,
the handling of silane is very difficult as it is pyrophoric, flammable and
toxic. Therefore, TEOS is preferably used as a source of Si, because it is safe
and easy to handle as it is in liquid form and chemically stable [48]. The
quality of the deposited SiO films is mainly decided by the process param-
eters chamber pressure, substrate temperature, RF power, mass flow rates,
interelectrode spacing and TEOS bubbler temperature. However, deposited
dielectrics are generally inferior to thermally grown SiO2 in terms of elec-
trical properties. Actually, TEOS-SiO2 is known to provide a high leakage
current, substantial oxide fixed charge, and interfacial trapped charge [49].
In order to understand the transport properties of high-voltage capacitors,
MIM structures have been realized and characterized. All structures have
been provided and characterized by STMicroelectronics. In the first part of
this chapter, simple test structures, consisting of parallel plate capacitors, are
characterized, in order to gain insight on the most relevant physical mecha-
nisms responsible for conduction in thick oxides. In the second part, the char-
acterization of more complex structures with a 2-D geometry is presented
along with a thickness- and stress- dependent breakdown analysis.

3.1 Experimental setup

Measurements on the simple test structures have been carried out at the
wafer level. A Keysight B1505 semiconductor parameter analyzer, equipped
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with high-voltage (HV) source measurements units (SMU), has been used
for the electrical characterization. Bottom electrode has been invariably kept
grounded through the wafer chuck. The top electrode of the capacitor is in-
stead connected by a single HV probe and a high voltage triaxial cable to the
HV SMU. Trials have been carried on at a controlled temperature at the wafer
chuck ranging from 25 ◦C to 150 ◦C. Statistical measurements have been per-
formed through an automated probe dedicated to HV measurements (Tesla
System for HV, Cascade Microtech inc.). Different stress trials have been per-
formed, as explained more in details in the next sections. Concerning the
more complex structures with a 2-D geometry, measurements have been car-
ried out at package level on dedicated chipboards.

3.2 Test structures characteristics

Fig. 3.1 shows a cross section of the high-voltage MIM capacitor. Two pla-
nar electrodes define the capacitance: the bottom metal is in titanium nitride
(TiN) and is deposited on silicon and grounded, the top metal is in tantalum
nitride (TaN) and is grown on top of the sub-sequential inter-metal dielectrics
forming the thick insulating region and is biased to positive/negative high
voltages. TEOS processes are used for the oxide deposition. The nominal
thickness of the capacitor is tOX = 0.9 µm. No relevant issues concerning
with device variability were observed, thus the characteristics of single sam-
ples are used as references for the analyzed curves.

Figure 3.1: Schematic view of the TEOS test structure.

Contacts have a circular shape with a diameter d ≈ 150 µm. Since d >>

tOX, one can assume that the device behaves as a parallel plate capacitor. In
order to validate this assumption, devices with different perimeter to area
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ratio have been measured to obtain the bulk and perimeter current densities
at different biases. The comparison between the total current and the areal
contribution is reported in Fig. 3.2 where the current density is represented
as a function of the applied electric field FOX = |V|/tOX, with V the volt-
age applied at the top electrode. At electric fields over 5.5 MV/cm, the areal
contribution dominates over the perimeter one. The areal current contribu-
tion has been extracted from the total one by comparing several devices with
very different perimeter to area ratios. For this reason, the MIM structure
can be modeled as a simple 1-D planar capacitance neglecting the perimeter
contribution to the current.

Figure 3.2: Top: Oxide band diagram modifications due to the
trapped charge. Charge trapping modifies the internal electric
field distribution leading to different injection probabilities be-

tween the forward and the backward ramp.
Bottom: Measured current densities as a function of the electric
field. Two voltage ramp-rates have been applied, namely 24
V/s and 6 V/s. For the faster ramp measurements with both

the polarities are represented.
Black curve(squares): total measured current with negative
bias; blue curve (squares): total measured current with positive
bias; red curve (circles): areal contribution with negative bias;
green curve (triangles): negative bias with ramp rate of 6V/s.
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A forward and backward negative voltage ramp has been applied at the
top metal with a relatively slow rate: it allows for the study of electron injec-
tion from top metal and of charge trapping effects. Measurements with pos-
itive and negative biases allow us to study the asymmetry between bottom-
and top-contact injection due to the different materials the contacts are made
up of. Measurements with two different ramp rates, namely 6 V/s and 24
V/s, have been performed to study the transient charge trapping. The volt-
age ramp rate has an impact on the filling probability of the traps due to
the trapping time constants, which are proportional to the capture cross-
sections [37]. A shorter sweeping can avoid or minimize injected carriers
to be trapped leading to a larger injection current.

One can observe that the slower ramp of Fig. 3.2 features a significant re-
duction of the current density at high fields, which can be ascribed to a larger
trapping with respect to the faster one. The slow current increase is mostly
due to the electric field pinning due to charge trapping at the injecting elec-
trode, reducing the tunneling through the barrier. A relevant hysteresis loop
is observed in the curves of Fig. 3.2. The presence of a relevant hysteresis
indicates that a great amount of charge has been trapped in the oxide and
suggests that the energetic position of the trap levels is placed deep in the
oxide band gap. In fact, the electron emission probability from shallower
traps would be greater, giving rise to a larger current and resulting in a less
pronounced (or even absent) hysteresis. Charge injection slightly changes be-
tween the forward and the backward ramp due to the trapped charge which
can significantly modify the electric field distribution within the oxide and
consequently the band diagram, as shown in the upper diagram of Fig. 3.2.
The extracted bulk contribution is compared with the total one: a steep in-
crease of the curves is shown at low fields, in accordance with the expected
tunneling injection. The high current in the fast ramp at low fields is a hint
that charge injection from the metal contact is dominant over charge trapping
effects, which would significantly limit the current level. The lower current
measured in the slow ramp case at higher electric fields (FOX > 5.5 MV/cm)
is ascribed to an enhanced charge trapping mechanism: the slower increase
of the voltage bias allows a larger charge trapping within the oxide.

In order to gain insight on the contribution of the thermionic emission to
the injected current, the slow ramp characteristics has been measured also at
a temperature T = 100 ◦C and T = 150 ◦C. Fig. 3.3 shows the current curves
measured at different temperature conditions from T = 25 ◦C to T = 150
◦C. The temperature dependence is weak, with a limited shift at low electric
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fields where the injection contribution is expected to be the dominant one
with respect to charge trapping as indicated by Fig. 3.2. Thus, the injected
current by tunneling mechanisms plays the main role up to FOX = 6 MV/cm.

Figure 3.3: Slow voltage ramp measurements at different tem-
perature conditions up to breakdown: T = 25 ◦C, T = 100 ◦C

and T = 150 ◦C.

It should be noted that several measurements have been performed on
different samples, hence the curves reported in Fig. 3.3 represent an aver-
age of the whole set. However, no relevant variability concerning the leak-
age current has been observed. Concerning the breakdown voltage, the cor-
responding normal distribution of the breakdown voltage (and field) are
shown for the measurements carried out at room temperature in Fig. 3.4.

Finally, measurements under DC and AC stress conditions were carried
out in order to assess the role of trapping/detrapping effects in such kind of
structures (see Fig. 3.5). The negative DC voltage of −650 V is applied to the
MIM structure for a stress time up to 104 s. By observing the measured DC
current in log scale (Fig. 3.5, inset) a decreasing curve was found, which can
be ascribed to charge-trapping transient mechanisms depending on the char-
acteristic capture cross-sections. The DC characteristics are strictly related to
the trapping rate, i.e. the capture cross-sections and trap densities, as well as
to the trap energy levels: the more charge is trapped, the faster the current
will decrease over time. It can be used as a further verification of the calibra-
tion of trap parameters after the fitting of the voltage ramp characteristics.
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Figure 3.4: Inverse normal distribution of the breakdown volt-
age (and field) at T = 25 ◦C under DC negative (red), DC posi-

tive (black) and AC bipolar (blue) ramps.

The bipolar AC square voltage, with pulses of 650 V and period of 14 s
(reported in the leftmost part of Fig. 3.5), is applied to the MIM under study
for 120 s. The time delay of the first recorded point after the bias switch has
been kept constant to 1 s for the duration of the measurement process. The
recorded current transients are reported in Fig. 3.5, the first half-period is
negative. In this case, the same trapping transient observed in the DC case
appears at the beginning of the first half-period, followed by a relevant de-
trapping transient significantly increasing the current at the beginning of the
positive half-period. A clear asymmetry is observed in the trapping tran-
sients, which can be ascribed to different metal/oxide interfaces for the top
and bottom electrodes. An average current density at long stress times is
found which seems to reach a regime condition in the last few periods.

We cannot exclude that defect generation may be present during the ap-
plied stress. Nevertheless, the regular periodic behavior reached after the
first few periods is a clear hint that the defects eventually generated at the
longest stress times produce negligible effects in the current transients. De-
trapping mechanisms show a fast recovery which needs to be accurately ac-
counted for.

3.2.1 Breakdown under different stress conditions

In order to gain insight on the main physical mechanisms responsible for the
breakdown of TEOS capacitors, constant current stresses have been applied
to the test structure under study at different temperatures until the break-
down condition was reached measuring the voltage at the top contact. For



3.2. Test structures characteristics 43

Figure 3.5: Left: AC stress applied voltage. The amplitude is
650 V and the period is 14 s.

Right: Current versus time semi-log plot of the AC
(lines+symbols) and negative polarity DC (symbols) character-
istics. The first semiperiod of the AC characteristics has neg-
ative polarity. Inset: log-log current plot of the DC measure-

ments.

each temperature, three targets of current density have been used as reported
in Table 3.1.

Forcing current directly through the capacitor leads to very long voltage
rise-times, as dV/dt = I/C, with I the current flowing through the insula-
tor which is very low, C the capacity of the MIM and V the applied bias. To
avoid this issue, the following approach is used: at t = 0, a constant voltage
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Table 3.1: Temperature conditions and current density targets
used in experiments.

Temperature J1 (A/cm2) J2 (A/cm2) J3 (A/cm2)
T=25 ◦C 1.4 · 10−8 3.0 · 10−8 6.3 · 10−8

T=150 ◦C 1.6 · 10−8 3.6 · 10−8 7.5 · 10−8

is applied to the capacitor, the current is measured and considered as the tar-
get current level. In order to avoid current reduction due to charge trapping,
a small voltage ramp is applied at fixed time intervals of 10s, as shown in Fig.
3.6. The new voltage required to force the target current It is thus found and
set. Between two consecutive voltage settings, the current flowing through
the capacitor slightly deviates from It. However, it was checked that devia-
tions from It are small and this approach fully overcomes the problem of the
long charging transients of standard constant-current stress experiments.

Figure 3.6: Voltage applied to the capacitor as a function of
stress time (top) and current density flowing through the insu-
lator as a function of time (bottom) during the constant-current
stress. The target current is represented by the red dashed line.

In Fig. 3.7, the applied electric field calculated as FOX = |V|/tOX, with V
the voltage applied at the top electrode and tOX as given by the analysis of a
scanning electron microscope (SEM) measurement, is reported as a function
of the stress time for each current stress and temperature under study.

The application of a constant current stress substantially allows to keep
constant the flux of carriers injected into the oxide during time. The oxide-
field increase is an indication of the charge trapping in the oxide. The voltage
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Figure 3.7: Constant current measurements performed on the
SiO2 TEOS thick capacitor. Two temperature conditions have
been tested, namely T = 25 ◦C (close symbols) and T = 150 ◦C

(open symbols).

increase stops when an electric field of about 9 MV/cm is reached, and satu-
rates for longer stress times as shown in Fig. 3.7. The voltage saturation is a
clear indication of the onset of avalanche condition leading to breakdown. It
should be noted that the blocking field is almost independent of the current
forced in the device and temperature with a value of FBD

OX ≈ 9 MV/cm.
An additional investigation on the physical mechanisms involved in the

breakdown of such devices has been carried out through voltage-ramp mea-
surements under AC and DC stress conditions. The DC stress was performed
by applying a stair-case voltage ramp at a constant rate of 6 V/s (4.92 V volt-
age step performed in 0.82 s) to the sample until the breakdown condition
was reached (red and black lines in Fig. 3.8). The AC stress consists of a
train of pulses of alternating polarity with increasing amplitude up to the
breakdown, the waveform is depicted in detail in Fig 3.8. The AC signal has
a period of 0.82 s. In order to fairly compare the outcomes of the different
DC and AC stress conditions, the amplitude difference of successive pulses
of the same polarity of the AC signal has been also fixed to 4.92 V, so that
the voltage increase rate per period is the same as the DC one, namely 6 V/s,
which is slow enough to lead to a significant charge trapping, as shown in
the previous section. Injection current is measured after any voltage step.
Moreover, in order to reduce undesired displacement current effects, after
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Figure 3.8: Top: AC square wave signal and negative and pos-
itive stair-case DC ramps (black and red lines) applied to the

MIM under study.
Bottom: Magnification of the applied AC signal. The applied
voltage to the peak voltage ratio is plotted as a function of time.

The period is T = 0.82 s.

each positive or negative ramp, the voltage was kept constant to V = 0 for
0.2 s, as shown in Fig. 3.8, bottom.

In Fig. 3.9, the current density is reported as a function of the applied elec-
tric field for the AC and DC voltage-ramp stresses. Concerning the AC mea-
surement, the plotted data have been extracted at the center of the time inter-
val at the voltage peak for each period, so that the greatest current recorded
for each period is reported. The two characteristics show a similar trend. The
first part of the characteristics at low fields, up to about FOX = 6 MV/cm,
shows a relevant increase of the current due to charge injection at contacts,
as explained more in details in the previous section. The current saturation
observed at FOX > 6 MV/cm is a clear indication that charge trapping is the
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Figure 3.9: Current density as a function of the applied electric
field for the AC and DC stresses.

predominant physical effect in this region. The current is greater in the case
of an AC stress because the polarity change allows for de-trapping at the an-
ode contact, thus maintaining the electric field higher at the cathode with re-
spect to the DC stress allowing for a larger charge tunneling. At higher fields
(greater than 8 MV/cm) traps become filled and the current starts increasing
again up to the breakdown, with a slight anticipation in the AC regime: the
AC breakdown field is FBD

AC = 8.6 MV/cm, while the DC one is FBD
DC = 9.1

MV/cm. Impact ionization should play a relevant role in this portion of the
characteristics.

3.3 Thickness dependence of the breakdown in re-

alistic structures

In order to have a realistic representation of the breakdown regime in thick
oxides for galvanic insulation under different stress conditions, the physical
mechanisms responsible of charge trapping and failure of the device must
be taken into account, extending the analysis also to geometry factors which
can further limit the device lifetime. Among them, the most relevant one is
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the oxide thickness, but also the electrode area and the corresponding cor-
ner effects should be taken into account. A more realistic 2D structure (very
similar to the real one) has been used in this part of the work.

In Fig. 3.10, the schematic cross section of the high-voltage MIM capacitor
used in this work is shown. The top electrode is in tantalum nitride (TaN),
the bottom electrode is in titanium nitride (TiN). The high voltage is applied
to the circular top metal electrode (diameter d ≊ 150µm), while the bottom
metal electrode is grounded. The ring contact ensures protection of the de-
vice from external disturbances and acts as a lateral boundary condition at
ground. The distance between the ring contact and the top metal is at least
8 times the oxide thickness in order to prevent lateral breakdown and is the
same in every measured structure. The oxide thickness (tOX) is defined as the
distance between the top metal and the bottom metal.

Figure 3.10: Schematic view of the 2D structure of the TEOS
capacitor (not in scale).

Capacitors with different oxide thicknesses (tOX) in the range between
0.6µm and 17µm have been investigated. Voltage-ramp measurements have
been carried out under AC and DC stress conditions. The DC voltage stress
was performed by applying a stair-case voltage ramp at a constant rate until
the breakdown condition was reached, as described more in detail in the pre-
vious section (see Fig. 3.8 and the description in the text). For samples with
oxide thickness less than 1µm, the AC stress consists of a train of pulses of
alternating polarity with increasing amplitude up to the breakdown and is
depicted in detail in Fig. 3.8. The AC signal has a period of 0.82 s. After each
polarity change, a current measurement is triggered allowing to measure the
oxide leakage current without any contribution related to the displacement
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current. For thicker oxides with tOX > 1µm, leakage current measurements
are not performed and only hard-breakdown measurements have been per-
formed.

In order to apply the same stress conditions to all the samples, different
voltage-ramp rates (RV = dV/dt) have been used for each device in order
to have the same oxide electric field, defined as EOX = |V|/tOX with V the
voltage applied at the top electrode.

In order to fairly compare the outcomes of the different DC and AC stress
conditions, the amplitude difference of successive pulses of the same polarity
of the AC signal has been chosen so that the voltage increase rate per period is
the same as the DC one. As far as DC ramps are concerned, the top metal acts
as a cathode while the bottom metal acts as anode. The oxide field ramp used
for all samples is RE = dEOX/dt = 0.073 MVcm−1s−1. All measurements
have been carried out at room temperature, namely T = 25◦C. The nominal
thickness of the devices under study, the corresponding voltage-ramp and
the oxide-field ramps are reported in Table 3.2.

Table 3.2: Nominal oxide thickness, voltage ramp rates and ox-
ide field ramp rates applied to the MIM structures used in ex-

periments.

tOX (µm) |RV| (V/s) RE (MVcm−1s−1)
0.6 4.4 0.073
0.9 6.6 0.073
7.0 51 0.073

10.0 73 0.073
15.0 110 0.073
17.0 124 0.073

In Fig. 3.11 the current density J is reported as a function of the oxide
electric field for some representative examples of AC- and DC-stress condi-
tions. For the AC-stress, the current was measured only during the nega-
tive half-wave. Measurements were performed up to the breakdown with
the technique shown in Fig. 3.8 for the devices with thickness 0.6µm and
0.9µm. The AC and the DC breakdown of the thicker oxides was investigated
by hard-breakdown measurements performed at package level in silicon oil
with the same ramp-rate up to breakdown. The J-E characteristics show a
similar trend: at low electric fields (up to 6 MV/cm), the characteristics are
strictly related to the charge injection due to tunneling effect; at intermediate
electric fields, namely between 6 and 8 MV/cm, the current is mainly limited
by charge trapping effects. The significant reduction of the current increase



50 Chapter 3. Characterization of TEOS MIM structures

in this portion of the characteristic has to be ascribed to the trap filling, as
explained more in detail in the previous section. In the high-field regime,
namely between 8 and 10 MV/cm, one can notice the effect of impact ioniza-
tion. Our analysis will mainly focus on oxides with thicknesses larger than
0.6µm.

Figure 3.11: Measurements of the current density as a func-
tion of the oxide field up to the breakdown for the devices with

thickness 0.6µm and 0.9µm.

Fig. 3.12 shows the breakdown field as a function of the film thickness
for each device under study. The breakdown field dependence on the oxide
thickness is strongly correlated to the type of stress applied to the sample.
In the case of a DC stress a weak dependence is observed. The breakdown
field slightly increases with tOX for the thinner oxides (with thicknesses up
to 0.5µm) indicating that different mechanisms other than impact ionization
may play a role in the breakdown onset of such devices. More specifically,
the formation of a percolation path between the contacts is expected to be the
relevant effect, as reported in [50]. Differently, the breakdown field decreases
for larger tOX. This reduction in EBD with increasing tOX can be interpreted
by a simple theoretical model of impact ionization, as explained in [1]. One
can note that the thickness-dependent critical field for impact ionization is
defined by the condition:

α1(EBD,1)tOX,1 = α2(EBD,2)tOX,2 ≈ 1 (3.1)
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where the field-dependence of the impact ionization coefficient α is de-
fined by the Chynoweth formula: α(E) ≈ α0e−E0/E. By substituting this
expression in Eq. 3.1 and solving for 1/EBD,2, we obtain:

1
EBD,2

=
1

EBD,1
+

1
E0

ln
(

tOX,2

tOX,1

)
(3.2)

dropping the subscripts for the thickness tOX,2 and taking the thickness
tOX,1 as a reference, we obtain the following relationship:

1
E
=

1
Eref

+
1
E0

ln
tOX

tref
(3.3)

In Fig. 3.12, the DC-experimental data of the breakdown field (green sym-
bols) have been fitted using Eq. 3.3 (black line) with parameters: Eref = 9.09
MV/cm; E0 = 298 MV/cm; tref = 1µm. In the AC stress the breakdown field
rapidly decreases for thicker oxides, suggesting that the breakdown in these
conditions may not be caused by impact ionization alone, but other factors
could influence the observed behavior.

Figure 3.12: Breakdown field as a function of the oxide thick-
ness for samples with thicknesses up to 17µm under AC and
DC stresses. The black line has been obtained by fitting the DC-
stress data with Eq. 3.3. Eref = 9.09 MV/cm; E0 = 298 MV/cm;

tref = 1µm.
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Chapter 4

TCAD modeling of the SiO2

From a theoretical point of view, amorphous materials, such as the TEOS
SiO2, cannot be modeled as crystalline semiconductors since the absence of
a periodic lattice makes the Bloch’s theorem no longer valid. In addition,
charge transport is dominated by capture and emission processes from defect
sites in the oxide layer, hence the local distribution of trapped charges and
the local field in the bulk of the oxide play a relevant role in determining the
electric characteristics of MIM structures.

Different models have been proposed in the past years, but the analy-
ses were carried out on old-generation thermal oxides. The first serious ef-
fort to take account of local field and local trapped charge variations was by
O’Dwyer [51] who assumed either Schottky or Fowler-Nordheim emission
at the contact and thermal de-trapping in the bulk. Frank and Simmons [52]
considered instead Poole-Frenkel emission from a single trap level in the bulk
with Schottky emission at the contact. Their results were later extended by
Pulfrey [53] to include trap states distributed in energy and either positive or
negative trapped charge. They also considered trap occupancy to be deter-
mined by the dynamic balance of trapping and de trapping rates. However
at high fields, field-dependent detrapping becomes important. Arnett [44]
proposed a model capable of describing the dynamics of the trapped charge
distribution from a single-level trap. Analytical solutions were derived un-
der conditions in which particular physical processes dominate (either trap-
ping, de-trapping or steady-state) obtaining equations that relate the trapped
charge distribution to the measurable current.

A second example of modeling approach was shown in [54] where the
tunneling current, the impact-ionization generation and the effect of capture
and emission of traps were used to describe the leakage current characteris-
tics of metal-insulator-silicon devices. As far as traps are concerned, Si/SiO2

interface traps were considered to be dominant with respect to SiO2 bulk
ones. Interface traps were calibrated against thermally grown SiO2 and used
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to predict the leakage current of an annealed TEOS SiO2 showing very sim-
ilar J-E characteristics. The non-annealed TEOS SiO2, which is the subject of
this study, was not simulated and no indications on the specific modeling of
bulk traps, which are expected to play the main role in MIM structures, were
reported in the work.

The first section of this chapter describes the TCAD setup used to sim-
ulate the test device, namely a simple parallel plate MIM capacitor with a
nominal thickness of 0.9µm. The electronic structure, charge injection at the
contacts, the presence of distributed defects and the breakdown mechanisms
are discussed together with the TCAD models implemented. In the second
section the validity of the model is checked against experiments.

4.1 Modeling approach

The conduction model in amorphous materials can be described by using a
drift-diffusion (DD) transport model with suitable physical parameters, such
as the energy structure, the presence of distributed defects in the material
band gap and proper boundary conditions, in order to correctly account for
charge injection at the contacts [32], [44]. The oxide region of interest was
treated as a wide-band gap semiconductor with appropriate physical param-
eters in order to simulate the generation, transport, and trapping of carriers.
Trapping and de-trapping mechanisms have been taken into account by us-
ing a first-order detailed balance equation for each trap as available in the
TCAD tool [47]: the model explicitly takes into account the occupation rate
of each trap by coupling the capture and emission rates to the conduction
and valence band of the SiO2. In order to properly account for the trapping
and de-trapping effects, the Poisson equation is solved along with the trans-
port and continuity equations of electrons and holes. The trapped charge is
explicitly accounted for in the Poisson equation. This approach requires to
explicitly define each type of defect, as it will be described in more details
in the next sections, by fixing their energy dependence, densities and cap-
ture crosse-sections. Any field-enhanced effect on the capture and emission
rates has been assumed to be modeled in the capture cross-section of each
trap. Hence, the DD transport equations for electrons, holes, the trap rate
equations for different traps and the Poisson equation have been calculated
self-consistently on the full domain.
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In Fig. 4.1, the possible conduction mechanisms in an insulator are rep-
resented. In the proposed modeling approach, the tunneling to the conduc-
tion band and directly to defects sites are taken into account, as well as the
exchange of carriers (emission and capture mechanisms) between the traps
and the conduction band of SiO2. We would like to point out that in princi-
ple other conduction mechanisms can contribute to the leakage current of an
amorphous insulator, such as defect-to-defect tunneling, also called multi-
trap assisted tunneling (multi-TAT), as shown in Fig. 4.1. Nevertheless it has
been recently shown that this contribution is not relevant especially for very
thick oxides and if the defect density is lower than NT = 1020cm−3 [55], thus
we expect it not to appreciably impact on our simulation setup.

Figure 4.1: Conduction mechanisms in an insulator. In the
proposed modeling approach, tunneling and trapping and de-
trapping of electrons are taken into account. Trap-to-trap con-
duction (hopping, or multi-TAT) is expected not to be relevant,

hence it is not taken into account.

It is worth noting that, since very high fields are involved, so that elec-
trons may become hot, other conduction model for transport, such as the
hydrodynamic model (HD), may prove effective, in principle. The hydrody-
namic model is a more complex and detailed model that takes into account
additional effects such as momentum transfer, energy exchange, and carrier-
carrier scattering [56]. This model is typically used for simulating high-speed
devices, where carrier transport is strongly affected by the motion of the car-
riers themselves and their interactions with each other. However, since very
small carrier concentrations are involved in an insulator, such mechanisms
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are negligible and the DD model is expected to provide a good approxima-
tion of the behavior of carriers. Moreover, the hydrodynamic model is com-
putationally expensive and requires high-performance computing resources
to solve, making it less practical for routine device simulations.

4.1.1 Electronic structure

The electronic structure of SiO2 has been intensively investigated experimen-
tally and theoretically. In [29], the properties of thermal SiO2 on silicon were
reported, showing that the band gap, according to the experiments on inter-
nal photoemission, can be as low as 8.06 eV [57].

Moreover, the theoretical band calculations show that the electron effec-
tive mass tensor is isotropic and the electron effective mass is equal to 0.5 m0,
where m0 is the electron rest mass. The hole effective mass tensor, on the con-
trary, is anisotropic and shows two mass values, 1.3 m0 (light holes) and 7.0
m0 (heavy holes) [29]. For this reason, the energy gap, the density of states
and the carriers effective masses in the conduction and in the valence band
and the intrinsic hole and electron mobility of the semiconductor material
have been modified and set to the corresponding values for silicon oxide.

The energy gap has been set to the commonly accepted value EG = 8.9 eV
[58]. However, given the recent works on TEOS indicating a possible reduc-
tion of the gap, we checked the role of the band gap value by simulating the
same devices with EG = 8.0 eV. No significant variations have been observed
due to the specific value of EG. The conduction and valence band density of
states are NC = 9 · 1018 cm−3 and NV = 2.6 · 1019 cm−3, respectively. These
values have been calculated from the classical formula for isotropic parabolic
bands with effective masses m∗

e and m∗
h:

NC =
1

4π3

(
2πkBTm∗

e

h̄2

)3/2

(4.1)

NV =
1

4π3

(
2πkBTm∗

h

h̄2

)3/2

(4.2)

As reported by [6], [59] experiments show that TEOS-based structures ex-
hibit an energy barrier at the contact as low as 2.5 eV, leading to a significant
increase of the leakage current with respect to thermally-grown SiO2. In our
simulations the energy barrier at the contact has been kept fixed to 2.5 eV,
equal to the reported values for TaN [59]. The same energy barrier has been
defined for the two contacts.
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4.1.2 Electron and hole mobility

Electrons and holes in SiO2 exhibit significantly different mobilities. Hole
mobility ranges from 10−11 to 10−4 cm2V−1s−1 depending on electric field
and temperature [60], [61], while electron mobility ranges from 20 to 40 cm2V−1s−1

[62], [63]. The transport of electron and holes through the oxide is believed to
be due to mechanisms such as trap-mediated conduction and valence band
conduction or hopping transport by tunneling between localized trap sites
in the SiO2 bandgap [64]. However, simplified drift-diffusion based models
have been successfully used to approximate carrier transport in SiO2 films
[65], [66]. We implemented constant mobility models for both electrons and
holes, with the effective mobilities equal to µe = 21 cm2V−1s−1 [32] and
µh = 1 · 10−4cm2V−1s−1 [61] for electrons and holes, respectively. Those
values are also reported in Table 4.1.

At high electric fields, the carrier drift velocity is no longer proportional to
the electric field, but instead the velocity saturates to a finite speed called sat-
uration velocity vsat. Hence, according to the semi-empirical Canali model,
the carrier mobility is field-dependent [67]:

µ(F) =
µ0(

1 +
(

µ0F
vsat

)β)1/β
(4.3)

where µ0 denotes the low-field mobility, F is the electric field and the
exponent β and vsat are temperature dependent according to a power law:

β = β0

( T
T0

)k
(4.4)

vsat = vsat,0

( T
T0

)l
(4.5)

where T0 is the reference temperature, namely T0 = 300K and β0 and
vsat,0 the values of β and vsat at T0, respectively. Thus, the Canali model as
available in the TCAD tool has been activated for the high-field mobility of
electrons and holes.

In Fig. 4.2, the electron drift velocity is plotted as a function of the electric
field at T = 300K. The TCAD parameters of the Canali model for the electron
mobility have been calibrated against the experimental data from [68] so that
the calculated drift velocity matches the measured one. A saturation velocity
vsat = 1.6 · 107cm/s can be deduced from the experimental data.
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Figure 4.2: Electron drift velocity as a function of the electric
field at room temperature, namely T = 300K. Symbols: exper-
iments from [68]. Solid line: TCAD model. The black dashed

line represents the saturation velocity vsat = 1.6 · 107cm/s.

4.1.3 Charge injection

Concerning charge injection from the electrodes, it has been properly taken
into account by defining a Schottky barrier at the contacts with an energetic
barrier EB = 2.5 eV [59]. Voltage ramp simulations with ramp rate of 24
V/s with no traps have been performed at different temperatures in order
to investigate charge injection at contacts. As a first hypothesis, we assumed
that the measured current increase as a function of the oxide field was due
to the barrier lowering effect. For this reason, simulations have been per-
formed by activating the barrier lowering model with default parameters for
both electrons and holes. Fig. 4.3 shows the current density as a function
of the applied electric field. The current is many orders of magnitude lower
than its experimental counterpart (see experiments reported in Fig. 4.8). In
addition, a strong temperature dependence is observed, in contrast with the
experiments that showed a weak temperature dependence, indicating that
the emission over the barrier is not the most relevant physical mechanism
related to charge injection at the contacts.
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Figure 4.3: Analysis of charge injection: current density as
a function of the oxide field at two temperature conditions,
namely T = 25 ◦C and T = 150 ◦C. Simulations have been
performed with no traps and by activating the barrier lowering

model.

For this reason, we used the standard nonlocal tunneling model for both
electrons and holes available in the TCAD based on the Wentzel-Kramers-
Brillouin (WKB) approximation [69]. The electron tunneling current from the
metal to the insulator JM−I and the tunneling current from the insulator to
the metal JI−M are given by:

JM−I = A∗T2
∫ ∞

ε
Γ(r) ln

(
1

1 + exp((ε′ − EFn)/kBT)

)
dε′ (4.6)

JI−M = A∗T2
∫ ∞

ε
Γ(r) ln

(
1

1 + exp((ε′ − EFm)/kBT)

)
dε′ (4.7)

where A∗ is the Richardson constant, EFn is the electron quasi-Fermi en-
ergy in the insulator, EFm is the Fermi level of the metal and Γ(r) is the
position-dependent tunneling probability. The net tunneling current can be
expressed as the difference between these two currents:

Jtun = JM−I − JI−M (4.8)

The tunneling probability of the carriers is calculated using the WKB ap-
proximation through:

Γ(r) = exp
(
−2

h̄

∫ r

0

√
2mT(EC(x)− ε)dx

)
(4.9)
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where the integrand represent the local imaginary wave number of the
particles with energy ε, mT is the tunneling mass in the conduction band and
EC is ts the conduction band energy. Similar equations can be obtained for
the holes, provided that EFn is substituted with EFp and that the valence band
takes place of the conduction band.

Fig. 4.4 shows the current density as a function of the applied electric
field. The current temperature dependence is very weak, indicating that tun-
neling dominates over Schottky emission.

Figure 4.4: Analysis of charge injection: current density as
a function of the oxide field at two temperature conditions,
namely T = 25 ◦C and T = 150 ◦C. Simulations have been
performed with no traps. Inset: Metal-insulator band diagram.

As both contacts are metal electrodes forming a Schottky barrier with the
oxide interface much lower for electrons than for holes, in this contribution
electron injection is expected to dominate. For this reason, in order to im-
prove the convergence speed of the simulations, in the following only the
nonlocal tunneling model for electrons has been used. Hence, the only free
parameter of the model is the electron tunneling mass which has been prop-
erly adjusted to 0.5 m0. It is worth noting that this value corresponds to that
reported in [54] for the electron tunneling from n-Si to TEOS SiO2.

In Table 4.1 the parameter set for SiO2 and TaN is reported.



4.1. Modeling approach 61

Table 4.1: TCAD parameter set for SiO2 and TaN: metal
Work Function (Φm), metal-oxide Energy barrier (EB), Energy
bandgap (EG), conduction and valence band denstity of states
(NC and NV) and electron and hole mobility (µe and µh) are re-

ported.

Parameter Value
Φm (eV) 4.4 [70]
EB (eV) 2.5 [59]
EG (eV) 8.9
NC (cm−3) 9 · 1018

NV (cm−3) 2.6 · 1019

µe (cm2V−1s−1) 21
µh (cm2V−1s−1) 1 · 10−4

4.1.4 Defects

As mentioned in the previous sections, despite the type of defects typically
present in SiO2 are well known and extensively studied [12], many results
can be applied only to very thin oxides featuring the presence of silicon at
the interface.

Both acceptor and donor traps are usually present in silicon oxide. How-
ever, the implementation of both electron and hole traps would make our
model much more difficult to handle without giving appreciable contribu-
tions. Anyway the injection of holes is negligible as shown in Fig. 4.5 where
the electron and hole current densities are reported as a function of the ap-
plied electric field, thus only acceptor traps have been implemented, i.e. de-
fects that are neutral when empty and carry a negative charge when occupied
by an electron. A uniform spatial distribution is assumed for all traps.

Concerning the energy level of the traps, it should be pointed out that,
being SiO2 an amorphous material, energy bands arise instead of discrete
trap levels. For this reason we have defined two uniform distributions with
a width of 0.5 eV each with mean energies E1 = 6.3 eV and E2 = 6.5 eV, where
the oxide valence band has been taken as the reference level. These values are
in quite good agreement with the results reported in [12] corresponding to
the four-state hydrogen bridge and hydroxyl center defects, respectively. The
energy distribution of traps is reported in Fig. 4.6, showing also the different
distribution functions adopted for the bands. No significant sensitivity to the
energetic function was observed when comparing simulation results carried
out with the uniform distribution and the equivalent Gaussian functions.

The determination of trap cross-sections requires a special attention for
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Figure 4.5: Electron and hole current densities as a function of
the applied electric field from simulations for a voltage ramp

stress with ramp rate of 6 V/s.

Figure 4.6: Energy distribution of traps. Both the uniform dis-
tribution adopted and the equivalent densities with Gaussian
functions are plotted. The valence band has been taken as the
reference level, i.e. EV = 0. The point (EC − EV)/2 represents
the mid-band gap and corresponds to the Fermi level. A band-

gap EG = 8.9 eV is assumed for SiO2.
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transient responses. In the past years, many authors have reported measure-
ments of electron capture cross sections [71]–[74], with values ranging from
10−13 cm2 to 10−18 cm2, so cross sections are not unambiguously determined.
We have used two different cross sections of, respectively, σ1 = 1.1 · 10−15

cm2 and σ2 = 9 · 10−15 cm2, in fair good agreement with the values reported
in [75], where it has been shown that two different electron cross sections ex-
ist which differ by as much as 1-2 orders of magnitude. This choice allows
us to better describe the transient response of the DC stress characteristics on
the full time range covering 4 orders of magnitude. A summary of the trap
parameters used for the two trap distributions is reported in Table 4.2.

Table 4.2: Trap parameters used for the two trap distributions.
Mean energy of the trap level, trap width, electron capture cross
section and trap density are reported for each type of trap. The
parameter ET is referred to the top of the conduction band,

taken as the reference level.

Parameter Trap 1 Trap 2
ET (eV) 6.3 6.5
∆E (eV) 0.5 0.5
σe (cm2) 1.1 · 10−15 9 · 10−15

NT (cm−3) 7.5 · 1018 1.5 · 1018

The second important aspect to take into account in order to have a com-
plete representation of the physics of the device, is the definition of the emission-
enhancement mechanisms from traps which play a relevant role at high fields.
Two kinds of electric field effects are generally considered: the lowering of
the potential barrier (Poole-Frenkel effect) and the tunneling effect. The en-
hanced emission cross section can be expressed in terms of the enhancement
factors ΓPF and Γtun as follows:

σ = σ0(1 + ΓPF + Γtun) (4.10)

where σ0 is the cross section when no electric field is applied.

Poole-Frenkel model

The well-known Poole-Frenkel effect describes the increase of the thermal
emission rate of carriers in an external electric field due to the lowering of the
barrier associated with their Coulomb potential. The emission cross section
enhancement factor is calculated as follows :

ΓPF =
1
α2 [1 + (α − 1)eα]− 1

2
(4.11)
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α =
1

kT

√
q3F

πε0εPF
(4.12)

where F is the electric field, q is the electron charge, T the temperature and
εPF the Poole-Frenkel permittivity of SiO2. It should be noted that the typical
square-root dependence is valid only if one assumes a coulombic potential
for traps [45]. Other potentials lead in some cases to integrals which cannot
be solved analytically. By using this model we are implicitly assuming that
we are dealing with a coulombic potential, which is a reasonable hypothe-
sis. At a strong electric field this effect is much weaker than the tunneling
effect, but at a weak field and/or for shallow levels it can greatly enhance the
emission probability.

Hurkx model

At strong electric fields tunneling becomes relevant. The Hurkx model [76]
describes the field-enhanced emission of carriers by the phonon-assisted tun-
neling effect from traps. Pure tunneling is not considered since it becomes
relevant only at very high fields (F > 10 MV/cm) [76]. The expression for
the enhancement factor of the emission probability is given by an integral of
the product of a Boltzmann factor, which gives the excitation probability of
a carrier at the trap level to an excited level E, and the tunneling probability
at that energy level from the trap to the band [77]. The integral is calculated
over all the possible phonon-assisted transitions, hence from the trap energy
ET to to the conduction band energy EC.

ΓTAT =
∫ (EC−ET)/kBT

0
exp

[
z − 4

3
F0

F
z3/2

]
dz (4.13)

where z = (ET − E)/kBT, F is the electric field and F0 is a constant given
by the following expression:

F0 =
qh̄√

2mT(kBT)3
(4.14)

with mT the tunneling mass of the carriers, the only free parameter of
this model. It should be pointed out that this model is derived assuming a
Dirac well and a linear potential. An approximate expression of the emission
enhanced factor for tunneling from a Coulombic well has been derived in
[46]. However, it differs from the model used only by a multiplication factor
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1 − (∆ET/E)5/3 in the exponential, which is expected not to give a relevant
contribution. Moreover, the model is not implemented in the TCAD.

The phonon-assisted tunneling emission from traps is expected to play
a key role in the AC stress conditions. This hypothesis has been checked
by extracting the total trapped charge during a square-wave AC stress with
pulses of 650 V and period of 14 s, where the impact of charge trapping and
detrapping is supposed to be dominant. In Fig. 4.7 we report a comparison of
the trapped charge in the proximity of the top electrode between a simulation
obtained by activating both the Hurkx and the Poole-Frenkel models and an
analogous one in which only the Poole-Frenkel model has been used. It is
clear that by activating the Hurkx model it is possible to have an appreciable
charge de-trapping during the stress.

Figure 4.7: Trapped charge concentration as a function of time
for a square wave AC stress near the top contact. Continu-
ous line: simulation performed activating the Hurkx model;
Dashed line: simulation performed without the Hurkx model.

4.1.5 Impact-ionization

As far as high electric fields (greater than 7MV/cm) are concerned, the ef-
fect of avalanche due to impact ionization cannot be neglected in a complete
picture of the relevant physical mechanisms [78]. Several models have been
proposed to describe the dependence of the impact-ionization coefficients as
a function of the electric field.
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Van Overstraeten-De Man model

The impact ionization coefficients αn and αp can be modeled as exponential
functions of the electric field as predicted by the Van Overstraeten-de Man
model [79] which is based on the Chynoweth law [80]. Dropping the sub-
script for electron and holes, the model reads:

α = γa exp
(γb

F

)
(4.15)

where a and b are fitting parameters with the dimensions of an inverse of
a length and of an electric field, respectively. The temperature dependence
of the model is contained in the factor γ which is:

γ =
tanh

(
h̄ωOP
2kBT

)
tanh

(
h̄ωOP
2kBT0

) (4.16)

where T0 is a reference temperature, namely T0 = 300K and h̄ωOP repre-
sents the optical phonon energy.

Okuto-Crowell model

Okuto and Crowell [81] proposed a nonlocal model for the calculation of the
ionization coefficients. However, since the exact expressions are too com-
plicated for easy use in practical device characterization, they suggested the
following empirical analytic expression:

α = a(1 + c(T − T0))Fγ exp
[
−
(b[1 + d(T − T0)]

F

)δ
]

(4.17)

where T0 = 300K is a reference temperature and a, b, c, d, γ and δ are
fitting parameters. These values apply in a wide range of electric fields.

4.2 Simulation results

The TCAD results are compared against J-V experiments in different regimes
to check the validity of the proposed transport model. Fig. 4.8 shows the slow
voltage ramp stress current densities as a function of the applied electrical
field up to breakdown at different temperatures, namely T = 25 ◦C, T = 100
◦C and T = 150 ◦C.

At low electric fields, the characteristics is strictly related to the charge
injection due to tunneling effect. At intermediate electric fields, the current is
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Figure 4.8: Current density as a function of the applied electric
field for voltage ramp stress up to breakdown. Three tempera-
ture conditions are represented, namely T = 25 ◦C, T = 100 ◦C
and T = 150 ◦C. Symbols: experiments; Solid and dashed lines:

simulations.

mainly limited by charge trapping effects: this indicates that the cathode field
is decreasing due to significant electron trapping in the bulk of the oxide,
which in turn limits the tunneling current. In the high-field regime, namely
between 8 MV/cm and 10 MV/cm, one can notice the effect of impact ion-
ization which will be described more in detail in the next part of this report.
The slight difference observed in the current levels at different temperatures
in the intermediate-field regime can be ascribed to the effect of temperature
on the trapping rates.

Concerning the faster ramp shown in Fig. 4.9, despite the peak current
slightly differs from the experimental value (by about a factor of 2), the hys-
teresis is very well reproduced, indicating that the amount of trapped charge
during the stress is in quite good agreement with the experimental data.
Moreover, the slope of the decreasing part of the ramp is nicely captured
by simulations. We would like to point out that at low fields (lower than
5MV/cm) the difference between the experimental data and simulations for
the slow ramp (6V/s) can be ascribed to the contribution of the perimeter
current which is not taken into account in our simulations. Concerning the
faster ramp, the low field deviation from the tunneling contribution might be
due to defect-related conduction, as a trap assisted tunneling from contacts
[5], [6]. However, at high fields the latter is not relevant with respect to the
tunneling contribution. In the backward ramp the trap assisted tunneling
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Figure 4.9: Current density as a function of the applied electric
field for voltage ramp stress up to FOX = 6.75 MV/cm. Two
ramp rates have been used, namely 24 V/s and 6 V/s. Red
Symbols: experiments, areal current (fast ramp); Blue symbols:

experiments, total current (slow ramp); Lines: simulations.

is suppressed because traps are charged and the WKB tunneling behavior is
observed.

The trap parameters, such as energy distribution and cross section, can
be investigated by analyzing the DC-stress characteristics. In Fig. 4.10, the
current density is shown versus the stress time for the constant voltage stress
at FOX = 6.65 MV/cm. Simulations with different sets of trap parameters are
reported. The solid black lines of Fig. 4.10 are in fair good agreement with
the experimental results. Changing either the mean energy of the traps or
the electron capture cross section can have a great impact on the current. In
particular, setting a smaller cross section for both traps (blue dashed curves
of Fig. 4.10) leads to a nearly rigid shift of the log-log characteristics: the
less charge is trapped, the greater the current is. It should be noted that
the slope of the straight line in the log-log plot is directly related to the trap
depth within the energy band gap of the insulator, as demonstrated by the
dot-dashed curves of Fig. 4.10 which feature a modification of the mean en-
ergy of the traps with respect to the best choice of trap parameters. Thus
we can conclude that our choice of the energy levels can capture the relevant
mechanisms.

In addition to this, in order to determine the impact of each trap on the
DC-stress characteristics, simulations with a single trap distribution with the
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Figure 4.10: Left: Semi-logarithmic current plot comparison of
experimental data (symbols) and simulation results (lines) for a

constant voltage stress performed at FOX = 6.65 MV/cm.
Right: Log-log current plot comparison of experimental data
(symbols) and simulation results (lines) for a constant voltage

stress performed at FOX = 6.65 MV/cm.
The black solid lines were obtained with the calibrated param-
eters for all the traps (reported in Table 4.2), while the blue
dashed and red dash-dotted lines were obtained by changing
either the capture cross section or the trap level of the first trap,

respectively.

same parameters for each trap as those reported in Table 4.2 are reported in
the top chart of Fig. 4.11, where T1 denotes Trap 1 and T2 denotes Trap 2. It
can be noted that both distributions are necessary in order to fairly reproduce
the experimental data: T1 dominates over T2 at long stress times, being the
concentration of T1 greater than that T2, while, on the contrary, the contri-
bution of T2 is more appreciable at short stress times due to its much greater
cross section than that of T1. Moreover, simulations have been carried out
with a single trap distribution (T1) but with different sets of trap parame-
ters than those reported in Table 4.2. They are shown in Fig. 4.11, left. Each
curve has been obtained by changing either the concentration (NT), the mean
energy of the trap (ET) or the electron capture cross section (σe). The modi-
fication of those parameters can have a great impact on the current, leading
to an inaccurate prediction of experimental data. The same analysis has been
carried out on the single trap T2 obtaining similar results (not shown here).
For these reasons, along with the possibility of fairly reproducing other stress
conditions and the fact that the chosen distributions are in quite good agree-
ment with the ones reported in [12], we can conclude that our choice of the
trap distributions can capture the relevant mechanisms.
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Figure 4.11: Semi-logarithmic current plot comparison of ex-
perimental data (symbols) and simulation results (solid and
dashed lines) for a constant voltage stress performed at FOX =

6.65 MV/cm and room temperature.
Left: The black solid line was obtained with the calibrated pa-
rameters for all the traps (reported in Table 4.2), while the ma-
genta dashed and the blue dash-dotted lines were obtained by
defining only one distribution of traps, T1 and T2 respectively,

with the calibrated parameters.
Right: The black solid line was obtained with the calibrated pa-
rameters for all the traps (reported in Table 4.2). Other simula-
tions were performed by defining only one distribution of traps
(T1) and changing only one parameter at a time (with respect
to those reported in Table 4.2): the energy level of the trap (ma-
genta dash-dotted line), the total concentration (green dashed

line) and the capture cross section (blue solid line).

In order to assess the role of de-trapping mechanisms, the AC-stress char-
acteristics have been taken as the main reference. Fig. 4.12 shows the ex-
perimental versus simulated AC current characteristics obtained with two
different setups: in the first one (dashed line of Fig. 4.12) the Poole-Frenkel
model has been activated and the Hurkx model has been turned off; in the
second one (solid line of Fig. 4.12) both models have been activated. The
Poole-Frenkel model alone is not capable of reproducing the observed recov-
ery of the current at each half-wave, which is strictly related to de-trapping
mechanisms. However, the current recovery can be at least qualitatively cap-
tured by activating also the Hurkx model for the emission cross section en-
hancement. This is a hint that trap-assisted tunneling is not negligible at the
electric fields under consideration and has to be properly modeled as well as
the Poole-Frenkel effect.

Finally, in order to gain further insight on the charge trapping and de-
trapping dynamics, Fig. 4.13 and 4.15 show the trapped charge across the
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Figure 4.12: Current density as a function time for a square
wave AC stress with period T = 14 s and amplitude FOX = 6.65
MV/cm. Symbols+line: experiments; Solid lines: simulations
with the Hurkx model; Dashed line: simulations without the

Hurkx model.

Figure 4.13: Trapped charge as a function of the position across
the oxide layer for the DC-stress. Three instants are repre-
sented: t = 1 s (solid line), t = 40 s (dashed line), t = 100 s

(dotted line).

device at different instant of the DC and AC transient simulations, respec-
tively. For the DC stress condition, also the electric field distribution across
the insulator has been reported in Fig. 4.14. The two stress conditions show
very different behaviors. In the DC stress (Fig. 4.13), even if the great major-
ity of the total charge is trapped in the first instants of the simulation, charge
buildup in the oxide continues for hundreds of seconds up to a saturation
condition. In addition, one can observe that more charge is trapped near the
top contact, as expected, as it is the cathode, thus causing charge accumu-
lation in its proximity. As clearly shown by Fig. 4.14, the trapped charge is
responsible for a consistent modification of the electric field, which increases
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near the the anode and decreases in proximity of the cathode. Differently,
in the AC stress (Fig. 4.15) the saturation condition seems to be reached at
shorter times with respect to the DC counterpart. Moreover, charge buildup
is significantly enhanced near the two contacts, while a slight emptier region
is formed in the center of the device. In fact, the two electrodes act in succes-
sion as cathodes leading to a greater charge trapping which is not possible
in the center of the oxide due to a different balance between trapping and
de-trapping mechanisms.

Figure 4.14: Electric field distribution across the oxide layer for
the DC-stress. Three instants are represented: t = 1 s (solid

line), t = 40 s (dashed line), t = 100 s (dotted line).

Figure 4.15: Trapped charge as a function of the position across
the oxide layer for the AC-stress. Three instants are repre-
sented: t = 1 s (solid line), t = 40 s (dashed line), t = 100 s

(dotted line).
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4.2.1 Breakdown

As far as high electric fields (greater than 7MV/cm) are concerned, the effect
of avalanche due to impact ionization cannot be neglected in a complete pic-
ture of the relevant physical mechanisms. Thus, the impact-ionization gen-
eration has been taken into account in our simulation setup using the Van
Overstraeten-De Man model fitted against the experimental and theoretical
data reported in [78]. Fig. 4.16 shows the calibrated ionization coefficient
against experimental data as a function of the electric field. The phonon en-
ergy was fixed to 153 meV, consistently with the indications in [78] showing
a limited temperature dependence of the electron impact-ionization coeffi-
cient.

Figure 4.16: Electron avalanche coefficient as a function of the
electric field at room temperature. Symbols: experimental data
in [78]. Solid line: calibrated TCAD model at room tempera-

ture. Dashed line: calibrated TCAD model at T = 150◦C.

As expected, a significant number of electron-hole pairs is generated by
electron impact ionization at high electric fields, as reported in Fig. 4.17
where it can be noted that the avalanche generation rate in the intermediate-
field regime (FOX = 6.5 MV/cm) is up to 10 orders of magnitude greater than
its low-field regime (FOX = 4 MV/cm) counterpart. At large fields, namely
FOX = 8.7 MV/cm, the electron avalanche scattering rate is even greater and
the ionization integral approaches the value of 1 corresponding to the break-
down condition.

The TCAD setup has been applied to reproduce the experimental data
of the constant-current and the AC and DC stresses. To this purpose, a quasi
stationary current ramp during which traps are forced to stay empty has been
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Figure 4.17: Electron avalanche scattering rate as a function of
the position across the device thickness at F0X = 4 MV/cm (low
field regime), F0X = 6.5 MV/cm (intermediate field regime) and

F0X = 8.7 MV/cm (high field regime).

applied up to the desired current level, then a constant-current stress is di-
rectly applied to the simulated device. Fig. 4.18 shows the TCAD results of
the oxide field versus time at T = 25 ◦C and 150 ◦C. Experiments are quali-
tatively reproduced, indicating that the rate at which charge is trapped is in
agreement with the experimental data, predicting EBD

OX and the correspond-
ing time to breakdown.

In order to gain insight on the internal phenomena producing the ob-
served breakdown, the electric field distribution across the device is plotted
at T = 25 ◦C, J = 6.3 · 10−8 A/cm2 for three stress times, namely t1 = 1s
(at the beginning of the stress), t2 = 100s (during the voltage increase) and
t3 = 1000s (after the breakdown condition is reached), as shown in Fig. 4.19.
Charge injection from the top electrode (x = 0) leads to a charge trapping dy-
namics and a clear increase of the internal field towards the bottom contact.
The maximum field reached near the bottom electrode at the longest time is
as large as 10.5 MV/cm, comparable with the breakdown strength of bulk
SiO2 [78].

In order to further assess the role of trapping mechanisms in the observed
constant-current TDDB dynamics, the trapped charge across the device has
been extracted from simulations at T = 25 ◦C, J = 6.3 · 10−8 A/cm2 at t1 = 1,
100 and 1000 s, as shown in Fig. 4.20. It can be noted that at short stress
times the trapped charge distribution is substantially flat across the device
and simply tends to increase uniformly. Differently, at t = 1000 s the trapped
charge is higher near both contacts with respect to the central portion of the
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Figure 4.18: Experiments (left) and simulations (right) of the ox-
ide field plotted as a function of time at different temperatures,
namely T = 25 ◦C and T = 150 ◦C during the constant-current

stress.

Figure 4.19: Electric field distribution across the device at T =
25 ◦C and J = 6.3 · 10−8 A/cm2 for three different stress times.
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Figure 4.20: Total trapped charge across the device at T = 25
◦C and J = 6.3 · 10−8 A/cm2 for three different stress times.

device. The trapped charge in the proximity of the top contact is mainly due
to electron injection from it: an accumulation of charges trapped in the de-
fects is found in the region where the lowest electric field is observed, while
a significant trapped-charge emission is expected to play its role at larger
electric fields in the middle of the layer. On the other hand, the enhanced
trapping near the bottom contact is an effect of avalanche generation which
becomes relevant at long stress times due to the even larger field. In fact,
the electrons are generated by impact ionization across the device especially
near the anode. Those excess electrons can either be emitted from the bottom
contact or be trapped, leading to an enhanced trapping concentration in the
proximity of the bottom electrode.

This is further confirmed by the avalanche generation rate plotted in Fig.
4.21, where it can be noted that, for long stress times, the generation of elec-
trons gradually increases moving towards the bottom contact. This means
that the largest number of generated electrons is close to the bottom elec-
trode.

Concerning the AC and DC stresses, a train of pulses with increasing am-
plitude as those shown in Fig. 3.8 (blue line) and a voltage ramp at a constant
rate of 6 V/s have been applied to the simulated device, respectively. Fig.
4.22 shows the TCAD results of the current density versus the oxide field for
the two stress conditions. The low-electric field (FOX < 6 MV/cm) part of the
characteristics is strictly related to the charge injection due to tunneling effect.
The difference between simulations and measurements might be ascribed to
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Figure 4.21: Avalanche generation rate across the device at T =
25 ◦C and J = 6.3 · 10−8 A/cm2 for three different stress times.

Figure 4.22: Current density as a function of the oxide field for
the AC and DC voltage ramp stresses. Dots: Experiments. Solid
lines: simulations with impact ionization (solid and dashed

lines) and without (dotted and dash-dotted lines).

a perimeter contribution to the total current and trap assisted tunneling ef-
fects from the electrodes which are not taken into account in simulations. At
intermediate electric fields (up to 8 MV/cm) the current is mainly limited
by charge trapping effects. Simulations are in good agreement with experi-
ments, indicating that the relevant charge trapping mechanisms are properly
modeled and calibrated. In the high-field regime, namely over 8 MV/cm,
the effect of impact ionization can be noted. The slight anticipation of the
observed breakdown field in the AC regime with respect to the DC stress
condition is nicely captured by simulations. Moreover, the breakdown is not
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reproduced in the simulations performed without the avalanche model (dot-
ted and dash-dotted lines of Fig. 4.22), confirming that impact ionization is
the main cause of failure mechanisms in such devices.

The total trapped charge and the electric field across the device have
been plotted in Fig. 4.23 and Fig. 4.24 at two different oxide fields, namely
FOX = 6 MV/cm (in the charge-trapping portion of the J-E characteristics)
and FOX = 8.5 MV/cm (just before the AC breakdown). The two stress condi-
tions show different behaviors with some common features. In both stresses,
even if the great majority of the total charge is already trapped at FOX = 6
MV/cm (NT ≈ 1016 cm−3 ), charge buildup in the oxide continues until the
breakdown condition is reached (Fig. 4.23). However, while the charge dis-
tribution in the DC regime is substantially flat at low fields, in the AC regime
more charge is accumulated near both contacts, as expected, because charge
is injected from both of them alternately. At high fields, the distribution in
the DC case shows more trapped charge near the top contact as it is the cath-
ode, while for the AC regime the distribution is similar to the low-field case
with the trapped charge being greater near the two contacts with respect to
the DC case.

Figure 4.23: Trapped charge across the device under AC and
DC regimes at two different oxide fields, namely FOX = 6
MV/cm (in the cherge-trapping portion of the J-E characteris-

tics) and FOX = 8.5 MV/cm (just before the AC breakdown).

Concerning the electric-field distribution (Fig. 4.24), at low biases a nearly
flat distribution for both the AC and DC regimes is observed, while at greater
biases the trapped charge causes a modification of the local electric field, and
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Figure 4.24: Electric field distribution across the device un-
der AC and DC regimes at two different oxide fields, namely
FOX = 6 MV/cm (in the charge-trapping portion of the J-E char-
acteristics) and FOX = 8.5 MV/cm (just before the AC break-

down).

a greater field is observed in the AC regime with respect to the DC one espe-
cially near the contacts explaining why the AC breakdown is slightly antici-
pated.
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Chapter 5

Thickness dependence of the
breakdown in realistic structures

In order to have a realistic representation of the breakdown regime in thick
oxides for galvanic insulation under different stress conditions, the physical
mechanisms responsible of charge trapping and failure of the device must
be taken into account, extending the analysis also to geometry factors which
can further limit the device lifetime. Among them, the most relevant one is
the oxide thickness, but also the electrode area and the corresponding corner
effects should be taken into account. A more realistic 2D structure (very sim-
ilar to the real one) has been used in this part of the work. The conduction
model for SiO2 is exactly the same as the one presented in the previous chap-
ter of this thesis. Only a slight modification was necessary, that is the model
of impact-ionization, as explained in the first section of this chapter. In the
second section, the main results concerning the breakdown of thick TEOS 2-
D structures under different stress conditions are presented and an extensive
analysis on the mechanisms responsible of the observed effects is carried out.

5.1 2-D TCAD structure

In this part of the work a realistic 2-D structure, which is schematically shown
in Fig. 5.1, has been used. The most relevant distances in the structure have
been indicated in Fig. 5.1. An ideal insulator layer is placed on the top of
the TEOS oxide. The distance between the ring contact and the top metal is
at least 8 times the oxide thickness. Capacitors with different oxide thick-
nesses (tOX) in the range between 1µm and 17µm have been investigated. A
cylindrical symmetry has been assumed in order to predict the realistic 3-D
circular structure, in particular the circular top metal electrode.
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Figure 5.1: Schematic view of the 2D simulated structure of the
TEOS capacitor (not in scale).

5.2 Modifications to the impact ionization model

Simulations on the 2-D structure have been performed using the same TCAD
approach as that reported in Chapter 4 for the 1-D MIM structure. As a pre-
liminary step, the Van Oververstraeten - De Man model has been activated
to model the impact-ionization, but this led to several convergence issues.
For this reason, simulations have been carried out in order to gain an in-
sight of the role of the empirical impact ionization model. A detailed micro-
scopic analysis has shown that the very large increase of the electric field in
the proximity of the top metal corner (due to sharp-edges effects) leads to a
non-limited increase of the exponential ionization-coefficient function when
using the Van-Overstraeten model. Hence, the analysis has been extended to
other impact ionization models available on the TCAD tool. In particular, the
Okuto - Crowell model [81] has proven to give good results in terms of con-
vergence as it allows to limit the increase of the ionization coefficient at very
high fields. Moreover, the Okuto model is more accurate than the Van Over-
straeten model from a physical point of view. Namely, the Van Overstraeten
model has an empirical origin being based on the assumption that the func-
tional dependence of the impact ionization coefficient α on the electric field
F satisfies the Chynoweth’s law:
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α = A(T) exp
(B(T)

F

)
(5.1)

where the temperature-dependent coefficients A and B must be adjusted
to match the measured data. Actually, also the Okuto model has an empir-
ical origin, as the analytical expression of the avalanche coefficient is a trial
function with the form:

α = A(T)Fn exp
[
−
(B(T)

F

)m
]

(5.2)

where A and B are temperature-dependent parameters to be adjusted and
the choice of n = 1 and m = 2 was found to be the best for various semi-
conductor materials and temperatures [81]. However, the following analytic
expression has been derived in [82] for the impact-ionization coefficient in
silicon at high fields in terms of the electric field and lattice temperature:

α ∝ F exp
[
−k(T)

(Fcrit

F

)2
]

(5.3)

where k is a temperature-dependent factor and Fcrit is the critical field.
The derivation was made basing on physical grounds, without introducing
a priori relations among the parameters. In [82], the microscopic impact-
ionization scattering rate was derived from the solution of the Boltzmann
transport equation (BTE) and only an approximation was made, that is, on
the form of the electron distribution function f (E). This validates existing
models whose parameters were determined empirically, demonstrating that
the Okuto model is more physically based than the Van Overstraeten model.
It should be highlighted that, despite this change, the physics of the model
remains substantially unaltered and also the results do not show appreciable
changes.

In Fig. 5.2 the electron ionization coefficient is compared with the ex-
perimental data reported in [78]. Slight differences are observed between
the experimental data and the calibrated Okuto TCAD model, especially at
high electric fields. However, it should be pointed out that TEOS oxides
tend to show different electrical properties with respect to thermally grown
SiO2, thus affecting also the impact ionization mechanism. No specific indi-
cation was found for the impact-ionization coefficient of holes, as avalanche
is mostly due to electrons in SiO2 [22]. The same ionization coefficient is thus
used also for holes, assuming no relevant role given by asymmetric behavior.
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Figure 5.2: Electron avalanche coefficient as a function of the
electric field.

Left: Experimental data in [78] and the calibrated Van Over-
straeten model at room temperature (solid line) and at T =

150◦C (dashed line).
Right: Experimental data in [78] and the calibrated Okuto

model at room temperature.

5.3 Simulation results

Fig. 5.3 shows the TCAD results of the current density versus the oxide field
at T = 25◦C for the DC stress only. Experiments are qualitatively repro-
duced: the current level in the intermediate-field portion of the characteris-
tics, the breakdown field and its slight dependence on the oxide thickness are
correctly captured by simulations, indicating that the most relevant physical
mechanisms have been taken into account and properly modeled. The slight
underestimation of the current in the low-field portion of the characteristics
with respect to the experiments can be ascribed to trap assisted tunneling
from the electrodes which is not taken into account in simulations. The much
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more abrupt onset of the avalanche breakdown of the thicker oxide with re-
spect to the thinner one might be ascribed to very different spatial distribu-
tions of the trapped charges within the bulk of the oxide, in particular in the
proximity of the top metal corner: a larger amount of trapped charge leads
to a greater electric field in that region and thus to a less smooth behavior of
the avalanche onset.

Figure 5.3: Current density as a function of the oxide field up to
the breakdown for different oxide thickness. Symbols and lines:
experiments. Lines: Simulations at tOX = 0.6µm, tOX = 0.9µm

and tOX = 15µm.

The predicted breakdown fields for both the AC and the DC stresses are
reported in Fig. 5.4. Even if slight differences are found with respect to the
experimental data, the overall dependence on the oxide thickness is fairly
captured by simulations in a wide range of thicknesses and for both the
stress conditions, indicating that impact ionization plays a relevant role in
the breakdown of such devices along with the 2D effects at the corner of the
structure as discussed in the following. In particular, the peculiar behavior
under AC stress is fairly well reproduced by simulations allowing to gain fur-
ther insight on the mechanisms responsible for the anticipated breakdown of
the device under AC stress.

An analysis on the most relevant physical quantities such as the electric
field and the trapped charge across the devices has been carried out through
the TCAD results. In Fig. 5.5(A-C)(dimensions not in scale) the electric field
during the DC stress at the biases corresponding to the onset of the avalanche
breakdown are reported for the oxides with thicknesses 0.9µm and 15µm.
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Figure 5.4: Breakdown field as a function of the oxide thickness
for samples with thicknesses up to 15µm under AC and DC

stresses. Dots: experiments. Lines and dots: Simulations.

The same scale is used on the Y axis of the different devices, while different
scales have been used for the X axes due to the different thicknesses.

Firstly, it should be noted that the electric field distribution of the thinner
oxide (Fig. 5.5 A) notably differs from that of the thicker oxide (Fig. 5.5 C).
The thinner oxide approximately behaves like a one-dimensional parallel-
plate capacitor, with the electric field being smaller near the cathode and be-
coming greater moving towards the anode due to the accumulated trapped
charge. The onset of the breakdown is given by the critical electric field
that reaches its maximum value in the proximity of the top metal corner
and rapidly laterally decreases far from it. The maximum field sustained
by the thinner oxide at the onset of the avalanche breakdown is about E =

11MV/cm when an external nominal electric field EOX = 9.4MV/cm is ap-
plied. The impact-ionization generation shows its maximum value at the cor-
responding maximum electric field. Avalanche is thus initiated by electrons
flowing in the high field at the anode. The thicker oxide is characterized by
having two electric field peaks: the first one is in the same position as the one
of the thinner oxide, i.e., in the proximity of the anode (Fig. 5.5 C), while the
second one is close to the top metal corner, with the high-electric field profile
extending over a wide region of the device. The cutlines in the longitudinal
direction at the top side of the capacitance show that the second peak gives
rise to a significant impact-ionization generation, leading to a large amount
of current density (Fig. 5.5 B-D). As a consequence, the breakdown field is
substantially modulated by the electric field profile in the proximity of the



5.3. Simulation results 87

Figure 5.5: Electric field within the oxide layer for two thick-
nesses and cutlines of the impact-ionization generation rate and
the current density along the Y axis (black lines in the leftmost

figures).
A. Electric field distribution for tOX = 0.9µm at EOX =

9.4MV/cm (onset of avalanche breakdown).
B. Impact-ionization generation rate along the Y coordinate in

proximity of the top metal contact.
C. Electric field distribution for tOX = 15µm at EOX =

9.0MV/cm (onset of avalanche breakdown).
D. Current density along the Y coordinate in proximity of the

top metal contact.
X and Y axes have arbitrary units. The same scale is used on
every Y axis, while different scales have been used for the X
axes due to the different thicknesses. The distances from the
two cutlines to the respective top metal contacts are the same.

For the schematic of the structure, see Fig. 3.10.

corner.

5.3.1 TCAD analysis of the AC breakdown at different oxide

thicknesses

In the same way, the electric field during the AC stress at different polarities
and for different thicknesses is shown in Fig. 5.6. In order to fairly com-
pare the two thicknesses, the same oxide field has been used, choosing the
value of EOX = 3.8MV/cm which is in the proximity of the breakdown of the
thick oxide. The electric field profile of the thinner oxide resembles that of
a one-dimensional parallel-plate capacitor for both the negative and positive
polarity (Fig. 5.6 A-B). The high field region around the corner decreases of
orders of magnitude far from it along the Y axis. Differently, in the thicker
oxide, a geometry-related effect can be noted: the high-field region around



88Chapter 5. Thickness dependence of the breakdown in realistic structures

the corner extends for a wider region of the device for both polarities (Fig.
5.6 C-D).

Figure 5.6: Electric field within the oxide layer for the oxides
with thicknesses: tOX = 0.9µm (A-B) and tOX = 15µm (C-D)
at positive and negative polarity during the AC stress. X and
Y axes have arbitrary units. The same scale is used on every Y
axis, while different scales have been used for the X axes due to

the different thicknesses.

The difference is further highlighted in Fig. 5.7, where the electric field is
plotted against the position along the Y axis, following the horizontal black
line of Fig. 5.6: while the electric field in the thin oxide decreases of orders of
magnitude for distances larger than the corner position (represented by the
peak), in the thick oxide the electric field is still in the order of 1 MV/cm at
several microns of distance from the corner along the Y axis (approximately
18µm from the peak). In addition, it can be noted that the electric field in the
proximity of the corner is larger during the positive half-wave than during
the negative half-wave.

In order to further investigate this aspect, in Fig. 5.8, the electric field
profile along the X-axis cut line indicated Fig. 5.6 is reported in the case of
the thick oxide (tOX = 15µm). During the positive stress, the electric field
peak at the top metal corner is much higher and more extended than during
the negative stress, reaching the value of 14 MV/cm, exceeding the intrinsic
breakdown strength of SiO2. It is a hint that the breakdown is driven by the
positive half-wave: the top metal, and thus the region in the proximity of
the corner acts as the anode during the positive half-wave, thus featuring an
increase of the electric field. During the negative half-wave, on the contrary,
the high electric field region is in the proximity of the bottom metal, and it
is reduced near the top metal which now acts as a cathode. However, being
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Figure 5.7: Electric field along the Y axis for two thicknesses at
positive and negative polarity during the AC stress.

the bottom metal a simple plane contact, the increase of the electric field is
limited and not enhanced by the presence of a corner, thus the electric field
cannot be high enough to trigger the onset of the breakdown.

Figure 5.8: Electric field along the X axis for the oxide with
tOX = 15µm during the AC stress at negative and positive po-

larity.

The role of the top metal corner is clearly shown in Fig. 5.9 where the
avalanche generation rate of the thick oxide is represented at the onset of the
breakdown for the positive (Fig. 5.9, left) and negative polarity (Fig. 5.9,
right). The fact that the breakdown field depends on the sign of the bias
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applied to the MIM and to its thickness is a clear hint that not only the geom-
etry, but also the thickness of the oxide itself plays a role in determining the
breakdown of the device.

Figure 5.9: Impact ionization generation rate across the thick
oxide (tOX = 15µm) during the AC stress at EOX = 3.8MV/cm

for positive and negative polarity.

In order to further investigate the great difference of the breakdown field
between the thick oxide and the thin oxide, in Fig. 5.10 the trapped charge
is shown during the positive and the negative half-wave of the AC stress for
the thicknesses 0.9µm and 15µm. In the thin oxide (Fig. 5.10 A-B) defects
are almost uniformly charged through the entire thickness of the insulator in
a region of limited extension around the top metal corner. On the contrary,
in the thick oxide (Fig. 5.10 C-D) the traps are substantially empty over a
great portion of the oxide thickness, and there is a significant trapped charge
density only in the proximity of the top metal corner.

Figure 5.10: Trapped charge within the oxide layer for the ox-
ides with thicknesses: tOX = 0.9µm (A-B) and tOX = 15µm
(C-D) at positive and negative polarity during the AC stress. X
and Y axes have arbitrary units. The same scale is used on ev-
ery Y axis, while different scales have been used for the X axes

due to the different thicknesses.
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The distribution of the charged traps is further highlighted in Fig. 5.11
where the trapped charge density is plotted against the normalized posi-
tion in the X axis (Xnorm) along the vertical black lines of Fig. 5.6, where
Xnorm = X/tOX for both tOX = 0.9µm and tOX = 15µm. We have to point out
that during each half-wave the charge is trapped in a region of limited thick-
ness around the cathode. This trapping length is in the order of ≈ 0.4µm,
a significant fraction the total thickness of the thin oxide. This means that
the charged defects in thin oxide are distributed approximately in a uniform
manner along the entire thickness of the oxide, as shown by the dashed lines
of Fig. 5.11, leading to a limited increase of the electric field. As far as the
thicker oxide is concerned, this trapping length represents only a small frac-
tion of the total thickness of the device, implying that defects are almost
empty throughout the oxide except in a small region around the top metal
and in particular around the corner, as it can clearly be seen by the solid
lines of Fig. 5.11. Hence, the electric field in this region is much increased if
compared to the field built up in the same region of the thinner oxide.

Figure 5.11: Trapped charge density along the normalized X
axis (Xnorm) during the AC stress at negative and positive polar-
ity with EOX = 3.8MV/cm. Dashed lines: tOX = 0.9µm. Solid
lines: tOX = 15µm. The position Xnorm = 0 corresponds to the
bottom metal, the position Xnorm = 1 corresponds to X = tOX

(top metal).

It is clearly visible in Fig. 5.12 where the electric field is plotted against the
normalized X-axis. In the thicker oxide, the electric field exhibits a sharp peak
in the proximity of the top metal corner with a value of about 14 MV/cm,
being relatively small in the bulk oxide, whereas in the thinner oxide the
electric field is approximately constant through all the oxide thickness with a
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smooth and rounded peak of about 4.5MV/cm, only slightly different from
the oxide field EOX = 3.8 MV/cm.

Figure 5.12: Electric field along the normalized X axis during
the AC stress at negative and positive polarity with EOX =
3.8MV/cm. Solid lines: tOX = 15µm. Dashed lines: tOX =
0.9µm. The position Xnorm = 0 corresponds to the bottom
metal, the position Xnorm = 1 corresponds to X = tOX (top

metal).

5.3.2 TCAD analysis of the breakdown under AC and DC

stresses

A further comparison between the DC stress and the AC stress has been
made to deeply understand the relevant differences between them. As a sig-
nificant difference in the breakdown field is observed at large thicknesses,
the oxide with tOX = 15µm has been taken as a reference for this analysis.

In Fig. 5.13, the electric field during DC (Fig. 5.13 A-B) and AC (Fig. 5.13
C-D) stresses is compared for different biases. In order to have a fair compar-
ison between oxides which show very different behaviors, two biases have
been used for the DC case: EOX = 3.8MV/cm, which is equal to the AC field
and at the onset of AC breakdown and is far from the DC-breakdown and
EOX = 8.8MV/cm which is at the onset of the avalanche condition during
the DC stress.

The DC-electric field profile at low fields (Fig. 5.13 A) is very similar to the
AC profile during the negative half-wave (Fig. 5.13 D), with a relatively high-
field region extending around the top metal corner but with maximum values
that are not high enough to trigger on the breakdown, meaning that top metal
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injection is a condition which cannot cause a premature breakdown of the de-
vice. Differently, at the same bias, the electric field around the corner during
the positive half-wave of the AC stress (Fig. 5.13 C) is very high, reaching
values of about 14MV/cm, explaining why we can reach breakdown even at
such a low stress. We would like to highlight that simulations are performed
using cylindrical coordinates, thus the dimensions of the regions that appear
in two-dimensional charts are not in linear relation with the actual volumet-
ric dimensions of the structure. The DC profile at high stresses (Fig. 5.13 B) is
indeed different from all the other situations: the electric field is high over a
very wide region of the device, but its peak is still lower than the peak of the
AC stress represented on bottom-left. Nevertheless, the large extension of the
region combined with high values of the electric field determines the break-
down of the device. Thus we can conclude that, even though in the bulk of
the device the electric field is (relatively) low, a very high field (much greater
than 10 MV/cm) in a small region of the device (small if compared to the to-
tal dimensions) is sufficient to cause the failure of the device. This condition
can be reached even at very small values of the applied electric field because
the high-field region around the corner is associated with a great increase of
the impact-generation term, as shown in Fig. 5.14.

Figure 5.13: Electric field profile within the thick oxide (tOX =
15µm) during AC and DC stresses.

A) DC stress at EOX = 3.8MV/cm (far from breakdown) with
negative polarity.

B) DC stress at EOX = 8.8MV/cm (onset of avalanche break-
down) with negative polarity.

C-D) AC stress at EOX = 3.8MV/cm with positive and negative
polarity, respectively.

At small values of EOX, the impact-ionization profile in the DC case is
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very similar to the AC profile during the negative half-wave, with a rela-
tively high-impact region extending around the top metal corner, because
the electric field (not shown) has a maximum value of about 6MV/cm, not
enough to trigger on the breakdown . Differently, at the same bias, the elec-
tric field around the corner during the positive half-wave of the AC stress is
very high, with a maximum value of about 14MV/cm, explaining why the
impact-ionization generation can reach values as high as 1020cm−3s−1, thus
leading to the breakdown of the device. The DC profile at high stresses (5.14
B) is indeed different from all the other situations: the impact-ionization is
high over a very wide region of the device, but its peak is still lower than
the peak of the AC stress (5.14 C). Nevertheless, breakdown can take place
also at lower values of the maximum electric field (which must be compara-
ble with the breakdown strength of SiO2), but with a greater extension of the
high-field profile region.

Figure 5.14: Impact ionization generation rate within the thick
oxide (tOX = 15µm) during AC and DC stresses.

A) DC stress at EOX = 3.8MV/cm (far from breakdown) with
negative polarity.

B) DC stress at EOX = 8.8MV/cm (onset of avalanche break-
down) with negative polarity.

C) AC stress at EOX = 3.8MV/cm with positive polarity.
D) AC stress at EOX = 3.8MV/cm with negative polarity.

In order to have a complete representation of the situation, the trapped
charge has been represented for both the AC and DC stresses as shown in
Fig. 5.15. The stress conditions represented are the same as those of Fig.
5.13. During the DC stress a trapping dynamics is observed, as shown by
the uppermost charts of Fig. 5.15: the trapped charge simply increases with
time during the negative unipolar stress, in particular in the proximity of
the top metal corner. The dynamics observed during an AC stress is more
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complicated (Fig. 5.15, bottom), as the polarity change makes charges to trap
and partially de-trap very fast. Except ofr a small region around the corner,
traps are less charged than at the same stress condition of a DC stress. In
particular, we can observe that a much lesser amount of charge is trapped in
the proximity of the two contacts with respect to the DC regime, due to the
fast de-trapping. In addition, more charge is trapped in the negative half-
period than in the positive half-period, meaning that, on average, a grater
current flows through the insulator during the negative half-wave.

Figure 5.15: Trapped charge in the thick oxide (tOX = 15µm)
during AC and DC stresses.

A) DC stress at EOX = 3.8MV/cm (far from breakdown) with
negative polarity.

B) DC stress at EOX = 8.8MV/cm (onset of avalanche break-
down) with negative polarity.

C-D) AC stress at EOX = 3.8MV/cm with positive and negative
polarity, respectively.
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Chapter 6

Conclusions

Silicon dioxide (SiO2) is the main insulator in the electronic industry because
of its near-ideal properties; however, the degradation and failure of MIM de-
vices is still limited by charge buildup in pre-existing defect sites of the oxide
layer. For this reason, a detailed knowledge of charge injection and transport
mechanisms of such materials under high electric fields plays a key role in
improving the reliability of such devices. Since stacked dielectrics have long
been used in commercial products, the reliability of the technology is empir-
ically well established, but very few works are based on a self-consistent the-
oretical framework. For such reasons, a TCAD-based model of charge trans-
port capable of correctly handling charge injection, trapping and de-trapping
mechanisms and avalanche onset in bulk SiO2 oxides is highly desirable as
it would be a key instrument for the development and optimization of ultra-
compact capacitances in integrated high-voltage systems.

In this thesis, a TCAD model has been presented to investigate conduc-
tion mechanisms in high-voltage silicon oxide thick TEOS capacitors embed-
ded in the back-end inter-level dielectric layers for galvanic insulation appli-
cations. The TCAD framework has been proven to be a useful tool for the
study of transport in oxides. The most important conduction mechanisms,
i.e., charge injection processes at the electrodes and trap-assisted capture and
emission processes, have been modeled in order to reproduce the electrical
behavior of the device in different stress conditions: constant voltage stress,
AC stress and voltage ramps. The role of traps has been extensively investi-
gated. Since it is not possible to determine unambiguously the exact nature
of defects, being silicon oxide an amorphous material and the type of traps
being process-dependent, it has been shown that it is possible to reproduce
the leakage current of thick capacitors with a proper choice of trap parame-
ters, such as concentration, capture cross section and energy level. Two uni-
form distributions with an energy width of 0.5 eV each and mean energies
E1 = 6.3 eV and E2 = 6.5 eV with respect to the top of the valence band have
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been defined. By analyzing the DC-stress characteristics, it has been possible
to calibrate the concentration and the cross section of such traps. In addition,
our choice of trap parameters is in quite good agreement with the theoretical
results reported in recent theoretical studies.

Different stress conditions, such as constant-current time dependent di-
electric breakdown and AC and DC voltage ramp stresses up to breakdown,
have been analyzed in order to investigate the role of the main physical
mechanisms involved in the breakdown of such devices. The reported pre-
dictions are in nice agreement with experiments up to the breakdown condi-
tion. From the comparison of TCAD simulations with experiments, we can
conclude that impact-ionization is the most relevant mechanism involved in
the breakdown of such devices.

After having modeled the main physical mechanisms responsible of the
conduction and the breakdown in SiO2 TEOS oxide using a simple parallel
plate capacitor as test structure, the analysis has then been focused on the
breakdown under different stress conditions in realistic 2-D structures with
thicknesses in the range from 1µm to 15µm. The breakdown of such devices
is strongly affected by the applied stress condition. Numerical simulations
capture the overall thickness dependence of the breakdown field under AC
and DC stress conditions, showing that not only the geometry of the struc-
ture, but also the thickness of the sample are responsible of a strong decrease
of the breakdown field under an AC stress. The numerical analysis on real-
istic 2-D structures has shown that charge injection by tunneling and charge
accumulation at defect sites in a limited region of the device are responsi-
ble for a large increase of the electric field which triggers impact ionization
causing the anticipated failure of the device.
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