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Abstract

The Deep Underground Neutrino Experiment (DUNE) is a long-baseline accelerator
experiment designed to make a significant contribution to the study of neutrino oscilla-
tions with unprecedented sensitivity. The main goal of DUNE is the determination of
the neutrino mass ordering and the leptonic CP violation phase, key parameters of the
three-neutrino flavor mixing that have yet to be determined. An important component of
the DUNE Near Detector complex is the System for on-Axis Neutrino Detection (SAND)
apparatus, which will include GRAIN (GRanular Argon for Interactions of Neutrinos),
a novel liquid Argon detector aimed at imaging neutrino interactions using only scin-
tillation light. For this purpose, an innovative optical readout system based on Coded
Aperture Masks is investigated. This dissertation aims to demonstrate the feasibility of
reconstructing particle tracks and the topology of CCQE (Charged Current Quasi Elas-
tic) neutrino events in GRAIN with such a technique. To this end, the development and
implementation of a reconstruction algorithm based on Maximum Likelihood Expecta-
tion Maximization was carried out to directly obtain a three-dimensional distribution
proportional to the energy deposited by charged particles crossing the LAr volume. This
study includes the evaluation of the design of several camera configurations and the
simulation of a multi-camera optical system in GRAIN.
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Sommario

Il Deep Underground Neutrino Experiment (DUNE) è un esperimento con acceleratore a
lunga baseline progettato per dare un contributo significativo allo studio delle oscillazioni
dei neutrini con una sensibilità senza precedenti. L’obiettivo principale di DUNE è la
determinazione dell’ordine di massa dei neutrini e della fase di violazione leptonica di
CP, parametri chiave della mixing a tre sapori dei neutrini che non sono ancora stati
determinati. Un componente importante del complesso del Near Detector di DUNE è
costituito dal System for on-Axis Neutrino Detection (SAND), che includerà GRAIN
(GRanular Argon for Interactions of Neutrinos), un nuovo rivelatore ad Argon liquido
che ha lo scopo di eseguire imaging delle interazioni dei neutrini utilizzando la luce di
scintillazione. A questo scopo, verrà studiato un innovativo sistema di lettura ottica
basato su maschere ad Apertura Codificata. Questa tesi si propone di dimostrare la
praticabilità della ricostruzione delle tracce di particelle e della topologia degli eventi di
neutrini CCQE (Charged Current Quasi Elastic) in GRAIN con tale tecnica, ed è ded-
icata allo sviluppo e all’implementazione di un algoritmo di ricostruzione basato sulla
Maximum Likelihood Expectation-Maximization per ottenere direttamente una mappa
tridimensionale proporzionale all’energia depositata dalle particelle cariche che attraver-
sano il volume. Questo studio comprende la valutazione della progettazione di diverse
configurazioni di camere e la simulazione dell’implementazione di un sistema ottico multi-
camera in GRAIN.
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Introduction

Experimental studies of neutrino oscillations have made it possible to characterize many
of the parameters related to neutrino masses through the complementary use of several
experimental channels and sources. Some parameters remain to be determined, in par-
ticular the unitarity of the neutrino mixing matrix, its possible CP-violating phase, and
the neutrino mass ordering, which would have a profound impact on the entire lepton
sector of particle physics. The next generation of neutrino oscillation experiments aims
to answer these remaining open questions.
The Deep Underground Neutrino Experiment (DUNE) is a long-baseline accelerator ex-
periment designed to contribute significantly to the study of neutrino oscillations with
unprecedented sensitivity. It envisages to study neutrinos from a high intensity wide-
band neutrino beam with a Near Detector (ND) system at the Fermi National Accelerator
Laboratory and a Far Detector (FD) at „ 1300 km from the beam source at the Sanford
Laboratory, in South Dakota in the United States.
For the oscillation parameters to be determined by the data of the multi-kiloton FD
Liquid Argon Time Projection Chambers (LArTPCs), the neutrino beam must be char-
acterized before the onset of oscillations at the ND complex, which will be able to provide
complementary information on the neutrino beam and to refine the interaction models
that will be necessary to analyze the FD data. The ND will also be capable of conducting
searches for New Physics, providing high granularity and resolution.
The System for On-Axis Neutrino Detection (SAND) will monitor the neutrino beam flux
at the near site. It is based on the 0.6 T superconducting magnet and electromagnetic
calorimeter previously used in the KLOE experiment. The inner magnetized volume
hosts GRAIN, a 1 ton liquid Argon active target and a low density target/tracker sys-
tem. SAND will provide a fine-grained reconstruction of neutrino interaction topologies
in LAr, and will offer a control sample for neutrino events in the ND LArTPC.
This dissertation is part of an R&D program aiming to develop a novel tracking and
calorimetry system entirely based on the imaging of LAr scintillation light. One of the
two solutions being developed for such an optical readout system is based on the Coded
Aperture Mask technique. The present work aims to demonstrate the feasibility of recon-
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2 CONTENTS

structing the topology of neutrino events in GRAIN using such a technique. This study is
dedicated to the development and implementation of a reconstruction algorithm based on
Maximum Likelihood Expectation Maximization to obtain directly a three-dimensional
distribution proportional to the energy deposited by charged particles in the LAr volume.
The implemented algorithm was used to evaluate reconstructions of point sources and
tracks of minimum ionizing particles with different camera configurations, such as sizes
and patterns of the Coded Aperture mask. The best-performing type was selected, and
a multi-camera optical system design was proposed to be implemented in the GRAIN
geometry. An assessment was then made of the ability of GRAIN to reconstruct tracks
of a CCQE neutrino interaction producing a muon and proton. The imaging system
in GRAIN and the direction of the muon, known from the SAND tracking system, was
used to determine the direction of the proton and to estimate the vertex reconstruction
resolution.

The dissertation is organized as follows:

• Chapter 1 presents an overview of the current status of neutrino physics, outlining
the theoretical description of massive neutrinos and introducing the phenomenology
of neutrino oscillations and the experimental results on the mixing parameters;

• Chapter 2 describes the physics objectives, structure and detectors of the future
DUNE experiment;

• Chapter 3 describes the physics objectives and structure of the SAND detector and
GRAIN, its active Liquid Argon target;

• Chapter 4 will outline the principles and features of Coded Aperture imaging and
subsequently present the rationale and specifics of the GRAIN optical detection
system and of its track reconstruction algorithm.

• Chapter 5 shows the optimization of the camera geometry for the reconstruction
in GRAIN;

• Chapter 6 presents the analysis of GRAIN’s optical system performance with the
selected cameras for muon tracks and neutrino event reconstruction.



Chapter 1

Neutrino Physics

1.1 Neutrinos in the Standard Model

The SM of particle physics is a gauge theory that describes strong, electromagnetic,
and weak interactions in the universe, as well as elementary particles [1]. It is based
on the symmetry group SUp3qC ˆ SUp2qL ˆ Up1qY , where SU(3) describes the strong
interaction, SU(2) the weak isospin and U(1) the hypercharge group.

In the SM, neutrinos are fermions, basic constituents of matter. In particular, they
are neutral massless leptons that only interact with matter via weak interactions. Like
other leptons, neutrinos and antineutrinos exist in at least three generations, that is,
electron (νe), muon (νµ), and tau neutrinos (ντ ), and are associated with the three
charged leptons as:

ˆ

e
νe

˙ ˆ

µ
νµ

˙ ˆ

τ
ντ

˙

, (1.1)

Under CPT (charge, parity and time reversal) symmetry conservation, a neutrino
is a left-handed particle and an antineutrino is a right-handed antiparticleIn the SM,
neutrinos can only interact via charged-current (CC) weak interaction with exchange of
a W˘ boson and neutral-current (NC) weak interaction with exchange of a Z0 boson as
described by the following interaction lagrangian terms [2]:

´ LCC “
g

?
2

ÿ

l

ν̄Llγ
µl´LW

`
µ ` h.c. (1.2)

´ LNC “
g

2 cos θW

ÿ

l

ν̄Llγ
µνLlZ

0
µ, (1.3)
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4 1.2. NEUTRINO MASSES BEYOND THE STANDARD MODEL

where l “ e, µ, τ , g is the coupling constant associated with SUp2q, and θW is the
Weinberg angle. Also, as massless particles, the neutrino flavor is conserved during
propagation. However, several experiments have now demonstrated neutrino mixing,
indicating that neutrinos do have mass, since flavor mixing and thus oscillations require
neutrino mass therms that feature the flavor fields or a combination of them. This is one
of the first hints of physics beyond the Standard Model.

As mentioned earlier, neutrinos come in three families. A fourth active neutrino is
not allowed by the invisible width of the Z boson to which it would contribute as much
as one active neutrino, Z Ñ ναν̄α. The invisible width has been measured with great
accuracy at LEP and leads to the following constraint on the number of active light
neutrinos [1]:

Nν “
Γinv

Γν̄ν

“ 2.984 ˘ 0.008. (1.4)

1.2 Neutrino masses beyond the Standard Model

Although the SM has shown great success in delivering experimental predictions, some
phenomena remain unexplained. Among these, experimental evidence for neutrino os-
cillation demonstrated that neutrinos have mass. The existence of this phenomenon
requires a theory beyond the Standard Model (BSM) in order to introduce a correspond-
ing mass term for these particles. In fact, the discovery of neutrino oscillations implies
that the differences of the neutrino mass squared are not null and also that the states
of flavor neutrino are superpositions of definite mass states. However, measurements of
neutrino oscillations do not constrain the overall mass scale, and their determination is
a challenging problem, which is still not solved. Furthermore, the reason why neutrinos
are many orders of magnitude lighter than other SM particles is not known and the
mechanism that gives them mass remains uncertain [3].

1.2.1 Dirac masses

The simplest extension that can be made to the SM involves adding a set of three right-
handed neutrino states that couple to matter just through neutrino masses.
Starting from the lagrangian of a free Dirac particle field:

LDpxq “ ν̄pxqpi{B ´ mqνpxq (1.5)

Fermion fields can be written in their chiral components as νL ” PLν and νR ” PRν,
such that ν “ νL ` νR. Thus, the Lagrangian can be rewritten as



CHAPTER 1. NEUTRINO PHYSICS 5

LD “ ν̄Li{BνL ` ν̄Ri{BνR ´ m pν̄LνR ` ν̄RνLq (1.6)

In the SM neutrinos fields have only the left-handed component, unlike other massive
fermions fields with have both a left-handed and right-handed component. To introduce
the neutrino mass therefore it is necessary to consider also the right-handed component
νR. In this way, three fields are obtained:

L1
αL ”

ˆ

ν 1
αL

l1αL

˙

, l1αR, ν 1
αR, pα “ e, µ, τq (1.7)

which enter in the Lepton-Higgs Yukawa Lagrangian, which becomes, after sponta-
neous symmetry breaking:

LH,L “ ´

ˆ

v ` H
?
2

˙

“

l̄1LY
1l1R ` ν̄ 1

LY
1νν 1

R

‰

` h.c., (1.8)

The Yukawa coupling and the resulting Dirac mass conserve lepton number. In this
case, neutrinos and antineutrinos have the same mass and differ by the conserved total
lepton number which takes the values Lpνq “ `1 and Lpν̄q “ ´1. The right-handed
fields are called sterile, since they do not enter into the standard charged and neutral
currents; while the left-handed flavor fields are called active since they participate in
weak interactions.
Since there are no constraints on the Yukawa couplings, the theory cannot predict the
values of neutrino masses (and, in general, of all SM particles). However, to account for
the experimental upper limits determined for the neutrino masses, the Yukawa couplings
must be very small. The neutrino mass limits are at most at the eV-scale[4], this means
that the coupling is À 10´12. In this model there is no explanation for the very strong
hierarchy of masses between the charged leptons and the neutrinos. Moreover, one would
naively expect a similar hierarchy between the neutrino masses and a similar mixing
structure to the quark sector, contradicting the observations. For these reasons, other
explanations for neutrino masses have also been considered.

1.2.2 Majorana masses

Another possible option is for neutrinos to be Majorana particles. For Majorana neu-
trinos, the chiral components νL and νR are not independent and are instead related by
the Majorana condition:

νR “ νC
L ” Cν̄T

L , (1.9)
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where C ” iγ2γ0 is the charge conjugation operator. Substituting the previous def-
inition in the decomposition of the neutrino field allows us to rewrite the Majorana
condition as:

ν “ νL ` νC
L “ νC . (1.10)

Majorana particles are thus equal to their antiparticles, so that only neutral fermions
like neutrinos can be described by a Majorana field.

The Majorana mass lagrangian for a single neutrino type can be generated using only
the left-handed chiral field νL as its charge conjugate νC

L can be substituted in place of
νR thanks to the Majorana condition. The Majorana mass term is thus given by:

LM
mass “ ´

1

2
mν̄C

L νL ` h.c. , (1.11)

with the complete Majorana lagrangian consisting of the kinetic terms for νL and νC
L

in addition to the mass term.

The introduction of three generations of massive Majorana neutrinos requires the
Majorana mass term to be diagonalized, expressing the left-handed flavor fields ν 1

L as
linear combinations of massive neutrino fields νL :

ν 1
L “ V ν

LnL with nL “

¨

˝

ν1L
ν2L
ν3L

˛

‚ (1.12)

so that the three-generation Majorana mass lagrangian can be written as:

LM
mass “ ´

1

2
n̄C

LMnL ` h.c. “
1

2

3
ÿ

k“1

mkν̄
C
kLνkL ` h.c. (1.13)

with M being the diagonalized mass matrix. It can be seen now that this mass term
is not invariant under the global Up1q gauge transformations:

νkL Ñ eiφνkL pk “ 1, 2, 3q, (1.14)

with the same phase φ for all massive neutrinos: this implies a violation of the total
lepton number conservation, leading to beyond the Standard Model phenomena, such as
the neutrino-less double-β decay, which represents the best handle to probe the potential
Majorana nature of neutrinos.
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1.2.3 Experimental mass searches

Beta-Decay experiments

Electron neutrino mass can be measured using the tritium β-decay 3H Ñ 3He` e´ ` ν̄e.
The Fermi golden rule gives the transition probability for this decay, and its derivative
w.r.t. the kinetic energy T is equal to

dΓ

dT
“

pcos θCGF q
2

2π3
|M |

2F pEqpEK2
pT q, (1.15)

where KpT q is the Kurie function and it can be written as:

KpT q “

”

pQ ´ T q

b

pQ ´ T q2 ´ m2
νe

ı1{2

, (1.16)

with Q “ Mp3Hq ´Mp3Heq ´me “ 18.57 keV. If neutrinos have zero mass, the graph
of K(T) = (Q-T) would depend linearly on T, but if mνe ‰ 0, a deviation is present,
which can be used to measure the value of mνe . This deviation can be observed in Fig.
1.1

Figure 1.1: Tritium Kurie plot close to the end-point, computed for neutrino masses
equal to 0 and 20 eV [5].

However, due to the extraordinary challenge of such a precise measurement, currently,
it is only possible to provide an upper limit to the ν̄e mass. The strongest constraint
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on neutrino mass using this approach has been provided by the KArlsruhe TRItium
Neutrino (KATRIN) spectrometer, providing an upper limit to neutrino mass of 1.1 eV
at 90% confidence level [4].

Neutrino-less double-beta decay experiments

The hypothesis that neutrinos are Majorana particles, which means that the neutrino
and antineutrino are identical, is a key question that concerns the nature of the neutrino
mass.
The most promising way to distinguish between Dirac and Majorana neutrinos is the
neutrino-less double beta decay. Double beta decay is the process:

pZ,Aq Ñ pZ ` 2, Aq ` 2e´
` 2ν̄e (1.17)

where (Z,A) is a nucleus with atomic number Z and mass number A, that can occur
when single beta decay is kinematically forbidden. Double beta decay is a second-order
process in perturbation theory and the measured half-lives are of the order of 1024 years.
Neutrino-less double beta decay is a similar process, but neutrinos are not present in the
final state since they annihilate with each other, as shown in the Feynmann diagrams in
Fig. 1.2.

Figure 1.2: Feynman diagrams of the ordinary double beta decay on the left and the
neutrino-less double beta decay on the right [6].

In order for this decay to be possible, some requirements have to be satisfied: neu-
trinos must have mass, neutrinos must be Majorana particles, and the lepton number
conservation must be violated. The first requirement is satisfied since it is known from
oscillations that neutrinos have mass, while the other two are not proven yet, but they
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are necessary to have an interaction between two neutrinos. In fact, the interaction is
possible only if one neutrino has a left-handed chiral state and the other has a right-
handed chiral state, but both neutrinos have a left-handed helical state. One can see
that observations of neutrino-less double beta decay would be a proof that neutrinos are
Majorana particles.

The half-life time of the decay (T 0ν
1{2) is given by:

T 0V
1{2 “

`

G|M| xmββy
2
˘´1

» 1027´28

ˆ

0.01eV

xmββy

˙2

y, (1.18)

where G is the phase space factor, M is the nuclear matrix element and xmββy is the
effective Majorana mass.

Experiments aim to measure the characteristic discrete spectrum, as shown in Fig.
1.3. The goal is to estimate the value of the half life of the 0νββ decay, which is

proportional to T 0V
1{29

b

Mt

B∆E
. Therefore, a detector must have a large mass (Mt), a good

energy resolution (∆E), and an extremely low background rate (B). Additionally, not all
beta-decay isotopes are good candidates for performing neutrino-less double beta decay
searches. For practical purposes, isotopes with forbidden or strongly suppressed beta
decay are chosen. Only 36 possible double-beta decay emitters are known. The full list
can be found in [7].

Figure 1.3: Distribution of the sum of the two electron energies for 2νββ and 0νββ.

There are two types of experiment: experiments in which the source is inserted as a
thin foil inside a tracking detector and those in which the detector also constitutes the
source. NEMO-3 [8] is an example of the first type of experiment, using a source of 100

Mo that is known to be a 2νββ source. The problem of this kind of experiments is that
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the source material is limited and they have a limited energy resolution.
Other experiments, which instead used the second technique, are the CUORE [9] bolom-
etry experiment, HdM [10], GERDA [11].
The strongest constraints up to date are set by KamLAND-Zen collaboration, using
Xenon: T1{2,0ν ą 1.1 ˆ 1026 years and mββ ă p0.06 ´ 0.16q eV [12], the uncertainty on
the upper limit for the effective mass is due to nuclear structure effects which cause
variations in the nuclear matrix elements.

Cosmological constraints to the neutrino mass

The most stringent limits on the neutrino masses can be obtained from cosmology. The
standard model of cosmology predicts the existence of a thermal relic-neutrino back-
ground originated in the Big Bang. Furthermore, precision measurements of the Cosmic
Microwave Background (CMB) [13] are consistent with the existence of this background.
Massive neutrinos are needed in present cosmological models, but since their masses are
unknown, they are treated as a free parameter.

The energy density in neutrinos can be estimated as [14]:

Ων “
ρν
ρc

“
1

h2

ř

j mj

93eV
(1.19)

where ρc is the critical density that makes the universe flat, and h » 0.65 is the
Hubble constant in units of 100 Km/s/Mpc. The measured flatness of the universe gives
a limit Ωtoth

3 ă 0.4 that results in:

ÿ

j

mj ă 37eV. (1.20)

A more stringent (but model-dependent) limit can be obtained from studies of large-
scale structures. At the time of the formation of the cosmological structure, the neu-
trinos behaved as hot dark matter, suppressing their growth at small scales. These
structures formed from initial seeds, i.e. perturbations in the dark matter density, under
the gravitational pull. Cold dark matter falls into gravitational wells which are created
by overdensities, making them grow further and leading to the formation of galaxies and
clusters. Neutrinos were too fast to be trapped in the wells and free-streamed out of
them, suppressing the growth of structures at sufficiently small scales.
These structures are constrained by the CMB measurements performed by Planck mis-
sion. A recent analysis by WMAP provides a limit of

ř

j mj ă 0.11 eV [15].
In the near future, the next generation of experiments (such as CMB-S4 [16]) will be

sensitive to
ř

j mj ă 2ˆ 10´2 eV, being able to determine whether
ř

j mj is non-zero at
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three-sigma level. This measurement will be a strong confirmation of the neutrino mass
measurements performed using neutrino oscillations.

1.3 Neutrino mixing and oscillations

The mixing of neutrino flavors is a natural outcome of considering massive neutrinos,
since the neutrino flavor and mass eigenstates are not the same [17]. This phenomenon
was first proposed by Pontecorvo in 1957 [18], and is called neutrino oscillations.

Neutrino flavour eigenstates pνα , with α “ e, µ, τq can be expressed as a linear com-
bination of the neutrino mass eigenstates pνi , with i “ 1, 2, 3q :

|ναy “
ÿ

i

U˚
αi |νiy , (1.21)

where U is the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, and it is ex-
pressed as a 3 ˆ 3 rotation matrix of angles θij :

U “

¨

˝

1 0 0
0 c23 s23
0 ´s23 c23

˛

‚

¨

˝

c13 0 s13e
´iδCP

0 1 0
´s13e

´iδCP 0 c13

˛

‚

¨

˝

c12 s12 0
´s12 c12 0
0 0 1

˛

‚

¨

˝

eiη1 0 0
0 eiη2 0
0 0 1

˛

‚,

(1.22)

with cij “ cos θij and sij “ sin θij.η1 and η2 are the Majorana phases. The case of
three Dirac neutrinos would lead to a unitary PMNS matrix. δCP is a phase factor that
is non-zero only if CP-symmetry is violated in neutrino oscillations.

The propagation of the mass eigenstates can be described by plane wave solutions:

|νipx, tqy “ e´ipEit´p⃗¨x⃗q
|νip0, 0qy , (1.23)

that are approximated at the ultra-relativistic limit to:

νiptqy “ e
´i

m2
i L

2Ei |νip0qy , (1.24)

where L “ x “ ct is the propagation distance and mi and Ei the mass and energy of
the i-th mass eigenstate.

Although neutrinos are generated in the flavor eigenstate pναq, during propagation
they can be expressed as a linear combination of the mass eigenstates. Therefore, the
probability of observing a β-flavor neutrino that was generated in the flavor α is:
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P pνα Ñ νβq “ |xνβ | ναptqy|
2

“
ÿ

i,j

e´i
∆m2

ijL

2E U˚
βiUαiUβjU

˚
αj (1.25)

where ∆m2
ij “ m2

i ´ m2
j and the term ∆m2

ijL{2E determines the sensitivity of the
experiment to the different parameters. The oscillation probability for antineutrinos can
be obtained by assuming that the neutrino interaction respects CPT. By separating the
real and imaginary parts of the mixing matrix, for neutrino pναq and antineutrino pν̄αq

oscillations, equation 1.25 can be written as:

P p
pν̄q1

α Ñ
pν̄

q1

β q “δαβ ´ 4
ÿ

jąi

Re

„

UαiUαjUβiUβj sin
2

ˆ

∆m2
ijL

4E

˙ȷ

˘ 2
ÿ

jąi

Im

„

UαiU
˚
αjU

˚
βiUβj sin

ˆ

2
∆m2

ijL

4E

˙ȷ

.

(1.26)

From Eq. 1.26 it is clear that if the mixing matrix U is complex, P pνα Ñ νβq and
P pν̄α Ñ ν̄βq would not be identical. As they are CP conjugated processes, measuring a
different oscillation probability for neutrinos and antineutrinos would be the evidence of
CP violation.

Regarding the difference in the squares of the neutrino masses in Eq. 1.25, ∆m2
21

is called the ”solar mass splitting” whereas ∆m2
31 is the ”atmospheric mass splitting”,

which is ∆m2
31 “ ∆m2

32`∆m2
21. Two possible mass orderings (or hierarchies) are possible:

normal ordering (NO) with m1 ă m2 ă m3, which matches the mass ordering of the
charged leptons in the SM, and inverted ordering (IO) implying m3 ă m1 ă m2 instead.
The two hierarchy scenarios are shown in Fig. 1.4.

Historically, the results of the neutrino oscillation experiments were interpreted by
assuming only two neutrino states and no CP violation. This is a valid approximation
at the precision level of the measurements due to the large difference between ∆m2

21 and
∆m2

31. Taking this into account, Eq. 1.25 can be simplified to the form:

P pνα Ñ νβq “ δαβ ´ p2δαβ ´ 1q sin2 2θ sin2 ∆m2L

4E
. (1.27)

Neutrino oscillations are perfect for measuring tiny differences of neutrino masses,
since even if ∆m2 is small, the oscillation probability can be amplified by a long baseline
L, thus oscillations are observable at macroscopic distances. Note that in the previous
equation, the sinus squared masks the sign of ∆m2. This is why neutrino oscillation
experiments, in principle, are not sensitive to the sign of ∆m and can only provide the
absolute value.
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Figure 1.4: A visual representation of the two possible neutrino mass order-
ings/hierarchies. On the left, the normal ordering, where m1 ă m2 ă m3, and the
atmospheric mass-squared splitting is positive. On the right, the inverted ordering,
where m3 ă m1 ă m2 and the atmospheric mass-squared splitting is negative. The
relative proportion of red (νe), blue (νµ), and green (ντ ) in the box corresponding to the
mass eigenstates quantifies the relative probability of finding the α flavour eigenstate in
the corresponding mass eigenstate. Image by JUNO collaboration.

At large L or, alternatively, at small E, the oscillation probability tends to the con-
stant value of

@

PναÑνβ

D

“ 1
2
sin2 2θ, due to the effect of finite energy resolution, as shown

in Fig. 1.5 In fact, the uncertainty relation 1 „ ∆E∆t » ∆m2

2E
L is valid.

In addition, the plane-wave treatment of neutrino oscillations is just an approxima-
tion. Indeed, since a plane wave has a definite momentum p, it would be impossible to
know where the neutrino was produced due to the Heisenberg principle, and then the
distance L would be unknown. It is then necessary to describe each mass eigenstate
using a wave packet, which can have a different mass. During time propagation, the
wave packets will separate, and, as a consequence, there will be no more oscillations.
In summary, different mass eigenstates produced at the same instant arrive at different
times, depending on their individual speeds. For example, supernova neutrinos no longer
oscillate when they reach Earth: since separation occurs approximately in 103 km, they
would arrive with a time difference in the order of 10´4 s.

1.3.1 Matter effects in neutrino oscillations

Oscillations come from differences in phase between mass states. Therefore, while in
vacuum the free Hamiltonian has to be considered, in a material there are also inter-
action potentials. When neutrinos travel through dense medium (eg, the Sun or the
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Figure 1.5: Probability of να Ñ νβ transitions for sin2 2θ “ 1 as a function of ∆m2xL{Ey.
The solid line represents the transition probability averaged over a Gaussian L{E distri-
bution with σL{E “ 0.2xL{Ey. The dashed line is the unaveraged transition probability
[2]

Earth), the coherent forward scattering from the particles they encounter along the way
can significantly alter their propagation. As a result, the oscillation probability can be
somewhat different than it is in a vacuum. The flavor-changing mechanism in matter
was named after Mikhaev, Smirnov, and Wolfenstein (MSW), who first pointed out [19]
that there is an interplay between flavor-nonchanging neutrino-matter interactions and
neutrino mass and mixing. The MSW effect stems from the fact that electron neutrinos
(and antineutrinos) have different interactions with matter compared to other neutrino
flavors. In particular, νe can have both charged current and neutral current elastic
scattering with electrons, while νµ and ντ have only neutral current interactions with
electrons. This fact gives rise to an extra potential VW “ ˘

?
2GFNe, where Ne is the

electron density in matter, GF is the Fermi constant, and the positive (negative) sign
applies to electron-neutrinos(antineutrinos) scattering.

The oscillation probability becomes:

PνeÑνe “ 1 ´ sin22θMsin2
p
∆2

ML

4E
q, (1.28)

with a squared mass difference due to matter effects equal to
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∆m2
M “ ∆m2

V

b

sin22θ ` pcos2θ ´ ζq2 (1.29)

and a relation for the matter effect mixing angle such as

sin22θM “
sin22θ

sin22θ ` pcos2θ ´ ζq2
(1.30)

where ∆m2
V and θ are the values referred to oscillations in vacuum, while ζ is related

to the matter electron density and it is given by

ζ “
2
?
2GFNeE

∆m2
V

. (1.31)

From these formulas, it is possible to understand the following important conse-
quences of the MSW effect:

1. long baselines or high matter densities are required to observe significant matter
effects (in the limit ∆m2

ML{p4Eq ! 1 the vacuum probabilities can be retrieved;

2. under the resonant condition cos2θ “ ζ, oscillations can be significantly enhanced,
regardless of the value of θ, therefore, even if the vacuum oscillation probability
is very small. Since ζ “ LV {Le, where LV “ 4πE{∆m2 is the vacuum oscillation
length and Le “ 4π{p2

?
2qGFNeq is the electron-neutrino interaction length, the

resonance condition is:

LV “ Lecos2θ. (1.32)

3. oscillation probabilities for neutrino and antineutrinos can be different due to mat-
ter effects (because of the sign of ζ, even if neutrino interactions with matter do
not violate CP, even if the mixing matrix is real;

4. the resonant condition occurs if ζ ą 0, which in turn depends on the sign of ∆m2.
This dependence on the sign of ∆m2 can be used to determine the neutrino mass
hierarchy. The effect is expected to be seen in long baseline accelerator experiments
(see Sect. 1.4.3), and future high-statistics atmospheric neutrino studies (Sect.
1.4.2) and will play an important role in establishing the type of neutrino mass
hierarchy.
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1.4 Measurement of the neutrino oscillation param-

eters

Neutrinos come from different sources: the Sun, cosmic ray interactions with the atmo-
sphere, nuclear reactors, and accelerators. Each of these sources produces neutrinos with
different parameters L and E, and thus with different accessible ∆m2. Therefore, various
experiments were designed to exploit these neutrino sources and probe different neutrino
sectors. Two possible modes are available for the measure of neutrino oscillations:

• Appearance experiments, which measure transitions between different neutrino
flavors, according to Eq. 1.25. As the final flavor can be either absent or present
as contamination in the initial beam, the background for this measurement can be
very small. Thus, appearance experiments can be sensitive to rather small mixing
angles.

• Disappearance experiments, which measure the survival probability of a neu-
trino flavor

PναÑναpL,Eq “ 1 ´ 4
ÿ

kąj

|Uαk|
2

|Uαj|
2 sin2

ˆ

∆m2
kjL

2E

˙

, (1.33)

by comparing its initial and final interaction rates. As the interaction rates have
statistical fluctuations, apart from oscillations, small disappearances are difficult
to reveal, so that disappearance experiments are not suited for measuring small
missing angles.

In both cases, a neutrino source is used. Then, some experiments use a small near-
detector to measure the neutrino flux near the source, to ensure the composition of the
initial flux, while a large far detector measures the neutrino flux after a distance L.
The appearance experiments start with a neutrino flavor να at the source and the far
detector looks for a different neutrino flavor νβ at distance L from the source, measuring
the appearance probability PναÑνβ ; while the disappearance experiments look for the
same neutrino flavor να at distance L from the source, measuring the disappearance
probability PναÑνα

1.4.1 Solar neutrino experiments

Solar neutrino experiments are sensitive to ∆m2
21 and sin2θ12. Solar neutrino experiments

observe neutrinos produced by nuclear fusion reactions in the Sun core. According to the
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Standard Solar Model (SSM), a multicomponent flux of electron neutrinos is generated
by various reactions, ranging from 0.1 to 20 MeV [20]. The flux spectrum of the different
reactions is shown in Fig. 1.6.

Figure 1.6: Spectrum of solar neutrino fluxes as predicted by SSM.[21]

Different experiments tried to measure the neutrino fluxes for different energies. The
first was the Homestake experiment, in which the reaction νe`37Cl Ñ37 Ar`e´ was used
to detect the νe flux, with an energy threshold above 800 keV. Therefore, it was sensitive
just to 8B and 7Be electron neutrinos. The Homestake experiment, running from 1970
to 1994, observed only one third of the expected flux of solar neutrinos predicted by the
SSM model. This was the origin of the so-called solar neutrino problem.
The possible explanations were three: an imprecision in the solar model, the experiment
was not calibrated properly, or there was some physical phenomenon that occurs to
neutrinos as they travel from the Sun to Earth.
In later years, a new generation of experiments using the νe `71Ga Ñ71 Ge`e´ reaction
as the detection technique, lowered the energy threshold to 233 keV, which made them
sensitive to the dominant pp reaction. GALLEX (and its successor GNO) and SAGE
confirmed a deficit of about 1/2 w.r.t. the flux predicted by the SSM [22, 23, 24].

Kamiokande, a 3,000 t water Cherenkov detector placed in the Kamioka mine (Japan),
achieved an energy threshold of 6.5MeV, sufficiently low to detect 8 B solar neutrinos
undergoing elastic scattering pνx ` e´ Ñ νx ` e´q. The advantage of this technology is
the sensitivity to the three neutrino flavors, and also the directionality of the Cherenkov
radiation, which allows for the separation of background events. Again a deficit of „ 1{2
was measured by Kamiokande [25] and its successor Super-Kamiokande [26].
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The reason could have been that νe oscillates into νµ or ντ , but the detectors were
only sensitive to charge current interactions and then they were not able to observe
the other neutrino flavors and they measured only a reduced νe flux. Therefore, it was
necessary to measure the neutral current interaction rate, which had to be equal to the
solar model neutrino flux.

The SNO (Sudbury Neutrino Observatory) [27] was built in 1998 in Canada for
that purpose. It was a liquid scintillator, with 1,000 ton of heavy water pD2Oq and
10,000 PMTs. The main reactions that were used are: the charged current interaction
νe ` d Ñ p` p` e´, which is sensitive just to the νe flux; the neutral current interaction
νl ` d Ñ p ` n ` νl, which is sensitive to all neutrino flavor fluxes equally; the elastic
scattering νle

´ Ñ νle
´, which is sensitive to all neutrino flavors, but six times more

sensitive to the νe flux. The resulting measured fluxes where compatible with the Solar
Standar model. Therefore, the solar neutrino puzzle could be explained with neutrino
oscillations. The results from SNO measurements are illustrated in Fig. 1.7.

Figure 1.7: Measurement of the SNO experiment of muon and tau neutrino flux from the
Sun as a fuction of the electron neutrino flux, showing that the total flux is consistent
with solar models. [27]

1.4.2 Atmospheric neutrino experiments

The large underground Cherenkov experiments that came online in the second half of the
1980s, Kamiokande [25] and IMB [28], performed the first observations of atmospheric
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neutrinos. Atmospheric neutrinos are produced as a consequence of cosmic rays interact-
ing with the atmosphere: pions are produced, which can decay into a muon and a muon
antineutrino. Low-energy muons can then decay again in an electron, an electron neu-
trino and a muon neutrino. However, experiments measured a deficit of νµ interactions
with respect to predictions based on the cosmic ray spectrum. The breakthrough for the
solution of this so-called atmospheric neutrino anomaly came from the data of Super-
Kamiokande (SK), the follow-up experiment to Kamiokande, which revealed an up-down
asymmetry in muon neutrino events, a clear effect of atmospheric neutrino oscillations
[29]. The SK experiment has provided, so far, high-statistics data on the atmospheric
neutrino flux, allowing to model the oscillations as from muon to tau neutrinos and to
infer the values of the oscillation parameters with significant accuracy. The SK results
have also been corroborated by other atmospheric neutrino experiments, such as Soudan
2 [30] and MACRO [31], as well as Long-baseline accelerator experiments (Sect. 1.4.3)
like K2K [32].

Figure 1.8: Super-Kamiokande results: experimental data, MC predictions with neutrino
oscillations and MC predictions in the non oscillation hypothesis are reported as function
of the zenith angle. Electron and muon events are shown. Blue histograms represent
the MC predictions without neutrino oscillations, red ones show two-neutrino oscillation
MC curve.[[1]]
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1.4.3 Accelerator neutrino experiments

Experiments with artificial neutrino beams were designed to verify the oscillation pa-
rameters of atmospheric neutrinos, using a similar L{E ratio.

Neutrinos can be produced in accelerators by colliding high-energy protons into a
target. From the beam-target interactions, hadrons are produced. Among secondary
particles, pions and kaons are focused with the so-called magnetic horns into a beam,
towards the desired direction before they decay into neutrinos. Other mesons and muons
are stopped in the beam dump and soil. Conventional neutrino beams mainly contain
muon neutrinos or antineutrinos, since pions are the most abundant products of the
proton-target collisions. Moreover, by regulating the magnetic horns, the dominant
component of the beam can be chosen to be of neutrinos or antineutrinos. However,
beam contaminations are possible. For example, choosing to have a νµ beam, most
of the neutrinos come from the decay π` Ñ µ`νµ. Beam contaminations come from
subsequent muon decay µ` Ñ e`νeν̄µ, pion decay π` Ñ e`νe and kaon decay into
e`π0νe.

Accelerator experiments must tune the ratio of the propagation distance and the
neutrino energy (L/E) in order to increase the sensitivity to the studied oscillation. In
general, there are Long Baseline (LBL) and Short Baseline (SBL) experiments. While
LBL experiments use „ GeV neutrino beams and a baseline of 103´4 m, SBL experiments,
with a baseline of „ 1 km, are able to study neutrino oscillations at the 1 eV scale.

Due to beam contaminations, many Long-Baseline experiments are constituted by two
detectors, a near detector and a far detector. The near detector provide high statistics
characterization of the neutrino beam close to the source and information about the flux,
the energy spectrum, and interaction cross sections in order to reduce the systematic
uncertainties due to neutrino flux and ν-nucleus interactions. The far detector studies
the flux of neutrinos and their possible flavor oscillation after traveling the experiment
baseline.

The first LBL experiment was K2K with a total baseline of 250 km. It used a muon
neutrino beam with xEνy „ 1.3GeV, produced by the KEK proton synchroton, directed
towards the SuperKamiokande detector. The near detector, 300 m far from the source.
was 1kt water Cherenkov detector combined with a set of fine-grained detectors. This ex-
periment confirmed the atmospheric neutrino observations that reported muon neutrino
disappearance.

MINOS was another accelerator experiment that used a beam from FNAL (Fermi
National Accelerator Laboratory), directed towards a far detector in the Soudan mine.
The baseline was of 735 km and both the near and the far detectors were iron-scintillator
tracking calorimeters with a toroidal magnetic field. This experiment also confirmed the
muon neutrino disappearance and it measured atmospheric neutrino oscillation param-
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eters [30].

Moreover, the OPERA experiment with the CNGS (CERN to Gran Sasso) beam con-
firmed the oscillation of νµ into ντ [33]. It was characterized by a baseline of 732 km with
a beam of energy of 17GeV produced at CERN. The T2K experiment is characterized by
a high-intensity proton synchroton accelerator, a set of near detectors about 280 m from
the neutrino source, the on-axis INGRID far detector (iron-scintillator tracking detec-
tor) and the SuperKamiokande detector which performs off-axis neutrino measurements
with an angle of 2.5˝. This experiment, with a baseline of 295 km makes use of neutrino
beam with a peak energy of 0.6GeV. It has been the first experiment to observe νµ Ñ νe
oscillations [34]. The NOνA experiment is an off-axis neutrino experiment, with the
far detector placed at „800 km distance and an off-axis angle of 14.6 mrad, while the
near detector is about 1 km from the source. Both are tracking calorimeters detectors.
This experiment is committed to the observation of νµ pν̄µq disappearance and νe pν̄eq
appearance [35].

In the near future, two new long-baseline oscillation experiments are expected to
operate. DUNE (that will be detailed in chapter 2), and Hyper-Kamiokande [36] as the
successor of Super-Kamiokande, a water Cherenkov detector of 260 kt of total mass.

In the SBL experiments, the detector is placed near the neutrino source. LSND used
167t of diluted liquid scintillator to perform v̄µ Ñ v̄e appearance searches. They reported
an excess of events [37] and later the MiniBooNE experiment reported an excess in the
ve and v̄e appearance in the same region [38].

In the future, the JSNS [39] at J-PARC and the short-baseline neutrino (SBN) pro-
gram at Fermilab will investigate the excess reported by LSND and MiniBooNE. The
SBN program will consist of three liquid argon time projection chambers at different
baselines: SBND at 110 m, MicroBooNE at 470 m and ICARUS at 600 m [40].

1.4.4 Reactor antineutrino experiments

Nuclear reactors are important sources of ν̄e produced in beta decays of heavy nuclei.
The main neutron-rich nuclei used for the fission chain reactions are 235U, 238U, 239Pu
and 241Pu. The electron antineutrino production rate and spectrum can be estimated
using information about the thermal power output and fuel composition as a function
of time. However, the production of antineutrinos from fission reactions is isotropic;
thus, the flux decreases rapidly with distance from the source. The detection of reactor
antineutrinos is based on the inverse beta decay process ν̄e `p Ñ e` `n. This reaction is
characterized by a prompt energy released by the positron annihilating with a surround-
ing electron producing two photons that can be detected in scintillator detectors. The
neutron capture on nucleus after thermalization produces a delayed energy release with



22 1.4. MEASUREMENT OF THE NEUTRINO OSCILLATION PARAMETERS

respect to the prompt signal. Hence, the inverse neutron decay process can be detected
by looking for the coincidence of these two signals.

The KamLAND experiment[41] takes advantage of 55 reactors located at an average
distance of 180 km from the Kamioka mine, in which the KamLAND detector is located.
The detector consists of 1kt of high-purity liquid scintillator contained in a 13 m diameter
spherical balloon of transparent nylon. The ν̄e spectrum is estimated from measurements
of beta decay spectra from fission of uranium and plutonium and the average energy
xEν̄ey » 3.6MeV. Thus, this experiment is optimized to study neutrino oscillations
related to the solar mass-squared difference. The first results of KamLAND in 2002
showed the ν̄e disappearance at the 99.95% confidence level (CL) and confirmed the value
of the mixing angle found by solar neutrino experiments. Moreover, this experiment has
a good energy resolution, but it does not see many events; on the other hand, solar
neutrino experiments have a large statistical power but a poor energy resolution. Thus,
from a joint analysis of the data of KamLAND and solar neutrino experiments [42]it
was possible to constrain a small allowed region for the values of the ∆m2

12 and sin2 θ12
oscillation parameters, as shown in Figure 1.9.

Figure 1.9: Three-flavor neutrino oscillation analysis contour using both solar neutrinos
and KamLAND results [42].

Three nuclear reactor experiments have been performed to measure the value of
sin2 θ13 from the disappearance of ν̄e : Double Chooz [43], Daya Bay [44] and RENO [45].
These three experiments have proved a non-zero value of θ13 and a significant contribution
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comes from the Daya Bay experiment which has measured a value of sin2 2θ13 “ 0.084˘

0.005 [44].

1.4.5 Current knowledge of netrino oscillation parameters

Although most neutrino oscillation experiment results can be explained with the two-
flavor paradigm individually, a three-flavor model is needed to explain all results. Table
1.1 shows the current knowledge of the neutrino oscillation parameters obtained from
a global analysis of data from different experiments. Since the sign of ∆m2

32 remains
unknown, two orderings are possible: Normal Ordering, pm1 ă m2 ă m3q, and Inverted
Ordering pm3 ă m1 ă m2q. For this reason, two sets of values are given in Tab. 1.1, for
both possible orderings.

Normal ordering (NO)

Parameters best fit param. ˘1σ 3σ range
θ12{˝ 33.82`0.78

´0.76 31.61 Ñ 36.27
θ23{˝ 48.3`1.2

´1.9 40.8 Ñ 51.3
θ13{˝ 8.61`0.13

´0.13 8.22 Ñ 8.99
δCP {˝ 222`38

´28 141 Ñ 370
∆m2

21{
`

10´5eV2
˘

7.39`0.21
´0.20 6.79 Ñ 8.01

∆m2
32{

`

10´3eV2
˘

2.449`0.032
´0.030 2.358 Ñ 2.544

Inverted ordering (IO)

Parameters best fit param. ˘1σ 3σ range
θ12{˝ 33.82`0.78

´0.76 31.61 Ñ 36.27
θ23{˝ 48.6`1.1

´1.5 41.0 Ñ 51.5
θ13{˝ 8.65`0.13

´0.12 8.26 Ñ 9.02
δCP {˝ 285`24

´26 205 Ñ 354
∆m2

21{
`

10´5eV2
˘

7.39`0.21
´0.20 6.79 Ñ 8.01

∆m2
32{

`

10´3eV2
˘

´2.509`0.032
´0.032 ´2.603 Ñ ´2.416

Table 1.1: Current knowledge of the 3ν neutrino oscillation parameters. [1]

The best-known parameters are θ12, θ13,∆m2
21 and |∆m2

32|. As detailed in the previ-
ous section, θ12 and ∆m2

21 are well characterized with a precision of 2% and 3% thanks
to the study of solar (SNO[27]) and reactor neutrinos (KamLAND[41]). θ23 and |∆m2

32|

are measured in accelerator experiments with a precision of 3% and 1%, by measuring
the disappearance of vµ and v̄µ (T2K [34], NOνA[35]), or in atmospheric neutrino ex-
periments (SuperKamiokande [26]). θ13 has been measured with a precision of 1.5% in
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reactor (DoubleCHOOZ [43], Daya Bay [44]) and accelerator experiments (T2K[44]).

However, in addition to mass ordering, the octant of θ23 has not yet been determined
(whether it is greater or smaller than 45˝ ), and the CP violation phase has been poorly
constrained [46] This will be detailed in Sect. 1.5.

1.5 Open questions

1.5.1 Determination of the θ23 octant

The θ23 mixing angle can be studied at long baselines via νµ Ñ νe and ν̄µ Ñ ν̄e oscillation
channels, which are open to both atmospheric and accelerator neutrino experiments.
Indeed, νµ disappearance and νe appearance probabilities can be approximated, being
∆m2

21{∆m2
31 ! 1{30 ! 1, as:

P pνµ Ñ νµq » 1 ´ sin2 2θ23 sin
2

ˆ

∆m2
31L

4E

˙

P pνµ Ñ νeq » sin2 θ23 sin
2 2θ13 sin

2

ˆ

∆m2
31L

4E

˙ (1.34)

where matter- and δCP -related terms have been neglected. Disappearance experi-
ments are capable of determining both ∆m2

31 and sin2 2θ23 with high accuracy. It is then
easy to notice that, for θ23 ‰ π{4, there is a twofold solution of θ23 for a certain value of
sin2 2θ23 :

sin2 θ23 “
1

2

”

1 ˘
a

1 ´ sin2 2θ23

ı

, (1.35)

leading to the so-called octant degeneracy, as the two solutions for θ23 are either
below 45˝ (first octant) or above it (second octant).

This degeneracy can be lifted by combining the results of the νµ disappearance and
νe appearance channels, the latter depending on sin2 θ23 sin

2 2θ13, with the independent
measurements of θ13 from reactor experiments, discussed in Section 1.4.4.

Despite all analyses finding some preference for θ23 ą 45˝, values of θ23 smaller, larger
or equal to π{4 are still all consistent at the 3σ level. With the current data, the status
of the maximality/non-maximality of the θ23 mixing angle is thus quite delicate; this
might change, however, with the implementation of T2K data in the global fit [47].
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1.5.2 Mass Ordering

In all analyses so far the best fit is for the normal mass ordering, with the IO being
disfavoured with a ∆χ2 ranging from „ 2σ, driven by the interplay of LBL accelerator and
SBL reactor data, to 3σ when including the atmospheric SK data. Current experiments,
though, display too much of a limited individual sensitivity for the discrimination to be
finally resolved [1].

In order to resolve the mass ordering, the next generation of experiments will thus
focus on three different oscillation configurations [48]:

- Medium baseline pL „ 50 kmq reactor ν̄e Ñ ν̄e oscillations, will be studied by the
JUNO[49] and RENO-50[50] experiments.

- Long baseline accelerator muon (anti-) neutrino
p´q

ν µÑ
p´q

ν e oscillations at experi-
ments like the already running NOνA[35] and the future DUNE[51];

- Atmospheric (anti-)neutrino oscillations with the same channel as above, studied
by experiments such as PINGU, ORCA, DUNE and Hyper-K [52, 53, 51, 36].

The medium baseline experimental channel relies on the oscillation interference be-
tween ∆m2

31 and ∆m2
32, allowed by the nonzero value of θ13. The survival probability of

reactor antineutrinos can be written as:

Pν̄εÑν̄e » 1 ´ cos4 θ13 sin
2 2θ12 sin

2

ˆ

∆m2
21L

4E

˙

´ sin2 2θ13 sin
2

ˆ

∆m2
31L

4E

˙

´ sin2 θ12 sin
2 2θ13 sin

2

ˆ

∆m2
21L

4E

˙

cos

ˆ

2 |∆m2
31|L

4E

˙

˘
sin2 θ12

2
sin2 2θ13 sin

ˆ

2∆m2
21L

4E

˙

sin

ˆ

2 |∆m2
31|L

4E

˙

(1.36)

where ˘ in the fourth term distinguishes normal and inverted ordering. This proba-
bility does not depend on the δCP phase and the MSW effect is negligible for the baselines
in question. Fig. 1.10 illustrates the reactor neutrino energy spectra for both orderings
compared to the unoscillated spectrum as a function of the L{E ratio.

The two experiments that are planning to leverage this channel are JUNO [54], in
China and RENO-50 [50] in South Korea: their source-detector distance of „ 50 km
maximizes the mass ordering interference term and using large p„ 20ktq liquid scintillator
detectors allows one to reach the required high energy resolution.
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Figure 1.10: Relative shape difference of the reactor ν̄e flux for the two mass orderings.
The spectra are given as the product of neutrino flux times interaction cross section
times survival probability [49].

The second and third types of experiments will take advantage of the matter effect

of neutrino propagation in the Earth crust at Long Baselines in the
p´q

νµÑ
p´q

νe channels.
Assuming a constant matter density, the oscillation probability can be expanded to the
second order in the small parameters θ13 and α ” ∆m2

21{∆m2
31 to:

PνµÑνe,pν̄µÑν̄cq » 4 sin2 θ13 sin
2 θ23

sin2∆

p1 ´ Aq2

` α2 sin2 2θ12 cos
2 θ23

sin2A∆

A2

` 8αJmax
CP cos p∆ ˘ δCP q

sin∆A

A

sin∆p1 ´ Aq

1 ´ A

(1.37)

with

Jmax
CP “ cos θ12 sin θ12 cos θ23 sin θ23 cos

2 θ13 sin θ13 (1.38)

and

∆ ”
∆m2

31L

4E
, A ”

2EV

∆m2
31

, (1.39)

where V is the effective matter potential in the Earth crust and the `p´q in the
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third term is for the neutrino (antineutrino) channel. In this expression α,∆ and A
are sensitive to the sign of ∆m2

32 and therefore to the mass ordering. The probability
is also dependent on the CP violating phase of the lepton sector: indeed, as discussed

in the following, results on
p´q

ν e-appearance at LBL experiments provides the dominant
information on δCP [18]. Fig. 1.11 illustrates the appearance probabilities for νc and ν̄e
in both mass ordering possibilities and for several values of δCP .

Figure 1.11: Electron neutrino and antineutrino appearance probabilities as a function
of the neutrino energy Eν at the baseline of the future DUNE experiment L “ 1300 km
and for the indicated values of δCP . Top (bottom) panels correspond to NO (IO) while
left (right) panels to νe pν̄eq. In the NO (IO), the νe pν̄eq appearance is enhanced, while
that of ν̄e pνeq is suppressed[51]

The determination of the mass ordering is thus a crucial factor for measuring the δCP

phase, as it appears in the same expressions for LBL oscillations as the latter: this could
lead to degenerate solutions for the ordering and CP phase merge. An independent
measurement, e.g. from medium baseline experiments, is thus important [49].

1.5.3 CP Violation

If U ‰ U˚, where U is the PMNS matrix, the CP symmetry is violated. There are 14
general conditions that must be met for the CP violation: charged leptons and neutrinos
must not be degenerate in mass (6 conditions), the mixing angles must not be equal to
0 or π{2 (6 conditions), and the δCP phase must be different from 0 or π (2 conditions).
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However, if the matrix C “ ´i|M
1νM

1ν:,M
1lM

1l:| is defined, it is possible to express
the previous 14 conditions with just the condition detC ‰ 0, which becomes

´ 2Jpm2
ν2 ´ m2

ν1qpm2
ν3 ´ m2

ν1qpm2
ν3 ´ m2

ν1qpm2
µ ´ m2

eqpm2
τ ´ m2

eqpm2
τ ´ m2

µq ‰ 0 (1.40)

where J “ ImrUe2U
˚
e3U

˚
µ2U

˚
µ2s is the Jarlskog invariant, useful to measure CP violation

independently of parameterization. Using the standard parameterization, it becomes

J “
1

6
sin2θ12 sin2θ23 sin2θ13 cos2θ13 sinδCP . (1.41)

In contrast to CP violation induced by Majorana phases, which occurs even for two
generations of neutrinos, CP violation in neutrino oscillations is a genuine three (or
more) flavor effect, so it can be observed only when there is an interference between
flavor oscillations involving at least two different phases and three mixing angles. We
observe that the accelerator-based long baseline neutrino oscillation experiments will
provide the most promising opportunities to observe such CP violation.

The measurement consists in looking for a different behavior between neutrino and
antineutrino oscillations, but matter effects introduce an asymmetry, therefore reducing
the sensitivity of experiments to δCP . If δCP “ 0 or π, there would be no CP violation
and PνµÑνe would be equal to Pν̄µÑν̄e . If δCP “ ´π{2, PνµÑνe would be enhanced, while
Pν̄µÑν̄e would be suppressed. The opposite would happen in the case δCP “ `π{2. An
example of oscillation probability for various values of δCP is illustrated in Fig. 1.12.

Figure 1.12: νµ Ñ νe oscillation probability at T2K as a function of neutrino energy for
various values of δCP and mass ordering. The values of sin2θ23 and sin2θ13 are fixed to
0.5 and 0.1 respectively.[55]
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T2K and NOνA are the current long-baseline experiments pursuing to measure δCP ,
with T2K being the first experiment to constrain the CP violation phase in a range at
three-sigma confidence level interval of r´3.41,´0.03s for the normal mass ordering case
and r´2.54,´0.32s for the inverse ordering case [46]. In comparison, NOνA constrains
the CP-violating phase excluding the region around δCP “ π{2 for the inverted mass
ordering, in agreement with T2K, and excluding the region around δCP “ ´π{2 in
the normal ordering, in tension with T2K data [56]. This tension is due to the more
pronounced asymmetry of νe versus ν̄e oscillations measured by T2K in comparison with
NOνA [56].

The status of the determination of CP violation in the lepton sector is illustrated by
the leptonic unitarity triangle in Fig. 1.13: the triangle corresponding to the unitarity
conditions for the first and third columns of the PMNS matrix, as in the quark sector. In
this plot the absence of CP violation would result in a flat triangle, so that the confidence
level of CP violation observation would be given by the confidence level at which the
region crosses the horizontal axis.

Figure 1.13: Leptonic unitarity triangle for the first and third columns of the PMNS
matrix. The triangle is scaled and rotated in order to have two vertices coinciding with
p0, 0q and p1, 0q. The 1σ, 90%, 2σ, 99% and 3σ CL allowed regions of the third vertex are
given, assuming NO [1]

Both leading LBL experiments in the search for leptonic CP violation, T2K and
NOνA, will operate until 2024-2026. T2K will undergo a beam and near-detector up-
grade, with the projected amount of data to be collected by 2026 allowing for a sensitivity
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greater than 3σ to the exclusion of sin δCP “ 0. NOνA should instead be able to reach a
2σ significance to disfavour CP conservation. However, both experiments have only the
potential for an indication for the search for CP violation, since they cannot measure
δCP with a 5σ significance.

The next generation of LBL experiment is thus needed to perform the measurement:
DUNE and HyperKamiokande have among their primary goals the measurement of δCP .
In this case, since the matter effect reduces δCP sensitivity, HyperKamiokande, with a
shorter baseline, would be in principle more sensitive to δCP . However, due to the broad
energy range of the beam that will cover two oscillation maxima, DUNE will be still
competitive in the measurement of the CP-violation phase (see Sec. 2.2).



Chapter 2

The DUNE experiment

The Deep Underground Neutrino Experiment (DUNE) will be a precision long-baseline
neutrino oscillation experiment and will be installed in the Long Baseline Neutrino Fa-
cility (LBNF) under construction in the United States. It will consist of a Near Detector
(ND) at a distance of 547 m from the neutrino source at Fermilab in Illinos and a Far
Detector (FD) located at the Sanford Underground Research Facility (SURF) in South
Dakota. A qualitative schematic of the experiment is shown in Fig. 2.1.

Figure 2.1: Schematic of the LBNF/DUNE facilities at Fermilab and SURF. The existing
facilities are shown in blue, while the planned ones are in orange. The neutrino beam
baseline of 1300 km is shown [51].

An overview of the experiment, including its motivation, will be presented in section
2.1 while the sensitivities of the experiment and its potential discoveries are described in
Section 2.2. The features and design choices of the components of the experiment will be
presented in 2.3. The SAND detector and GRAIN subdetector, subjects of this thesis,
will be detailed in Chapter 3.

31
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2.1 DUNE design overview and motivation

The still open questions in neutrino physics discussed in Section 1.5, namely the res-
olution of the mass hierarchy, the determination of the CP-violating phase δCP, the
measurement of the octant of θ23, and precision calculations of all the mixing angles,
motivate the need for next generation experiments. The DUNE experiment will make a
decisive contribution in each of these areas. It will also look for nucleon decay with the
ability to set world-leading limits on proton lifetime, and make detailed, unique measure-
ments of the ve flux from a core collapse supernova within our galaxy should one occur
during the experiment. Along with this, DUNE will be used to look for Beyond Stan-
dard Model physics (such as non-standard interactions and sterile neutrinos), signatures
of dark matter, and, utilizing the near detector, measurements of a range of neutrino
cross sections and nuclear effects including final-state interactions [51].

The technology chosen for the DUNE Far Detector, in order to maximize sensitiv-
ity to all of these factors, is the Liquid Argon Time Projection Chamber (LArTPC).
The detector will consist of four independent modules, each with a fiducial mass of 10kt
LAr and separate data acquisition and readout systems. LArTPC technology combines
tracking and calorimetry, allowing identification of νµ interactions, as well as good res-
olution to both lepton and hadronic energies and scalability to the required detector
mass. The imaging capability of the LArTPC FD also plays an important role in DUNE
BSM searches, and the argon target provides unique sensitivity to electron neutrinos (as
opposed to antineutrinos) from supernova bursts.

The neutrino beam will be provided by Fermilab as part of its PIP-II program [57];
it will be wideband, enabling the study of a range of neutrino energies. This facilitates
a study of multiple oscillation peaks, and is relevant when considering the effects of an
unknown CP-violating phase and unresolved mass hierarchy.

Since the impact of both of these unknown elements manifests itself as an asymmetry
between neutrinos and antineutrinos (Eq. 1.37), there is an implicit degeneracy that
must be resolved for both phenomena to be correctly determined. In the few-GeV range,
the ν{ν̄ asymmetry due to the matter effect increases with the baseline, so that an
experiment with a longer baseline is more sensitive to mass ordering. Thus, the 1300 km
baseline is one of the main strengths of DUNE as it provides high sensitivity to matter
effects. The asymmetry between neutrinos and antineutrinos oscillation probabilities is
approximately ˘40% in the region of maximum flux (Fig. 2.2), larger than the maximum
asymmetry associated with δCP .

The role of the Near Detector is to measure the neutrino beam before the onset of
the oscillation effect and minimize the systematic uncertainties in long-baseline oscilla-
tion measurements. The observed neutrino energy spectrum depends on a complicated
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product of flux, cross sections, and detector response, all of which have large a priori
uncertainties. Because the FD is a LArTPC, the only way to be sensitive to all three of
these classes of uncertainty simultaneously is with a LArTPC at the near site, with kine-
matic acceptance at least as good as the FD. ND-LAr (Sect. 2.3.3) is optimized to meet
this requirement and is critical for all stages of the experiment. A downstream muon
spectrometer (the The Muon Spectrometer, TMS, in Phase I) measures the momentum
and charge sign of exiting muons.

Because neutrino cross sections depend on energy, it is important to take ND data
in different neutrino fluxes. This is enabled by the PRISM technique, in which ND-LAr
and TMS move laterally from the primary proton beam direction. Moving off-axis, the
neutrino energy spectrum shifts downward. Data collected with different spectra can be
combined to produce a data-driven prediction of the oscillated FD spectrum, which is
largely independent of interaction and detector modeling.

The SAND detector remains on the axis and has a broad and complementary cross
section and an exotic physics program in addition to monitoring the neutrino beam.

In phase II, the TMS will be replaced with ND-Gar, a magnetized high-pressure
gaseous argon TPC with a surrounding calorimeter. Its gaseous active target volume
gives extremely low thresholds, minimal secondary interactions, and particle-by-particle
charge and momentum reconstruction, which extend the reach of the ND.

After a prototyping phase, excavation of the main cavern that houses the Far Detector
is now underway. The installation of the first module is expected to start in 2024,
followed by a staged deployment of other the modules and an upgrade of the beam
intensity. Although the deployment calendar is still preliminary, the sensitivity studies
presented in this section assume that the data-taking starts in Phase I with two far
detector modules and a beam of 1.2 MW. The third and fourth modules are added after
one and three years of operation, respectively. Finally, the beam is upgraded to 2.4MW
after six years of data-taking (Phase II). Table 2.1 summarizes DUNE elements in Phases
I and II [58].

Parameter Phase I Phase II
FD mass 20kt fiducial 40kt fiducial

Beam power up to 1.2MW 2.4MW
ND config ND-LAr,TMS, SAND ND-LAr, ND-GAr, SAND

Table 2.1: A description of the two-phase approach to DUNE [58].
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2.2 Expected sensitivity and discovery potential

The staged approach to the DUNE experiment will allow for early preliminary results,
but will require more time for the construction and commissioning of facilities from later
phases. For this and other reasons, the accumulated data are often referred to as an
‘exposure’, a function of detector size, beam power and time with units kt ¨ MW ¨ year.
Current assumptions on exposures of „14 years of operation are shown in Table 2.2.
This staging will be assumed for all sensitivities presented in this section.

Experiment stage
Exposure

(kt-MW-years)
years

Phase I 16 1-2
66 3-5
100 4-6

Phase II 334 7-8
400 8-9
646 11
936 14

Table 2.2: Expected Exposure in kt-MW-years per years of operation.

The appearance probability expected at the DUNE far detector is shown in Figure
2.2 for various values of δCP . It can be seen why a broad-band beam with the ability
to operate in neutrino and antineutrino mode is critical; the value of δCP affects both
the frequency and the amplitude of the oscillations, with differing effects at the different
oscillation nodes and between neutrinos and antineutrinos.

2.2.1 Sensitivity to neutrino oscillations

The oscillation channels that DUNE will observe are
p´q

ν µÑ
p´q

ν e, whose probability Pp´q
ν µÑ

p´q
ν e

,

through matter in a constant density approximation, is given by Eq. 1.37: both δCP

phase and the effective matter potential introduce an asymmetry between the νµ Ñ νe
and ν̄µ Ñ ν̄e channels [51].

Measurements of the mass hierarchy and the degree of CP violation are determined
by simultaneously fitting the vµ Ñ vµ, v̄µ Ñ v̄µ, vµ Ñ ve and v̄µ Ñ v̄e oscillated spectra,
assuming a 50% neutrino, 50% antineutrino exposure.

CP violation sensitivity Figure 2.3 shows the sensitivity of DUNE to the CP-
violation phase. The left panel shows the expected CP violation significance as a function
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Figure 2.2: Appearance probability at a baseline of 1300 km, as a function of neutrino
energy, for δCP “ ´π{2 (blue), 0 (red), π{2 (green), for neutrinos (left) and antineutrinos
(right), for normal ordering. The black line shows the oscillation probability if θ13 were
equal to zero [51].

of the true δCP value, assuming normal neutrino mass ordering, for exposures of seven and
ten years of data, and considering the staged deployment of the Far Detector modules.
Sensitivity is maximal at δCP “ π{2 and decreases around CP-conserving values of δCP .
The median CP violation sensitivity reaches 5σ for a small range of values after an
exposure of seven years in normal ordering. The right panel shows the significance of
the determination of CP violation in normal mass ordering for 75% and 50% of the δCP

values, and when δCP “ ´π{2, as a function of exposure in kt-MW-years. CP violation
can be observed at 5σ after about seven years (which corresponds with 336 kt-MW-years)
if δCP “ ´π{2 and about 10 years for 50% of δCP values. CP violation can be observed
at 3σ after about 13 years of running for 75% of the δCP values [58].

Mass ordering sensitivity The significance for the determination of the mass or-
dering as a function of the true value of δCP is shown in Fig. 2.4.a, with the same
exposures described above. The characteristic shape of the diagram is due to the near-
degeneracy between matter and CP violating effects that occur close to δCP “ π{2 for
normal ordering.

The significance, as a function of exposure in years, that can be determined for 100%
of δCP values and when δCP “ ´π{2, is shown in Fig.2.4.b . DUNE will be able to
establish the neutrino mass ordering at a 5σ level for 100% of δCP values after between
two and three years, so the plot only extends to seven years of exposure, corresponding
to 500kt ¨ MW-years.

Oscillation parameters measurement DUNE will make precision measurements
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Figure 2.3: Left: Significance of the DUNE determination of CP violation as a function
of the true δCP value for 336 kt-MW-years (blue) and 624 kt-MW-years (orange) of
exposure. The width of the bands covers 68% of fits in which random throws are used
to simulate statistical variations and select the true values of oscillation and systematics
parameters. The median sensitivities are represented by the solid lines. Normal ordering
is assumed. Right: Significance of DUNE’s determination of CP violation for δCP “

´π{2 and for 50% and 75% of possible δCP values, as a function of exposure. Normal
ordering is assumed. The widths of the bands are due to the application of an external
constraint on sin2 2θ23.[58]

of all parameters that describe neutrino oscillations and improve our understanding of
the phenomenology of oscillations. The least known mixing angle, θ23, will be measured
with a precision of at least 1˝, even near 45˝. This is possible by performing a combined
analysis of the vµ Ñ vµ and vµ Ñ ve channels, depending on sin2 2θ23 and sin2 θ23
respectively. The sensitivity of DUNE to the octant of θ23, and the resolution of the
value itself, is presented in Figure 2.5.

2.2.2 Study of Supernova and solar neutrinos

The DUNE far detector is sensitive to neutrinos produced by the Sun and in core-collapse
supernovae with energies in the range of 5-100 MeV. Charged-current interactions of
neutrinos from around 5 MeV to several tens of MeV create short electron tracks in liquid
argon, potentially accompanied by gamma-ray and other secondary particle signatures.
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Figure 2.4: (a) Significance of the DUNE determination of the neutrino mass ordering as a
function of the true δCP value for 336 kt-MW-years (blue) and 624 kt-MW-years (orange)
of exposure. The width of the bands covers 68% of fits in which random throws are used
to simulate statistical variations and select the true values of oscillation and systematics
parameters. The median sensitivities are represented by the solid lines. Normal ordering
is assumed. (b) Significance of DUNE’s determination of the neutrino mass ordering for
δCP “ ´π{2 and for 100% of possible δCP values, as a function of exposure. Normal
ordering is assumed. The widths of the bands are due to the application of an external
constraint on sin2 2θ23.[58]

In a core-collapse supernova, the neutrino signal starts with a short, sharp “neutron-
ization” burst primarily composed of νe . This is followed by an “accretion” phase lasting
several hundred milliseconds and then a “cooling” phase which lasts about 10 seconds
and represents the bulk of the signal [59]. Although the electron neutrino flavor domi-
nates during burst and accretion, the three flavors are equalized during cooling (see Fig.
2.6). Information about the progenitor, the collapse, the explosion, and the remnant, as
well as information about neutrino properties, is contained in this signal.

The expected energy threshold of DUNE is a few MeV of deposited energy, and
the expected energy resolution is around 10 ´ 20% for energies in the few tens of MeV
range. Although the expected event rate varies significantly among models of supernova
bursts, the 40-kt (fiducial) DUNE detector would be expected to observe approximately
3000 neutrinos from a supernova burst at a distance of 10 kpc in the charged current
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Figure 2.5: (b) Sensitivity to the determination of the θ23 octant, as a function of the true
sin2 θ23 value, for ten (orange) and fifteen (green) years of exposure. Normal ordering
is assumed. The width of the bands covers 68% of fits with statistical variations and
true parameter values selected by random throws. The solid lines show the median
sensitivities [58]

interactions with the Argon nuclei (νeCC and ν̄eCC). The DUNE capability to detect νe
CC is unique among other supernova neutrino detectors, since other experiments such
as Hyperkamiokande and JUNO are primarily sensitive to ν̄e [36, 54].

If a supernova burst occurs during DUNE data taking, DUNE data will be able to
validate or discard some of the current stellar evolution models. Also, the detection of
the neutrino burst will be a prompt alert for astronomers, since the supernova neutrino
burst precedes the electromagnetic signal. DUNE will be even capable of promptly point
to the region of the sky where the supernova originates, by reconstructing the direction
of electrons. Furthermore, measurement of neutrino flux during the neutronization burst
by DUNE would be a signature of mass ordering, since it is strongly suppressed in the
normal ordering case compared to the inverted ordering[51] .

Solar neutrinos are also potentially detectable. However, because of the presence
of low-energy backgrounds, such as radioactive decays, the detection of these neutrino
sources is very challenging. The solar neutrino event rate for a final Far Detector fiducial
mass of 40 kt is of „ 100 per day. Initial studies suggest that with a sophisticated event
selection and possibly additional shielding a high-statstics solar neutrino sample could
be selected, which will be able to improve the measurement of ∆m2

21 [51].
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Figure 2.6: Neutrino luminosities ( ve : black; v̄e : blue; vx as one species of vµ, v̄µ, vτ , v̄τ
: red) during main neutrino-emission phases: Burst (left), accretion (center) and cooling
(right). [59]

2.2.3 Beyond Standard Model searches

Sterile neutrino mixing Experimental results in tension with the three-neutrino frame-
work, which can be interpreted as mixing between known active neutrinos and one or
more right-handed-only sterile states, have led to a diverse search program. The po-
tential mixing of sterile neutrinos with active ones can distort the standard oscillation
probabilities, as shown in Fig. 2.7. DUNE is sensitive over a broad range of poten-
tial sterile neutrino mass splittings by looking for disappearance of charged-current and
neutral-current neutrino interactions over the long distance separating the ND and FD,
as well as over the short baseline of the ND. DUNE is expected to improve significantly
on the sensitivities of previous probes.

Non-unitarity of the PMNS matrixModels that postulate the existence of sterile
neutrino states imply that the 3 ˆ 3 Pontecorvo-Maki-NakagawaSakata (PMNS) matrix
is not unitary due to mixing with these additional states. This would imply a deviation
from unitarity of the PMNS matrix which, if of order 10´2, would decrease the event
rate at DUNE and thus its reach to the standard parameters.[51]

Nonstandard Interactions (NSI) Non-standard neutrino interactions, affecting
neutrino propagation through the Earth, can significantly modify the data to be col-
lected by DUNE, provided that the new physics parameters are large enough. Taking
advantage of its very long baseline and wideband beam, DUNE is sensitive to these
probes.[60]
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Figure 2.7: Regions of L{E (gray-shaded areas) probed by the DUNE detectors com-
pared to 3-flavor and 3+1-flavor (including one sterile state) neutrino disappearance and
appearance probabilities. The top axis shows true neutrino energy, increasing from right
to left. The plots show the probabilities assuming mixing with one sterile neutrino with
∆m2

41 “ 0.05eV2 (left) and ∆m2
41 “ 50eV2 (right), respectively. [60]

Neutrino trident production at the ND. Neutrino trident production is an elec-
troweak process in which a neutrino, scattering off the Coulomb field of a heavy nu-
cleus, generates a pair of charged leptons. The high-intensity muon-neutrino flux at the
DUNE ND will result in a considerable trident event production rate, providing excel-
lent prospects for improving previous measurements[60]. A deviation from the event rate
predicted by the SM could be an indication of new interactions mediated by the corre-
sponding new gauge bosons. Of particular interest is the class of models that introduce
a Z 1 neutral boson associated with a new Up1qLµ´Lτ gauge symmetry, as it could explain
the long-standing discrepancy between the theoretical calculation and the measurement
of the muon g ´ 2. The sensitivity of DUNE in the parameter space of the Z 1 mass and
its gauge coupling g1 is shown in Figure 2.8.

Proton decay Some Grand Unified Theories (GUTs) beyond the Standard Model
predict the barion number symmetry breaking, allowing protons to decay. DUNE will
search for two proton decay modes: p Ñ e`π0 and p Ñ K`ν̄ (Fig. 2.9. The former is
interesting, since it has the highest branching ratio among the predicted decays. The
latter can be used specifically in DUNE since stopping kaons have a higher ionization
density than particles with lower masses. Therefore, a LArTPC is able to recognize a
K` track efficiently.

If proton decay is observed, the lifetime will be measured; otherwise a lower limit
on the proton lifetime of 1.3 ¨ 1034 years is expected if no signal is observed in 10 years



CHAPTER 2. THE DUNE EXPERIMENT 41

Figure 2.8: Projected DUNE sensitivity (solid blue line) and existing constraints (gray
shaded area) in the Lµ ´ Lτ parameter space. Shown in green is the region where the
pg ´ 2qµ anomaly can be explained at the 2σ level. The DUNE sensitivity shown by the
solid blue line assumes 6 years of data running in neutrino mode. [60]

running. With its total fiducial volume, DUNE will improve the current limits estab-
lished by Super-Kamiokande by an order of magnitude with 90% C.L., after running for
20 years [60].

Search for Boosted Dark Matter (BDM) Conventional direct DM searches use
non-relativistic scattering of DM particles with nuclei of the detection medium, resulting
in energy deposits well below the expected threshold energy of the DUNE FD. On the
contrary, typical energy deposits in association with a relativistic scattering of boosted
DM would readily surpass the threshold. A possible mechanism to create relativistic DM
in our universe is the boosted dark matter (BDM) scenario [61], which hypothesizes two
stable DM species, a heavier χ0 and a lighter χ1. When a pair of χ0 annihilates into a
pair of χ1 in an astrophysical source, the mass gap between the two species allows the χ1

to acquire a large boost factor and induce relativistic scattering signatures in terrestrial
detectors. Fig. 2.10 shows two such possible detection processes. The one on the left
corresponds to the ordinary elastic scattering with visible target recoil; the process on
the right assumes a nonminimal dark-sector scenario allowing the transition to a heavier
unstable state (χ2 ) which subsequently disintegrates back to χ1 together with possibly
visible secondary particles in addition to the primary target recoil.
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Figure 2.9: Feynman diagrams of proton decay modes according to GUTs.

Figure 2.10: Sketch of the detection process of boosted dark matter in the DUNE FD.
[62]

2.3 DUNE design

The remainder of this chapter will outline the features, design choices, and science goals of
the components of the DUNE experiment: the Long Baseline Neutrino Facility (LBNF)
beam, the far detector (FD), and near detector (ND).

2.3.1 Neutrino beam

The Long Baseline Neutrino Facilitity (LBNF) will provide a neutrino beam with appro-
priate intensity and energy range to meet the requirements of the long-baseline neutrino
physics conducted at DUNE. The wideband neutrino beam will be aimed at the SURF
detectors 1.5 km underground at a distance of 1300 km from the production point.
The primary proton beam will be provided by the PIP-II upgrade of the Main Injector
accelerator at Fermilab, which will deliver a 1.2 MW proton beam in the energy range
from 60 to 120 GeV at the start of DUNE operations. Its main specifications are listed
in Table 2.3. PIP-II will also provide a platform to extend the beam power to DUNE
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to ą 2 MW and a further update of the accelerator complex will allow up to 2.4 MW of
beam power by 2030.
The proton beam will be extracted at the new MI-10 installation, and will be bent to
establish the final trajectory toward the far detector. The beam will hit a target made
of graphite and beryllium. The hadronic showers produced as a result contain mainly
pions and kaons, which are focused by magnetic horns into a „200 m long decay pipe.

Inside the pipe, these particles decay primarily into µ˘ and
p´q

ν µ.
By selecting positive or negative mesons in the magnetic horns, the beam will be able to
run in neutrino or antineutrino mode. Muons are stopped in a shielding after the decay
pipe, but some of them can decay, contributing to the neutrino beam contamination by
introducing other neutrino flavors into the beam.

Parameter Value
Energy 120GeV

Protons per cycle 7.5 ˆ 1013

Spill duration 1.0 ˆ 10´5 s
POT per year 1.1 ˆ 1021

Cycle Time 1.2 s
Beam Power 1.2MW

Beam size at target 1.5 ´ 1.7 mm
∆p{p 11 ˆ 10´499% p28 ˆ 10´4100%q

Transverse emittance 30πµm99%p360πµm100%q

Beam divergence px, yq 15 ´ 17µrad

Table 2.3: Summary of the main primary proton beam parameters [63]

The neutrino beam will show a wide energy spectrum from 0.5 GeV, to 5 GeV which
will allow the coverage of the first and second neutrino oscillation maxima, which are
approximately at 2.4 and 0.8 GeV for L » 1300 km. A beam spill will be 10 µs long, and
its microstructure entails six batches each comprised of 84 53.1 Mhz bunches. Figure
2.11 shows the expected neutrino energy spectrum, as well as the flavor composition at
the Far Detector.

2.3.2 Far Detectors

DUNE Far Detector, located 1.5 km underground at SURF, will consist of four LAr-TPC
detector modules with a fiducial mass of at least 10 kton of liquid argon each. Each de-
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Figure 2.11: Neutrino fluxes at the Far Detector for the beam operating in neutrino
mode (left) and in antineutrino mode (right).[51]

tector will be placed inside a cryostat of dimensions 15 mˆ14 mˆ62 m containing a total
mass of 17.5kton. The LArTPC technology will provide good tracking and calorimetry
performance, and the use of four modules of identical size will allow flexibility for staging
construction and for the potential evolution of the LArTPC technology [51].

Several technologies have been considered for the four modules, and there is a full
R&D program to validate the different technologies within the ProtoDUNE program at
the CERN neutrino platform. The first module will be a single-phase horizontal drift
module (DUNE SP) since the design was validated during the successful operation of
ProtoDUNE Single-Phase. This is a prototype detector approximately 1/20 the size of a
full-scale FD module and uses the same components as the final detector. The large-scale
prototype has allowed to validate key aspects of the TPC design, engineering procedures,
and collect valuable calibration data from a hadron test beam. ProtoDUNE-SP started
collecting data in 2018 and a new run is planned to start in 2023.
The second module was originally proposed as a dual-phase design; however, the results
of the prototype phase changed the strategy, and the dual-phase technology has been
discarded in its current state of development for the second module of DUNE’s Far
Detector. An alternative proposal of a single-phase module with vertical drift is being
considered for the second module as an evolution of the dual-phase design but renouncing
to the gas phase. This is known as the Vertical-Drift design. This approach is being
tested to demonstrate its viability, and a dedicated effort is underway at CERN to build
a prototype and validate the design. The technology to implement in the third and
fourth modules has not yet been decided. The main features of DUNE’s two LArTPC
detector designs are outlined below.
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Figure 2.12: Underground caverns for DUNE FD and cryogenics systems at SURF, in
South Dakota. The scheme shows the first two Far Detector modules in place [51]

Horizontal drift LArTPC

In the horizontal drift LAr TPC design, charged particles passing through the detector
ionize the argon atoms and the ionization electrons drift in an intense electric field to
the Anode Assembly Plane (APA) with a timescale of milliseconds. The APA consists
of layers of active wires that form a grid, with the relative voltage between the layers
selected so that the drifting electrons will only produce bipolar induction signals on all
but the last layer, where they are instead absorbed and induce a monopolar signal.
Liquid Argon is an excellent scintillator that emits vacuum ultraviolet light (VUV) with
a 127 nm wavelength. The prompt scintillation light, which crosses the detector with a
nanosecond timescale, is collected by photon detectors after being shifted into the visible
range: this provides a starting time t0 for the ionization. The event topology along the
drift direction is thus reconstructed from the timing of the ionization electrons reaching
the anode. The coordinates along directions perpendicular to those of drift are given by
the pattern of currents on the grid of anode wires. Fig. 2.13 shows the general operating
principle of a LArTPC [64].

The main requirement of the LAr used in TPC is its purity, as electronegative con-
taminants can absorb ionization electrons, while nitrogen contaminants can quench scin-
tillation photons. The target purity of electronegative contaminants in argon is below
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Figure 2.13: General operating principle of a single-phase LArTPC. [64]

100 ppt O2 equivalent, enough to ensure an ionization-electron lifetime ą 3 ms at the
nominal drift voltage. This ensures the Signal-to-Noise-Ratios that are necessary to
perform pattern recognition and track separation. Nitrogen contaminants must be kept
below 25ppm to achieve the required minimum of 0.5 photoelectrons per MeV detected
for events in all parts of the detector. The purity of LAr is maintained by constantly
cycling argon through the purification system [64].
The DUNE single-phase LArTPC will have a total mass of 17.5kt. The module will be
housed inside a cryostat of 65.8 m ˆ 17.8 m ˆ 18.9 m outer dimensions. The volume is
divided by alternating anode and cathode walls, with a maximum drift length of 3.5 m.
Each cathode wall is formed by an array of 150 Cathode Plane Assemblies, 1.2 m ˆ 4
m panels biased at ´180kV. With the anode walls kept close to the ground, a uniform
500 V{m electric drift field is produced throughout the drift volume. A field cage around
the active volume composed of aluminum rings ensures a field uniformity better than 1%
throughout the active volume.
The anode walls are each composed of 50 Anode Plane Assemblies (APA) units of 6 m
ˆ2.3 m dimensions. The APAs, the scheme of which is shown in Fig. 2.14 are two-sided,
with three active wire layers and an additional shielding layer wrapped around them.
The spacing of the wires is „5 mm.
The readout cold electronics (CE) are attached to the top end of the top APA and
to the bottom end of the bottom APA. Low LAr temperature benefits these front-end
electronics through the reduction of thermal noise.
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Figure 2.14: A 10 kt DUNE far detector SP module, showing the alternating anode (A)
and cathode (C) planes, as well as the surrounding Field Cage surrounding the field
regions. The field cage on the right is shown in its undeployed state [64].

Charged particles passing through the liquid argon will produce scintillation light, in
addition to ionization, with approximately 40 ˆ 103 photons per MeV. The scintillation
light detection is performed by special devices called X-Arapucas, bars that run the
width of the 2.3 m of the APA placed behind the anode wire-planes. Ten X-Arapucas are
mounted on each of the APAs. Each X-Arapuca bar consists of four Arapuca cells with
transparent VUV light-transparent dichroic filters, alternated with wavelength shifters
(WLS) plates to convert UV photons to the visible spectrum at 430 nm. The visible
photons emitted inside the WLS plate at an angle toward the surface greater than the
critical angle reach the SiPMs at the edges. The visible photons that escape the WLS
in turn are reflected back to the wavelength shift plates by the dichroic filters, since the
former have an optical cut-off for wavelengths ą 400 nm. The working principle of the
X-Arapuca cells is illustrated in Fig. 2.15, while the scheme of the X-Arapuca modules
and their placement within the APAs are shown in Fig. 2.16.

Vertical drift LArTPC

For the second module of the DUNE Far Detector, a vertical-drift LArTPC has been
proposed, due to the experience gained by the run of ProtoDUNE at CERN. In this
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Figure 2.15: Working principle of an X-Arapuca cell: the VUV LAr scintillation light is
shifted into the visible spectrum upon entering the module. The escaping visible photons
are redirected back towards the SiPM by the dichroic filters.

Figure 2.16: Left: an X-Arapuca photon detection module, showing the 24 X-Arapuca
cells. The 48 SiPMs that detect the light from the cells are long the long edges of the
module. Right: X-Arapuca modules mounted inside an APA. [64]

design, the active volume is divided by the cathode plane that hangs at mid-height in
the module, separating two volumes with a maximum drift length of 6.5 m. Two 60 m
ˆ13.5 m anode planes are placed at the top and bottom of the detector. The cathode
is biased at -325 kV and the anode planes are grounded. The field cage ensures the
uniformity of the electric field at 500 V{cm.

In this configuration, electrons drift vertically towards the top (in the top half) and
the bottom (in the bottom half), where they are read out. The TPC anodes are based on
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a perforated printed circuit board system because they can be hung horizontally without
suffering significant deformations. Each section of anode plane will consist of two PCB
boards, with the electron drifting through the amplified electric field in the induction
PCB towards the collection board. The cathode will be a thin structure to reduce the
loss of active volume and roughly 60% transparent to allow the free flow of the argon.

Figure 2.17: Configuration of the Vertical Drift concept [65]. The drift volume is seg-
mented by the cathode placed in the middle.

The photon detection system is based on X-Arapucas.They will be placed on the walls
of the cryostat behind the field cage, designed to be semi-transparent, and on the cathode
surface. The latter position has most importantly required the development of novel
optoelectronic systems for signal and power transmission: a power-over-fiber solution for
power distribution and an analog optical transmitter that allows the digitization of the
SiPM signals in warm conditions [65].

The VD-TPC concept is currently undergoing an intense R&D campaign of test and
validate its different systems. ProtoDUNE-VD installation is underway.

2.3.3 Near Detector complex

The Near Detector complex will be located 574 m away from the source of the LBNF
neutrino beam and 62 m underground in the DUNE ND Hall, shown in Fig. 2.18.

During Phase I of operations, the ND will include three primary detector components:
ND-LAr and TMS, and SAND. In phase II, it is planned that TMS will be replaced by
ND-GAr. According to the DUNE Precision Reaction Independent Spectrum Measure-
ment (DUNE-PRISM) program, the ND-LAr, TMS, and ND-GAr can be moved sideways
to perform off-axis measurements. The capability to move off-axis will allow to study
neutrino interactions with different energy spectra at different off-axis locations. It is
planned that these two detector components will spend 50% of the time off-axis, while
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Figure 2.18: Schematic of the DUNE ND hall with all components in the on-axis con-
figuration (left) and with ND-LAr and ND-GAr in an off-axis configuration (right). The
SAND detector is on-axis, with the beam indicated by the yellow arrow. [66]

SAND is the only detector permanently on the beam axis, located in a dedicated alcove
in the ND hall, to monitor the beam changes with the required sensitivity, constrain
systematics, and provide a rich neutrino physics program [66]. The total rate of neu-
trino events expected in the ND is „ 0.14 events { ton { spill and the total number of
νµCC events { year { ton – 1.6 ¨ 106. These values are obtained assuming approximately
7.5 ¨ 1013 protons extracted every 1.2 s at 120 GeV proton energy and a corresponding
protons-on-target (POT) per year of 1.1 ¨ 1021 POT{ year for an accelerator complex
efficiency of 57% [66].
The Near Detector complex is supposed to serve as the experiment’s control, measuring
and monitoring the beam, constraining the flux and providing essential input for the
neutrino interaction model. To achieve the precision required by DUNE’s goals, the
experiment must minimize systematic uncertainties and each component of the neutrino
energy spectrum, namely, the cross section, the flux, and the energy response, must be
constrained independently with data in order to avoid relying on models.
Both Far and Near detectors will measure the energy spectrum of neutrinos, using the
differential rates of νe and νµ, given by:
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in which N is a normalization factor, Eν is the true neutrino energy, while Erec is
the reconstructed one. σν is the neutrino interaction cross section, Rν is the probability
that a neutrino produces a charged particle and ϵν is the detector efficiency.
Near Detector’s measurements are needed to constrain the ratio between near and far
flux, the absolute neutrino flux, the detector efficiency and the neutrino interaction in
argon, which cross section appears in the ratio between the fluxes [51]:
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, (2.3)

Since the aim of DUNE is to reconstruct neutrino events, it is important to understand
in detail neutrino interactions in argon. They can be modeled by considering a neutrino
that collides with nucleons, then scattering can occur and the nucleons can produce
mesons. Subsequently, these particles can interact with other nucleons while traveling in
argon. The interactions of these secondary particles contribute the most to the systematic
uncertainties on the interactions.

DUNE is interested especially in the energy range between 0.5 GeV and 10 GeV, to
cover the regions where quasi-elastic scattering (QE), resonance production (RES) and
deep inelastic scattering (DIS) can happen. SAND detector in particular has the role of
constraining these kinds of neutrino interactions in argon. In fact, even a small change
in relative uncertainties can have substantial repercussions on the sensitivity to different
parameters of interest, increasing the total exposure needed to achieve a 5σ significance
and claim therefore a discovery.

In the following, the features and objectives of each of the Nd-LAr, TMS, and ND-Gar
detectors are outlined. The SAND detector will be detailed in the next chapter.

ND-LAr

At the near site, the ND-LAr will be exposed to a much more intense neutrino flux than
at the FD site, leading to event pile-up. To overcome this limitation, ND-LAr will be
based on ArgonCube technology, consisting of a large TPC fabricated out of a matrix of
smaller, optically isolated TPC modules. The modules are hosted in a common purified
bath of liquid argon, which is within a custom-designed membrane cryostat. The cryostat
and adjacent mezzanine cryogenics are placed on a mobile platform that allows the entire
detector to be shifted off-axis relative to the neutrino beam.
Each module consists of a high-voltage cathode, a field cage that minimizes the amount
of inactive material between modules, a pixel-based charge readout and a light collection
system, to provide the timing necessary to associate tracks and events across the matrix.
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The current design features a 5ˆ7 matrix of modules. The subdivision of the volume will
allow for smaller drift distances and times, which, together with the optical insulation,
will reduce the issues with overlapping interactions. The smaller volumes will also reduce
the requirements on the high voltage and argon purity.

ND-LAr will be large enough to provide the required hadronic shower containment
and statistics (1 ˆ 108 νµ events per year), with a fiducial mass of 67 t in a volume of 5
(along beam) ˆ 7 ( transverse to beam) ˆ3 (height) m3. In Fig. 2.19, an illustration of
ND-LAr shows the array of ArgonCube TPCs.

Figure 2.19: Schematic of the ND-LAr detector, showing a row of the 5 ˆ 7 array of
optically isolated ArgonCube modules [66].

One key aspect of ND-LAr operation is the ability to cope with a large number of
neutrino interactions per spill. As discussed in Section 2.3.1, the LBNF neutrino beam
consists of a 10µs wide spill, with a O (ns) bunch structure, delivered at a „ 1 Hz
rate. This means that there will be Op50qν interactions per spill in ND-LAr. Given the
relatively low expected cosmic ray rate during the beam spill („ 0.3{ spill at 60-m depth),
this beam-related pile-up is the primary challenge confronting the reconstruction of the
ND-LAr events. The 3D pixel charge will be read out continuously. The slow drifting
electrons (with charge from the cathode taking „ 300µ s to arrive across the 50 cm
distance) will be read out with a time accuracy of 200 ns and a corresponding charge
amplitude within a „ 2µ s wide bin. This, coupled with the width of the spill, gives a
position accuracy of „ 16 mm.
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TMS

ND-LAr has a reduced acceptance for muons with momentum above „ 0.7 GeV/c due
to lack of containment. An additional spectrometer, called the The Muon Spectrometer
(TMS), will measure the momenta and charges of muons downstream of ND-Lar.

TMS consists of a magnetized range stack with 100 layers, with the same dimensions
as the ND-Lar face, 7.4 m wide ˆ5 m tall and a depth of 7 m (Fig. 2.20). Each plane
is made of 192 scintillator slats, 3.5 cm wide and read out by SiPMs, alternated by
steel plates of 15 mm thickness in the 40 layers upstream and 40 mm in the 60 layers
downstream.

Figure 2.20: Scheme of the TMS detector.

With a magnetic field of 0.5 T, TMS will reconstruct the muon charge sign and
momentum by a range with „ %5 resolution up to „ 5 GeV.

ND-GAr

The ND-GAr detector, being considered for DUNE Phase II, will be a magnetized de-
tector system consisting of a high-pressure gaseous argon TPC (HPgTPC) surrounded
by an electromagnetic calorimeter (ECAL), both in a 0.5 T magnetic field, and a muon
system. A schematic of ND-GAr is shown in Figure 2.21. The basic geometry of the
HPgTPC is a gas-filled cylinder with an HV electrode at its midplane, providing the
drift field for ionization electrons. The gas is an argon-CH4 mixture, 90–10% (molar
fraction), at 10 bar. It is oriented inside the magnet such that the magnetic and electric
fields are parallel, reducing transverse diffusion to give a better point resolution. Primary
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ionization electrons drift to the end plates of the cylinder, which are instrumented with
multiwire proportional chambers (MWPCs) to initiate avalanches (i.e. gas gain) at the
anode wires. Signals proportional to the avalanches are induced on cathode pads situ-
ated behind the wires; readout of the induced pad signals provides the hit coordinates
in two dimensions. The drift time provides the third coordinate of the hit.

Figure 2.21: Schematic of ND-GAr which shows the HPgTPC, its pressure vessel, the
ECAL,the magnet and return iron yoke. The muon-tagging system detectors are omitted
[66]

With 1.0 ton Argon, ND-GAr will collect 1.6 ˆ 106 νµ charged currents events per
year[66]. These events can be studied with a very low momentum threshold for charged
particle tracking, and with systematic uncertainties that differ from those of the liquid
detectors.
Since ND-GAr can access lower-momentum protons and has charged π capabilities supe-
rior to those of ND-LAr, it will be valuable for studying the activity of charged particles
near the interaction vertex. The mis-identification of pions as knocked-out protons can
cause significant mis-reconstructions of neutrino energies and event topologies, in the
LArTPCs.



Chapter 3

System for on-Axis Neutrino
Detection

The System for on-Axis Neutrino Detection (SAND) is one of the three detector com-
ponents of the DUNE near detector. It will continuously monitor the beam on-axis
to produce a statistically significant neutrino beam spectrum measurement and detect
spectral variations on a weekly basis.
SAND is designed to be a multipurpose detector capable of detecting neutrino inter-
actions on different target materials, including Argon, Carbon and CH2, performing
precision tracking and calorimetry measurements. In the proposed design, a supercon-
ductive solenoidal magnet provides an axial magnetic field in which an electromagnetic
calorimeter (ECAL), a tracking and target system system and a liquid Argon detector
are immersed [66].
The SAND system will repurpose the already existing magnet and ECAL of the KLOE
detector, which was a cylindrical collider detector previously used to study CP violation
in the decays of neutral Kaons at the ϕ factory DAFNE, at the the INFN LNF laboratory
in Frascati, Italy.
The chosen design for the inner tracker of SAND consists of Straw Tube Target tracker
(STT) modules.The outstanding features provided by this tracking system can signifi-
cantly enhance the physics program of SAND and contribute to constrain the systematic
uncertainties affecting the long-baseline analyses. The GRAIN (GRanular Argon for In-
teractions of Neutrinos) detector is an active LAr target that is placed in the upstream
region of the ECAL inner volume. It will contribute to inter-calibration with other ND
detectors and to constrain the systematic uncertainty in the oscillation data analysis.
In Fig. 3.1 the external structure of the magnet and ECAL (right) and a schematic of
the internal structure of SAND (on the left) are shown. The SAND physics program and

55
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its detector components are discussed in detail in this chapter.

Figure 3.1: Left: KLOE magnet and ECAL. The neutrino bam direction at DUNE is
shown by the arrow. Right: SAND detector cross section with its inner components.

3.1 The Physics program

The SAND detector must be able to monitor the beam on-axis, producing a statistically
significant neutrino spectrum measurement in a relatively short time (one week) [67].
The SAND measurements will be decisive in fine-tuning the beam model and monitoring
planned or unanticipated changes in beam flux and spectrum (e.g. target degradation).
This information is essential to extract the expected FD spectra and disentangle the
causes that could have induced variations in the off-axis flux observed by ND-LAr and
TMS/ND-GAr.

Flux measurements

The SAND detector will determine the absolute and relative fluxes of the different neu-
trino components of the beam by studying the different interactions in the active volume.
A precise measure of the fluxes Φνpν̄q is necessary to unfold the different terms that con-
tribute to the measurement of the event rates at the ND, defined by Eq. 2.2. The various
accessible measures are listed here [68]:

• Absolute νµ flux from ν ` e Ñ ν ` e elastic scattering;
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• Relative νµ flux vs. Eν from ν ` p Ñ µ´ ` p ` π`with ν ă 0.5GeV;

• Absolute νµ flux from ν̄ ` p Ñ µ` ` n (QE) with Q2 ď 0.05GeV2 : at Q2 “ 0 the
QE cross-section is constant and dominated by β decay;

• Relative ν̄ flux vs. Eν from ν̄ ` p Ñ µ` ` n (QE with ν ă 0.25GeV );

• Ratio of ν̄µ{νµ fluxes vs. Eν from coherent π´{π`on C: this is performed by
measuring the ratios within the same beam polarity from coherent interactions on
C (isoscalar) inside CH2 and graphite targets in the STT;

• Ratio of νc{νµ and ν̄e{ν̄µ from νpν̄q ´ H CC interactions;

• Determination of parent µ{π{K distribution from νpν̄qCC on H and CH2 at low-
ν : this measure requires a fit to both the νµ and ν̄µ distributions.

As aforementioned, the measure of the neutrino event rate is the convolution of many
factors, including the neutrino-nucleon interaction cross section. LAr is therefore used
at both the near and Far Detector to have the same nuclear target and thus cancel the
effects of nuclear smearing, reducing the uncertainties given by the theoretical models.
However, a comparison between the two detectors spectra is difficult. Indeed, the large
difference between the angular acceptance of the near and far detectors makes the ob-
served spectra different. In addition, the Near Detector suffers from pile-up events due
to the high intensity of the beam. The idea is to constrain the Near Detector mea-
surements using information on flux, cross section, energy reconstruction and detector
effects. GRAIN will provide a measurement of the neutrino spectrum, as well as of its
flavor and it will be used to study in deep the neutrino-Argon cross section. Moreover,
since ND-LAr and ND-GAr detectors will move off-axis for about half of the operation
time, GRAIN will constitute a complementary Ar target permanently located on-axis.

Constraints on the nuclear effects

As discussed in Section 2.3.3, constraints on nuclear effects in Ar can be obtained by a
comparison between different neutrino-nucleus interaction topologies.
Indeed the STT modules allow to study the neutrino interaction on H by subtracting
measurements on dedicated graphite (pure C ) targets from those on the CH2 plastic
targets. Moreover, since the H target is at rest, the neutrino Charged Current (CC)
events are perfectly balanced in a plane transverse to the beam direction (up to the tiny
beam divergence), so the muon and hadron vectors are back-to-back in the same plane.
Instead, events from heavy nuclear targets are affected by both initial- and final-state
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nuclear effects, resulting in a significant missing transverse momentum and a smearing of
the transverse plane kinematics. The results of the dedicated analysis show that purities
of 80 ´ 95% of the selected H samples are achievable, with efficiencies of kinematic
selection in 75 ´ 95% depending on the process considered [68].
Having access to νpν̄q ´ H interaction allows the measurement of the neutrino flux.
Once the fluxes are precisely measured, from Eq. 2.2 one is left with the convolution of
three terms σm

νxR
m
νxϵ

m
νx . Here, a key role is played by Hydrogen whose RH

νx ” 1. From a
comparison between Ar and H interactions:

NAr
νx

NH
νx

“
σAr
νx R

Ar
νx ϵ

Ar
νx

σH
νxϵ

H
νx

(3.1)

since the ratio of the efficiencies ϵ is essentially defined by δp{p (calibrated to 0.2%
from the K0 mass peak), and σH

νx can be accurately measured given the expected statis-
tics, one can directly constrain the product σAr

νx R
Ar
νx . This is the probability for a final-

state particle to be produced with momentum p1 from a neutrino with momentum p
impinging on a nucleus and is the term with larger theoretical uncertainties although of
crucial importance for the flux extrapolation at the Far Detector.

Precision measurements and nucleon structure investigation

SAND will be able to make a precise measurement of the weak mixing angle
`

sin2 θW
˘

in (anti)neutrino scattering at DUNE energies. A measurement of sin2 θW can be ob-
tained by the ratio of NC and CC deep inelastic scattering (DIS) neutrino interactions
Rν ” σNC{σCC .
Another independent measurement can be provided studying NC νµe elastic scattering
and the value of sin2 θW can be extracted from the ratioRνe ” σ pν̄µe Ñ ν̄µeq {σ pνµe Ñ νµeq.
These two channels will also provide the opportunity to test the running of sin2 θW as
they are characterized by substantially different momentum transfer scales [68].
The availability of large sample of νpν̄q - H interactions allows a precision test of the

Adler sum rule1 SA “ 0.5
ş1

0
dx{x

`

F ν̄p
2 ´ F νp

2

˘

“ Ip which gives the isospin of the target
and , in the quark-parton model, is the difference between the number of valence u and
d quarks of the target. The value of the SA can be measured as a function of the transfer
Q2 from the structure functions F∇p

2 and F νp
2 determined from the corresponding differ-

ential cross-section on Hydrogen. This measurement is sensitive to possible variations of
the isospin (charge) symmetry, heavy quark production (charm) and strange sea asym-
metries s ´ s̄. Furthermore, the measurement from H can be compared with the values

1F2 “ x
`

4
9upxq ` 1

9dpxq
˘

where x “
Q2

2pq with Q “ ´q, q is the momentum transferred by the
mediator of the interaction to a parton whose momentum is a fraction x of p total nucleon momentum.
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of SA obtained from the C target for which SA “ 0.
From a measurements of the NC elastic scattering off proton νµ pνµq ` p Ñ νµ pνµq ` p
it is possible to determine the strange quark contribution to the vector and axial-
vector currents of the nucleon, as well as to the nucleon spin ∆s. Indeed, in the
limit Q2 Ñ 0 the NC differential cross-section is proportional to the axial-vector form
factor dσ{dQ2 „ p´GA{2 ` Gs

A{2q
2. This provides the most direct measurements of

∆s by extrapolating the NC differential cross-section to Q2 “ 0 since in this limit
Gs

A Ñ ∆s. GA can be experimentally determined by the measure combined measure of
Rνp pQ2q ” σ pνµp Ñ νµpq {σ pνµn Ñ µ´pq and Rν̄p pQ2q [68].
Due to the possibility of integrating various thin nuclear targets within the STT, SAND
will also allow inspection of the nucleon structure disentangling nuclear effects. Using
neutrino and antineutrino deep inelastic scattering, the parton distribution functions,
cross sections, perturbative and non-perturbative corrections can be studied in a wide
range of transverse momentum Q2 and Bjorken x [68].

3.2 Detector components

3.2.1 Magnet

The SAND system employs an existing superconducting magnet that was successfully
operated until March 2018 in the KLOE experiment. The magnet is designed in con-
junction with its iron yoke to produce 0.6 T over a 4.3 m long, 4.8 m diameter volume.
The coil is operated at a nominal current of 2902 A and the stored energy is 14.32 MJ;
it consists of a single conductor layer made of a Nb-Ti composite of Rutherford cable
co-extruded with high purity aluminum. The coil is located inside a cryostat with a an
outer diameter of 5.76 m, inner diameter of 4.86 m and 4.40 m length, positioned inside
the return yoke and the overall cold mass is about 8.5 tons. The mass of the KLOE
return yoke is 475 tons.

The cooling of the coil is performed by thermo-siphon cycles: gas Helium at 5.2 K
is injected at 3 bar from the cryogenic plant and melted through Joule-Thomson valves
into a liquid Helium tank in thermal contact with the coil. The current leads are directly
cooled by liquid Helium and the radiation shields are cooled by gas Helium at 70K.

3.2.2 KLOE calorimeter

The KLOE electromagnetic calorimeter [69] is a lead scintillating fiber sampling calorime-
ter. Scintillating fibers offer high light transmission over several meters, sub-nanosecond
timing accuracy, and very good hermeticity. The calorimeter cylindrical barrel (see Fig.
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3.2) is located inside the KLOE magnet, close to the coil cryostat. Two calorimeters
end-caps ensure hermeticity along the magnet end-caps.

Figure 3.2: Vertical cross section of the KLOE detector.A quarter of the KLOE detector
section. The outermost layer is the iron yoke, then the coil, the em. calorimeter and a
tracking system in the fiducial volume. Lengths are expressed in mm. [69]

The barrel consists of 24 modules; each module (Fig.3.3.a) is 4.3 m long, 23 cm thick
and has a trapezoidal cross section, with bases of 52 and 59 cm. Each end-cap consists
of 32 vertical modules from 0.7 to 3.9 m long and 23 cm thick (Fig.3.3.b). Their cross-
section is rectangular, of variable width. All modules are stacks of about 200 grooved, 0.5
mm thick, lead foils alternating with 200 layers of cladded 1 mm diameter scintillating
fibers. Modules are bent at the upper and lower ends to allow insertion into the barrel
calorimeter and also to place the phototube axes parallel to the magnetic field. Due to
the large overlap of barrel and end-caps, the KLOE calorimeter has no inactive gap at
the interface between those components. The calorimeter weight is approximately 100
tons and the read-out system includes 4880 phototubes.
The energy and time resolution of the calorimeter was evaluated in the KLOE commis-
sioning and operation phases are[69]:
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spatial resolution in r ´ ϕ : 1.3 cm

energy resolution: σE{E “
5%

a

E(GeV)

time resolution: σt “
40

a

E(GeV)
ps.

(3.2)

(a) (b)

Figure 3.3: (a) A view of the KLOE calorimeter with 24 trapezoidal cross-section barrels.
(b) Calorimeter endcap.

3.2.3 Straw Tube Target Tracker

The Straw Tube Target Tracker (STT) system will act as the target for (anti)neutrino
interactions and will provide precise measurement of all charged particle momenta. More-
over, in order to fulfill the physics needs of the long-baseline oscillation analysis, it has:

1. Low density and high track sampling to guarantee high momentum, angular, and
spatial resolutions;

2. total thickness comparable to the radiation length to minimize secondary interac-
tions;

3. capability to accommodate various target materials to extrapolate crucial informa-
tion about neutrino-nucleon interactions;

4. particle identification for e˘, π˘, K˘, p, µ˘;
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5. sufficient target mass („ 5 tons) to collect enough statistics for flux measurements.

The straw tube technology coupled with target layers offers a unique tool that can
fulfill these requirements.The neutrino targets are physically separated from the effective
tracking system (the straws), which are of very low mass. Additionally, in order to obtain
high-resolution measurements, target mass is evenly distributed throughout the tracking
volume, and the average density is low enough for the detector to be transparent to
final-state particles generated in neutrino interactions.

The STT tracking system is designed to be a fully modular detector, and each module
can be operated and configured independently using different nuclear targets, such as C,
Ca, Fe, Pb, etc. The STT module technology is based on low-mass straws that consist
of a tungsten wire, with a diameter of 20 µm and 20 nm gold coating, inside tubes with
a diameter of 5 mm, mylar walls of 12 µm and Al coating of 70 nm. The tubes are
filled with a gas mixture that is Xe/CO2 70/30 and operated at an internal pressure of
approximately 1.9 atm. The single-hit spatial resolution is designed to be less than 200
µm.

The tracking system design is being optimized at the moment of this thesis writing.
The latest design makes use of three types of STT modules.

The first type has a polypropylene CH2 target slab followed by a radiator and four
straw layers XXYY, shown in Fig. 3.4. The slab is 5 mm thick and the radiator is made
up of 105 polypropilene (CH3H6)n foils 18 µm thick, separated from each other by 117
µm of air gaps. The radiator has a total thickness of 15.95 mm and its configuration is
optimized for e{π differentiation exploiting the transition radiation emission. This type
of STT module contains a total of 6.89 mm of CH2 which corresponds to about 1.5% of
the radiation length.

The second module type (Fig. 3.5.a) is equipped with a graphite (pure C) target in
front of four straw layers XXYY assembly. A Carbon target allows for direct measure-
ments of the C background in the selection of Hydrogen interactions in C3H6 target.The
thickness of the graphite target plate is 4 mm, matching the fraction of X0 of the target
of the first module type. Moreover, to ensure the same detector acceptance for CH2 and
C targets, modules equipped with graphite are interleaved throughout with CH2 mod-
ules. The third type, called “tracking module” and shown in Fig. 3.5.b, is the simplest
one and is composed of six straw layers XXYYXX glued together.

The complete STT assembly includes 70 modules with CH2 slabs and radiators,
8 modules with graphite targets and 6 tracking modules. The STT modules fill the
magnetic volume, leaving the upstream region for the LAr target, as shown in Fig. 3.1.
The tracking modules are placed near the LAr target and in the downstream region,
while CH2 modules, evenly interleaved with graphite ones, fill the inner volume.
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Figure 3.4: Section of the CH2 module. Lengths are given in mm.

Figure 3.5: (a) Section of the graphite module with the radiator and the CH2 slab
replaced by a graphite target. (b) Section of the tracking module with six straw layers.
Distances are in mm.

3.2.4 GRAIN

A „1 ton liquid Argon active target, GRAIN (GRanular Argon for Interaction of Neu-
trinos) will be placed upstream in the magnetized volume of SAND. GRAIN will provide
inclusive Ar interactions to constrain systematic uncertainties from nuclear effects per-
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manently located on-axis for cross-calibration with the other detectors.
The design of the cryostat is being finalized at the time of writing this thesis; it

will consist of two coaxial cylindrical-shaped vessels with an ellyptical base, arranged
horizontally so that the neutrino beam passes through it along the minor axis of the
ellipse (see Fig 3.1). The inner vessel is composed of stainless steel 6 mm thick in the
curved walls and 16 mm thick in the endcaps, where flanges are placed to insert the cables
of the readout electronics. Its dimensions are 150 cm long, and the axes of the elliptical
sides are 145.6 cm and 46.5 cm long, respectively. Inside, the liquid Argon will be kept
at 1.5 bar pressure. The dimensions of the outer vessel are 200 cm wide x 190 cm high
and 83 cm deep. It is composed of 6 mm thick Carbon fiber and a 4 cm thick honeycomb
structure, reinforced with an aluminum alloy along the ellipse profiles. Figure 3.6 shows
the lateral projections of the GRAIN geometry with detailed dimensions. A vacuum will
be maintained between the inner and outer vessels at a pressure of 10´4 ´ 10´5 bar to
thermally insulate the inner vessel.

200 cm

150 cm

1
9
0
 c

m

1
4
7
 c

m

83 cm

47 cm

Figure 3.6: GRAIN rendering showing the inner and outer vessel with their dimensions.
The inner vessel is made of stainless steel, while the outer vessel is made of carbon
fiber and honeycomb in order to minimize the amount of material outside of the target.
Between the vessels, a vacuum will be maintained to thermally insulate the inner one.

The design is optimized to minimize the vessel material, resulting in a thickness of
a small fraction of radiation length. The overall depth of the LAr volume is kept to a
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minimum (1 interaction length) to reduce energy loss, showering, and multiple scattering,
as the outgoing particles will be analyzed by the downstream detector elements.
With a LAr target, the established technology for tracking and reconstruction is the
TPC. However, as discussed in Section 2.3.3, the construction of a LArTPC at the ND
is non-trivial. In fact, the number of events and pile-up is very high and cannot be
managed with a traditional TPC because the drift time of the ionization charges is on
the order of milliseconds. One possible solution is to resort to a design like the one
developed for ND-Lar and build arrays of several small LArTPCs. An alternative R&D
program is underway to develop a novel tracking and calorimetry system entirely based
on the imaging of LAr scintillation light.
The idea behind this imaging system is analogous to that of bubble chambers. In a
bubble chamber charged particles passing through a superheated liquid deposit some
of their ionization-inducing energy. Along the particle trajectories the liquid vaporizes,
forming microscopic bubbles. Several photographic cameras are mounted around the
chamber, allowing images of an event to be captured, which can be combined to form a
three-dimensional image. Similarly, when charged particles cross the Liquid Argon, in
addition to ionization, part of their deposited energy generates excites Ar atoms inducing
photon emission. By placing pixel-segmented photon detectors (our “cameras”) on the
inner walls of the cryostat and immersed in the Argon itself, it is possible to ”take
a picture” of the emitted scintillation light. The idea is simple, but to the best of
our knowledge has never been attempted before. The development of focusing optics
for photons of the wavelength of argon scintillation photons (127 nm) and capable of
operating in the cryogenic environment, presents significant challenges. In addition, the
availability of suitable light sensors for this purpose is rather new.
In the next sections, we will discuss how LAr scintillation light can to be used for imaging
with proper precautions. Two technologies are being evaluated at the moment, one based
on lenses and another on coded aperture imaging. In this dissertation we will show the
development of an imaging system based on coded aperture cameras, calorimetry studies
exploiting the same camera system are the subject of another thesis work [70].

LAr properties

Liquid Argon is used as active medium in a variety of neutrino and Dark Matter experi-
ments thanks to its excellent properties of charge yield and transport and as a scintillator.

Liquid Argon scintillation photons are emitted with a characteristic time profile made
up of two components that originate from the decay of the lowest-lying singlet state,
1Σ`

u , and the triplet states, 3Σ`
u , of the excimer Ar˚

2 to the dissociative ground state.
Both states decay radiatively, emitting a photon of approximately 9.7 eV, but with very
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different lifetimes: 7 ns for the singlet state and 1.6 µs for the triplet one. For this reason,
the singlet and triplet components are generally referred to as fast and slow components,
respectively. The relative abundance of the two components strongly depends on the
type of ionizing particle and allows powerful particle discrimination, as shown in Fig.
3.7. In contrast the total number of emitted photons and photon wavelength do not
depend on the component: the number of emitted photons depends on the total energy
deposited by the ionizing particle, with a typical light yield of around 40k photons per
MeV of deposited energy.

Figure 3.7: Signal shape of liquid Argon scintillation light for gammas (green) and
neutrons (pink). The two scintillation components are clearly visible in both cases, with
the sharp peak being generated by the fast component, and the long tails being generated
by the slow component. [71]

The wavelength of the scintillation photons has been measured multiple times by
different authors [71, 72, 73] and all of the measurements agree with a value around 127
nm, in the VUV range. Fig. 3.8 shows a measurement of the scintillation spectrum of
liquid Argon compared to the emission spectra of gaseous Argon.

Pure LAr has a high light yield and is transparent to its own scintillation light,
but impurities can dramatically affect these properties by quenching and absorption
processes. Quenching leads to a significant reduction of Ar`

2 molecules by nonradiative
decay in two-body collisions with impurity molecules such as N2 and O2. In the case of
oxygen, the absorption of scintillation photons leads to atomic metastable states, whose
excitation energy is usually converted into heat.
According to [74], the dependence of the absorption length with the concentration of
nitrogen contaminants is as follows:
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Figure 3.8: Liquid Argon emission spectrum (black line) compared with the emission
spectrum of gaseous Argon (red line). The emission for liquid Argon is dominated by a
127 nm feature, with a peak at 149 nm caused by xenon impurities and much smaller
contributions up to about 300 nm[72].

λAbs “
66.4

rN2spppmvq
m (3.3)

where [N2] is measured in parts-per-million in volume. An absorption length of λAbs “ 5
m, which is taken as a reference in these studies, corresponds to an equivalent concen-
tration of [N2]„ 13 ppmv.

Scintillation photons emitted by Argon can interact only via Rayleigh scattering in
the bulk, as the first ionization potential of Argon is 15.7 eV. This process does not
directly reduce the total light yield, but changes the direction of the photons, increasing
the propagation length and, consequently, the absorption probability.
The latest experimental measurements, which estimate the group velocity of the scintil-
lation light of cosmic muons in liquid Argon, result in an estimate of λRS “ 99.1˘2.3 cm
[75]. As the scattering length depends on the inverse of the fourth power of the photons
wavelength, it is possible to increase the length by means of a wavelength shifter. This
is the case for a mixture of Argon doped with a small amount of Xenon. Measurement
results in Xenon-doped liquid Argon suggest an increase of the scattering length, up to
about several meters [76].

Given the attenuation length of the order of several meters with due control of impu-
rities and the high number of scintillation photons, LAr is well suited for the realization
of a small imaging and calorimetry system such as GRAIN. In particular, the fast emis-
sion of the singlet component allows for a response time of a few tens of nanoseconds,
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suitable for use with the expected event rate at the Near Detector. However, a Rayleigh
scattering length of the order of a meter can affect imaging at GRAIN scale, and it is
necessary to take this into account in the system design to mitigate its effects. The
application of Xe doping in GRAIN to reduce the scattering length and increase the
light collection due to an improved detection efficiency is still under investigation. In
this thesis, the studies presented were performed with the target without doping.

Imaging systems

The design of an imaging system that can be operated in LAr with sufficient spatial
resolution (ă 1 cm) and fast timing response faces significant challenges:

• conventional lenses have poor transmissivity to vacuum ultra-violet light, so novel
solutions are required;

• mirror-based optics occupy a large portion of GRAIN volume, reducing available
fiducial volume;

• for such an optical system to be capable of providing an adequate resolution, it
must collect enough light and the photosensors must be (finely) segmented;

• The sensors and readout electronics must be able to operate in cryogenic condi-
tion, with single-photon detection capabilities, and sufficient bandwidth to resolve
multiple interactions in one spill.

In this thesis, matrices of Silicon Photomultipliers (SiPMs) are be used as photosen-
sors. SiPMs are robust sensors sensitive to single photons: commercial models already
exist that can to operate in cryogenic environment and benefit of a significant dark noise
reduction at low temperatures. Moreover, a matrix of closely packed pixels can offer a
relatively high resolution in the reconstruction. Shown in Fig. 3.9 are two SiPM matrices
mounted on PCBs used to build an initial 256-channel prototype. The optical system
will be mounted on the array with a mechanical coupling that can accomodate various
types of masks and lenses.

The SiPMs main drawback is their poor sensitivity to the wavelength of the Argon
scintillation light. This requires the use of a wavelength-shifter (WLS) coating to convert
UV light into visible light, where these sensors have their optimal photon detection
efficiency (PDE). Tetraphenylbutadiene (TPB) is an organic compound that fluoresces
when excited by UV radiation. Its fluorescence spectrum is peaked at about 430 nm
[77] matching the SiPM PDE spectrum (see Fig. 3.10 for Hamamatsu S14161 model)
and does not vary with the wavelength of incident light in the UV range. However, the



CHAPTER 3. SYSTEM FOR ON-AXIS NEUTRINO DETECTION 69

Figure 3.9: SiPM matrices used to build a 256-channel prototype. Left: Hamamatsu
S13615 series 16 ˆ 16 matrix, with a SiPM area of 1 mm2. Right: 4 8 ˆ 8 matrix of
Hamamatsu S14161 with 9 mm2 area placed next to each other to form a 16ˆ16 matrix.

emission of fluorescence light is isotropic, so half of the photons reaching the SiPM are
emitted back in the detector volume. These effects were taken into account in the Monte
Carlo simulations by assuming a PDE of 25%.

Figure 3.10: Photon detection efficiency vs wavelength of incident light of SiPM model
Hamamatsu S14160 series [78]. The peak PDE corresponds to a wavelength of „ 450
nm.

Readout electronics to determine the timing of photon arrival and the number of
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photons will be placed directly in Argon, connected to the back of the camera. Possible
ASIC architectures under study are described in Sect. 5.2.4
As mentioned above, one of the technological solutions under investigation is a lens-
based imaging system. This focusing optics consists of two plano-convex lenses of high
purity non-crystalline fused silica glasses, transparent to VUV photons, separated by a
nitrogen-containing volume between them. The lens design is optimized to operate with
Argon scintillation light doped with Xenon at 175 nm, it provides optimal focus between
35 and 80 cm. In simulations, a camera is 5 cm in diameter by 10 cm depth, coupled
with a 1024-pixel SiPM array with 2 ˆ 2 mm2 area. A possible arrangement of 38 lens
cameras within GRAIN is shown in Figure 3.11. Studies on the optimization of this
optical system are still in progress and will not be described further in this thesis.

Figure 3.11: Example placement of the cameras of the lens-based imaging system inside
GRAIN.

As already introduced, the approach on which this thesis is based on is one already
well known in X-ray and gamma-ray astronomy but never used so far in particle physics
experiments: the Coded Aperture Mask technique. In such an optical detection system
(Fig. 3.12), the scintillation light signal is filtered by coded aperture masks, slabs of
opaque material with a certain number of holes, placed at a fixed distance in front of the
photosensor.

The advantage of using coded aperture masks is that they require no special materials
and are simple to construct. The pattern and size of the mask can be optimized to create
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Figure 3.12: Left: Schematic diagram of a coded aperture camera. The mask is perfo-
rated, and liquid Argon fills the volume between the SiPMs and the mask, while the side
walls are closed and of opaque material so that the incident light flux is fully coded by
the mask pattern. Right: example placement of coded aperture cameras in GRAIN.

a compact system, 2-5 cm thick, with a wide field of view. On the other hand, image
reconstruction is non-trivial, as the image formed on the sensor turns out to be the
convolution of images from each aperture, as in a pinhole camera. The next chapters of
this thesis will show the development of a three-dimensional reconstruction method for
coded aperture cameras and the definition of a camera design optimized for the GRAIN
geometry and its requirements.
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Chapter 4

Coded Aperture Imaging

This chapter will outline the principles behind the optical properties of Coded Aperture
Masks, presenting a number of their potential designs and an overview of the most used
reconstruction methods.

4.1 Basic concepts of coded aperture imaging

The coded aperture concept was introduced independently by Dicke [79] and Ables [80]
in 1968 as an extension of the pinhole camera. A single pinhole camera is composed of
an opaque material that separates the detector plane from the emitting source and a
single pinhole that allows light or radiation to pass through. The pinhole camera has
the ability to deliver excellent angular resolution, but it is inefficient owing to count loss
caused by the opaque material.

Coded aperture imaging (CAI) was developed to preserve angular resolution while
improving efficiency. Rather than using an attenuating plane with a single pinhole, a
mask consisting of an array of opaque and transparent elements is set between the source
fluxes and a position-sensitive detection plane. The transparent and opaque elements,
shortly “mask cells”, all have equal size and are distributed in a predetermined pattern,
which is placed on a regular grid. The shape of a mask element may be arbitrary.
Every source, or source element, within the field of view projects a shadow of the aper-
ture onto the detection plane. For a single point source the detected two-dimensional
distribution of events reproduces a mask pattern, or part of one, but is shifted relative to
the central position over a distance uniquely correspondent to the direction of the pho-
tons. For a more complex source or arrangement of point sources, the recorded shadow
is the sum of many such distributions. Fig. 4.1 shows a schematic for a pinhole and a
coded aperture camera.

73
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Figure 4.1: Left: a pinhole camera. The detector plane registers an image of the source
field with relatively low significance peaks, since the detecting area corresponds to only
one mask element. Right: a coded aperture mask camera. The detector plane registers
an overlapping set of multiple images, each set associated with one point source.

4.1.1 Image formation with a mask

Assuming a two-dimensional object, we denote by Spx, yq its distribution and by Apx, yq

the aperture transmission function. The spatial distribution of the detected flux is math-
ematically described by [81]:

Dpx, yq “ Apx, yq ˚ Spx, yq, (4.1)

where ˚ is the convolution operator. Subsequently, an estimate S̃ of the object S can
be obtained by filtering the detected flux D with a suitable decoding function Gpx, yq:

S̃px, yq “ D b G “ S ˚ pA b Gq (4.2)

where b is the correlation operator. The quality of the object reconstruction therefore
depends on the choice of the aperture Apx, yq and the decoding function G. If G can be
chosen so that:

A b G “ δ (4.3)

in this case equation 4.2 can be reduced to the convolution:
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S̃ “ S ˚ δ “ S (4.4)

and the reconstructed image will represent the object.
The addition of a noise term N to the detected flux D “ A ˚S `N does not significantly
change the derivation, leading, for the same choice of G as in the previous equation, to:

S̃ “ S ˚ δ “ S ` N b G. (4.5)

The imaging quality of the camera is determined by the type of mask pattern, the
optical design of the camera, the spatial response of the detector, and the reconstruction
method. These items will be discussed in the following sections.

4.2 Mask patterns

In general, the open fraction f (the number of open mask cells over the total number
of cells, or the open area over the total area of the basic pattern) must be large enough
(f ě 0.3) to provide high throughput. However, it cannot be too large, since in this case
the number of “dark” regions on the detector for a given source will be too small and the
measurement of the background against which the source signal will be evaluated will
be statistically poor, degrading the S{N of the reconstructed image. Therefore, an open
fraction close to 1{2 is in most applications a desirable property of the basic pattern.

For the mask imaging quality, the point spread function (PSF) can be used to quantify
the ability of a combination of coding (A) and decoding (G) to reconstruct a δ function,
and therefore its ability to accurately reconstruct a source. The PSF is defined to be the
reconstructed object of a perfectly centered point source placed infinitely far away, and
can be constructed through the cross-correlation:

PSF “ A ˚ G (4.6)

without the need for simulation or experiment to produce D for the point source.
This will generate a reconstructed image based solely on the efficiency of the decoding
process.

As will be explained in Section 3.4, the most direct way to choose the decoding
function G is to use the coding matrix itself. In this case, the PSF is equivalent to the
auto-correlation of the coded aperture array.

To summarize, for ideal imaging qualities, one would want the mask pattern to satisfy
the following conditions:
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• the auto-correlation function of the mask pattern should be as similar as possible
to a delta function;

• the signal-to-noise ratio of a coded (point) source should be optimum.

The question of a suitable mask pattern for CAI instruments has been studied in
detail by many authors; see, for example, [82] for a review. The following sections will be
focused on the description of the patterns that were actually tested as possible options for
GRAIN cameras, namely random patterns and Modified Uniformly Redundant Arrays.

4.2.1 Random array

As mentioned earlier in this chapter, the random pinhole pattern was proposed as an
extension of a pinhole camera. The pinhole camera has ideal imaging properties with
respect to the first condition, but it delivers a poor signal-to-noise ratio, since the sensitive
area is severely restricted by the size of the pinhole. One option to improve efficiency is to
increase the aperture hole size, but at the expense of angular resolution. The idea behind
the random pinhole camera is to increase the open area of the plate while preserving the
angular resolution by placing many duplicate pinholes at random in the plate.

Random patterns do not place any constraint on the dimensions of the aperture or
its overall transparency. Although the random character is necessary to meet the first
condition as closely as possible, its auto-correlation function consists of a large central
peak surrounded by pronounced sidelobes structures. Imaging of many point sources or of
extended sources can cause these sidelobes to produce spurious peaks in the background,
or if matrix inversion decoding is employed noise amplification may occur. For this
reason, random arrays do not provide ideal imaging properties. This does not necessarily
mean that random arrays cannot be used without significantly degrading image quality.
First, the value of any point in the sidelobes is a sample from the same probabilistic
distribution: this means that, on the average, the sidelobes are flat. Furthermore, since
neighbor cells are not correlated, the sidelobes do not show recognizable structures. The
effect is that of adding a noisy background, even for an infinite number of counts, but
not artifacts. For this reason, this noise is sometimes called “inherent noise”, because it
is “built in” the mask.

Figure 4.2 shows the autocorrelation function of two random patterns with equal
dimensions and the same open fraction, but with different inherent noise structures.

Later work focused on finding patterns that do have flat side-lobes. Ideal patterns
were found that are based on cyclic difference sets[83].
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Figure 4.2: Two 15 ˆ 15 random masks of 50% transparency. Their different inherent
noise characteristics are reflected in their different autocorrelantion functions (below).

4.2.2 URA

A class of widely used patterns comprises the so-called Uniformly Redundant Arrays
(URAs) proposed by Fenimore and Cannon [84]. They are ”uniformly redundant” in
the sense that the number of pairs of holes with a given separation in the pattern is the
same for all possible separations.
A two-dimensional URA is a rectangular pattern built with so-called twin-prime numbers
(primes separated by 2). The URAs have an open fraction of about 1{2 and possess the
desirable property of never repeating themselves in any permutation.
The PSF for a URA can be seen in Figure 4.3, with a δ spike with no noise on its bounds.
This is the first array to satisfy the first criterion mentioned beforehand, and theoretically
produce reconstructions of a source without the presence of decoding artifacts.



78 4.2. MASK PATTERNS

Figure 4.3: : The (a) aperture and (b) cross section of the PSF for a URA coded aperture,
of 43×41 elements. The URA has been repeated in a 2x2 pattern.

4.2.3 MURA

An interesting modification (the Modified URAs or MURAs) was introduced by Gottes-
man and Fenimore [85]. They discovered that a slight change in the G decoding function
allows the use of square patterns with any prime number p, on a pˆp array. The MURAs
have the exact same properties as the URAs and provide a much wider choice of patterns
to instrument design.

Fig. 4.4 shows a 17 ˆ 17 MURA mask. The pattern can be expressed by a binary
matrix, where a ”1” denotes a pinhole and a ”0” opaque material:

Hij “

$

’

’

’

&

’

’

’

%

1 if i ` j “ 0

1 if j “ 0, i ‰ 0

1 if CiCj “ 1

0 otherwise

(4.7)

with

Ck “

#

`1 if k is a quadratic residue modulo p,

´1 otherwise
(4.8)

and zero-based indices i and j referring to rows and columns. MURA masks also
reach a fraction of opaque to transparent cells of approximately 50%. For a squared
mask with sides of p pixels, the number of open elements is indeed found to be:
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Figure 4.4: A 17 ˆ 17 MURA mask. The darkened regions represent the closed mask
elements.

Nopen “
p2 ´ 1

2
“

Ntotal ´ 1

2
(4.9)

A decoding function G for a MURA pattern Aij can be constructed as follows:

Gij “

$

’

&

’

%

`1 if i ` j “ 0

`1 if Aij “ 1, pi ` j ‰ 0q

´1 if Aij “ 0, pi ` j ‰ 0q

(4.10)

When the statistical fluctuations in the reconstructed image are large compared to
the intrinsic noise of the pattern, the no-artifact property becomes less relevant. Random
patterns with f » 1{2 have been used with good performance in several instruments, es-
pecially when the number of elements in the pattern is large and imaging in the Partially
Coded Field of View (PCFV, see Sect. 4.3.1) is important. In applications in which the
number of mask elements needs to be small (for example in gamma rays astronomy), it
is important that the autocorrelation function of the pattern approaches a delta function
so that the reconstructed image has no artifacts.
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4.3 Optical design

The optical design of a coded-mask camera is defined by the sizes of the mask, the mask
elements and the detector, the number of basic patterns used in the mask, the distance
between mask and detector and the size and place of an optional collimator. Apart from
the imaging quality, the design determines the resolution and the Field of View (FoV).

4.3.1 Box and Mosaic configurations

For any particular camera geometry the field of view consists of two distinct regions, as
shown in Fig. 4.5: the Fully Coded Field of View (FCFV) which is defined as comprising
all directions for which the detected flux is completely modulated by the mask, and the
Partially Coded Field of View (PCFV) in which only a fraction of the detected photons
is coded by the aperture pattern.

Figure 4.5: The Fully Coded Field of View (FCFV) is defined as comprising all directions
for which the recorded flux is completely modulated by the mask. The Partially Coded
Field of View (PCFV) is defined as comprising all the directions for which only a fraction
of the detected flux is coded by the mask. The FCFV and the PCFV are shown for a
geometrical configuration having the mask larger than the detector.

It is clear from the decoding procedure shown in Eq. 4.2 that ideal imaging properties
are possible only if complete mask patterns are projected on the detector.
The simplest arrangement is to have the mask and detector of the same size. However,
this configuration suffers from the fact that the entire FoV, except from the on-axis
direction, is only partially coded. In order to increase the FCFV, a larger detector is
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Figure 4.6: FCFV and PCFV regions for a box and mosaic configuration

a possible solution, but seldom the most practical, as fabrication issues or cost can set
a limit on the detector size. In these cases it is more convenient to instead enlarge the
mask by replicating it in a 2 ˆ 2 arrangement called “mosaic” . With this arrangement
all sources within the FCFV still project an entire mask pattern on the detector, as the
pattern is periodic, but the pattern shifts are different depending on the source position,
as Fig. 4.6.b shows.

The above type of mask-detector has optimum imaging capabilities. An alternative
configuration is the “box” system, in which the requirement for full coding is relaxed.
In a box system, only the on-axis position is coded with the full basic pattern, the
remainder of the FOV is partially coded. Obviously, off-axis sources will cause false
peaks in the reconstruction. However, as will be discussed later on, this coding noise
can be eliminated to a large extent recurring to different reconstruction processes, such
as Wiener filtering or the Maximum likelihood method, which will be illustrated in the
remainder of this chapter.

4.3.2 Field of View and resolution

The two main parameters for Coded Aperture cameras are the FoV and the geometric
resolution, i.e. the resolution due to its geometric design, assuming the detector to be
ideal. As for simple pinholes, these two quantities are strictly related to each other and
to the parameters of the detector.

For a single period mask camera, in the so-called near field configuration, a source at
a finite distance will be projected according to the magnification coefficient:
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Figure 4.7: Coordinate scheme of a coded aperture camera.

m “ 1 ` b{a (4.11)

where a is the object-to-mask distance and b the mask-to-detector distance as shown
in Fig. 4.7. If the mask size is dm and dd ą dm is the detector size, the projection will
have a size mdm, leaving a space pdd ´ dmq{2 on both sides of the detector to shift the
mask. This corresponds to a field of view:

FoV “
dd ´ mdm
m ´ 1

“
dd

m ´ 1
´

mdm
m ´ 1

. (4.12)

In the case of a periodic 2ˆ 2 mosaic, only one of the four copies of the basic pattern
covers the detector completely, leading to a field of view

FoV “ dd ¨
a

b
“

dd
m ´ 1

(4.13)

which can be easily seen to be larger than the FoV of a non-periodic arrangement for
a given dd.

The resolution of an imager is defined as the minimum distance between two point
sources so that their image is still perceived as two separate points. For a Coded Aperture
system this definition translates to the distance that two sources must have for their
projections to be a projection of a mask hole apart. This spacing λg is found to be:

λg “
mpm
b

¨ a “
m

m ´ 1
¨ pm (4.14)
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where pm is the size of a mask hole. A relation between FoV and resolution can thus
be derived :

FoV

λg

“
dd

mpm
. (4.15)

Finally, combining the previous equations, the effect of the detector dimension on the
geometric resolution is found to be determined by:

λg “ pm ¨ p1 `
FoV

dd
q (4.16)

which implies that a large detector allows better resolution for a given FoV.

4.3.3 Depth of Focus

For lenses, the distance range at which objects can be focused sharply, called Depth
of Focus (DoF), is defined by the focal length. Coded Aperture optical systems, on
the other hand, do not focus light and in theory should produce collimated images at
infinity. This would enable the focusing of tracks at any distance, greatly simplifying
the reconstruction. In reality, the sharpness of Coded Aperture images is constrained by
the sampling artifacts emerging when the shadow of a mask element is projected over
a non-integer number of pixels, which act as a limiting factor for the collimation. This
allows to define a concept of focusing in analogy to lenses.

The aforementioned number of pixels α is given by

α “
mpm
pd

“
p1 ` b{aqpm

pd
(4.17)

so that the camera configurations for which focusing is possible are those close to
α “ 1, with successive αs identifying increasing in-focus magnifications. The size of the
DoF is thus defined by the derivative:

dα

da
“ ´

pmb

pda2
, (4.18)

so that, as typically pm » pd, cameras that focus (α “ 1) at large distances have very
small variations of α with a, i.e. a nearly infinite DoF, while configurations with a small
focusing distance will have a really small DoF [86].
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4.4 Reconstruction techniques

Coded-mask imaging is basically a two-step procedure. After the accumulation of spa-
tially coded detector data, the second step involves its decoding or the reconstruction
of the observed emission distribution. Several methods have been developed in the past
decades, and the choice for a certain algorithm depends on the specific aim, the available
computation power, and the type of instrument configuration. Several types of algorithm
may, in fact, be subsequently used on the same set of detector data. This section reviews
the algorithms most used in literature, with particular focus on the Maximum Likelihood
Expectation Maximization algorithms, which will be adapted and used in this thesis.

4.4.1 Direct deconvolution methods

A first method of decoding is suggested by Eq.4.2 itself. The choice of the decoding
matrix G must be such that G˚A is as close as possible to a delta function. One method
is to use the array A itself as the decoding matrix.
Other forms of this algorithm are based on a decoding array derived from A, for example,
in the following manner [81]:

Gjk “

#

1 if Ajk “ 1,

´τ{pτ ´ 1q if Ajk “ 0
(4.19)

where τ is the overall transparency of the basic mask pattern, defined as the ratio of the
number of the transparent elements of the mask over the total number of elements.

Another straightforward way to perform the image reconstruction is using the Fourier
transform, which reduces a convolution of Eq. 4.2 to a simple multiplication.
Provided the Fourier transform of each function exists, the estimate S̃ is given by:

S̃ “ F´1
pF pDq{F pAqq “ S ` F´1

pF pBq{F pAqq (4.20)

where F and F´1 are the Fourier transform operator and its inverse, respectively.
In practice, however, the implementation of this technique using discrete Fourier trans-
form algorithms can produce noise amplification due to small values in F(A). In this
case, the distortion and deterioration of the reconstructed image can become dramatic
even in relatively high signal-to-noise ratio situations.

4.4.2 Wiener filtering

The Wiener Filter was introduced for use as a reconstruction method as an extension
of the direct deconvolution method in the Fourier space by Willingale et al. [87]. This
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method can be regarded as a weighted cross-correlation [88], where the Fourier transform
components of the detector image are weighted with the inverse power density of the mask
pattern. In this way, fluctuations of the modulation of the transfer function of the mask
pattern are smoothed, under the assumption the system is linear and the noise term is a
Gaussian white noise. In the Fourier domain with ν as the frequency vector, the Wiener
filter reads as follows:

wpνq “
1

Apνq

|Aν |2

|Aν |2 ` 1
SNRpνq

(4.21)

This reconstruction method turns into a multiplication in the Fourier space and thus
offers fast reconstruction. However, as the Signal-to-Noise Ratio (SNR) is not known
before the reconstruction, it must be estimated, or a frequency-independent expression
needs to be used for it.

4.4.3 Photon tagging

Photon tagging (or URA-tagging) was introduced by Fenimore [89]. It involves back-
projecting every detected photon through the mask, towards all positions within the
camera FoV from which it could originate. If a closed mask element is encountered
in the back-projection, the photon is accumulated in the background contribution. If
it instead encounters an open mask element, it accumulates in the source contribution
for that position in the sky. Once all photons have been processed, the subtraction of
the background from the source contributions (after proper normalization) completes the
reconstruction. It is clear that this method is advantageous relative to a cross-correlation,
in terms of computation time, only if the number of detected photons is very small with
respect to the number of mask elements.

Skinner and Nottingham [90] improved the method by extending it, taking into ac-
count imperfections of the detector (limited spatial resolution, ’dead spots’, etc.), the
support grid of the mask plate, and telescope motion in astronomic observations.

4.4.4 Maximum Likelihood Expectation Maximization Algo-
rithm

The methods presented in the previous paragraphs all are dependent on the geometry
configuration of the coded aperture camera, but do not consider any information on
the physics processes involved in the photon emission or detection, which is intrinsically
stochastic.
A separate class of reconstruction methods is formed by iterative methods. These try to
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reconstruct the source distribution by an iterative search for the solution that is most
consistent with the detector data. Various methods for use in coded mask imaging have
been investigated, such as the Maximum Entropy Method [87], Least-Squares estimator
[91] and Maximum Likelihood Expectation Maximization (ML-EM)[87].

In the ML-EM algorithm, the measured data are considered samples from a set of
random variables whose probability density functions are related to the object distri-
bution according to a mathematical model of the data acquisition process. Using the
mathematical model, it is possible to calculate the probability that any initial distribu-
tion density in the object under study could have produced the observed data. In the set
of all possible images, which represent a potential object distribution, the image having
the highest such probability is the maximum likelihood estimate of the original object.
The algorithm can be directly extended to a three-dimensional reconstruction.

Derivation of the ML-EM algorithm

The mathematical model is based on the assumption that the emissions occur according
to a spatial Poisson process in the region of interest of the source.
Let Hpsq, s “ 1, 2..., S be the measured number of photons hits in the sensor matrix
pixel s. This follows a Poisson distribution and can be expressed as [92]:

fpHpsq|Λpdqq “ e´ΛpsqΛpsqHpsq

Hpsq!
(4.22)

where

Λpsq “

J
ÿ

j“1

λpjqppj, sq (4.23)

is the expectation of H(s), and λpjq represents the unknown photon counts of voxel
j of the segmented volume of interest to be estimated from the measured data. The
probability matrix ppj, sq, named system matrix, is the probability that an emission in
voxel j is detected in sensor pixel s. The likelihood associated with the observed data is
as follows:

Lpλq “
ź

s“1,...,S

e´ΛpsqΛpsqHpsq

Hpsq!
(4.24)

If lpλq “ lnLpλq then
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lpλq “

S
ÿ

s“1

r´Λpsq ` HpsqlnΛpsq ´ lnHpsq!s (4.25)

Differentiating lpλq with respect to λpjq yields,

Blpλq

Bλpjq
“ ´

S
ÿ

s“1

ppj, sq `

S
ÿ

s“1

ppj, sqHpsq
řJ

j“1 λpjqppj, sq
(4.26)

Taking now first and second derivative of the log-likelihood function, it can be shown
[93] that the matrix of second derivatives is negative semidefinite and that lpλq is concave.
Consequently, sufficient conditions for a vector λ to be a maximizer of l are the following
Karush-Khun-Tucker conditions[94]:

rλpjq
Blcpλq

Bλpjq
sλ “ 0 (4.27)

and

r
Blpλq

Bλpjq
sλ ď 0 if λpjq “ 0 (4.28)

for each j = 1,2...J. The equation for the Expectation Maximization (EM) algorithm
can be now derived by solving Eq. 4.27:

• start with an initial estimate λp0q, satisfying λp0qpjq ą 0, i “ 1, 2, ..., I.

• given λpkq denoting the estimate of λ at the k-th iteration, define a new estimate
λpk`1q as:

λpk`1q
pjq “

λpkqpjq
řS

s“1 ppj, sq
¨

S
ÿ

s“1

Hpsqppj, sq
řJ

j1“1 λ
pkqpj1qppj1, sq

, j “ 1, 2, ..., J. (4.29)

• if the required accuracy for the numerical convergence has been achieved, then stop
iterating.

The term
J

ÿ

j1“1

λpkq
pj1

qppj1, sq (4.30)
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referred to as the Expectation (E) step, determines the expected projection from the
current estimate of the activity distribution. The term

λpkq
pjq

S
ÿ

s“1

Hpsqppj, sq
řJ

j1“1 λ
pkqpj1qppj1, sq

(4.31)

called the Maximization (M) step, is used to determine the relative difference between
the estimated and measured projections to move the current activity distribution to be
closer to the solution. The term

řS
s“1 ppj, sq is often called, especially in medical imaging

applications, the sensitivity matrix of the system.

Properties of ML-EM

Given a non-negative initial image λp0q and a non-negative ppj, sq and Hpsq, then all
images produced by the algorithm are non-negative. This is an important advantage of
the method in comparison to other iterative techniques such as Least Squares, which can
result in meaningless negative values for the emission density in certain voxels.

For each image vector λpkq produced by the algorithm, the sum of photons in the
image is equal to the sum of the counts in the data. This property follows immediately
from the iterative step Eq. 5.1, from which is found that:

J
ÿ

j“1

λpkq
pjq “

S
ÿ

s“1

Hpsq. (4.32)

That means that the EM algorithm is self-normalizing, and the redistribution of the
activity in the image cells, that occurs after each iteration, is accomplished without any
net increase or decrease in the total activity.

The EM algorithm can provide a physically accurate reconstruction model, since it
allows to directly incorporate many physical factors, which, if not accounted for, can
introduce errors in the final reconstruction. Factors can be represented in the system
matrix ppj, sq include, for example:

• bulk attenuation and scattering in the active medium;

• efficiency of the detector with respect to the photon wavelength or angle of inci-
dence;

• photon time-of-arrival.
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A major disadvantage of the EM reconstruction algorithms, as it happens with most
iterative techniques, is the slow convergence rate to an acceptable image and the high
computational cost for a practical implementation. However, the use of EM algorithm
has been found to produce superior results [95] [96] in comparison with the convolution
methods by reducing noise and streak artifacts. In addition, the projection data are not
required to be equally spaced [97].

Considering the reasons mentioned above and the fact that scintillation light emission
in Liquid Argon and SiPM photon detection can be described with the Poisson statistics
[98], we chose to implement the ML-EM algorithm as principal technique for reconstruc-
tion of tracks in the GRAIN detector. In the next chapter we will cover details of the
algorithm implementation and the system matrix computation.
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Chapter 5

Reconstruction implementation

5.1 ML-EM algorithm implementation with coded

aperture cameras

In the previous chapter we explained the reasons behind choosing the Maximum Likeli-
hood expectation algorithm to be implemented as the preferred method for reconstruct-
ing events with Coded Aperture Masks.
The iterative algorithm can be summarized in equation 5.1:

λpk`1q
pjq “

λpkqpjq
řS

s“1 ppj, sq
¨

S
ÿ

s“1

Hpsqppj, sq
řJ

j1“1 λ
pkqpj1qppj1, sq

with λp0q
“ 1 (5.1)

The key element in this algorithm is the system probability matrix, which expresses
the relationship between the measured data Hpsq and the estimated voxel vector λ. It
represents the probability ppj, sq with which each photon emitted from a voxel j of the
unknown photon emission distribution is detected by a specific sensor.
In this probability matrix the geometrical setup of the system is taken into account. In
addition, other physical parameters such as the mask transfer function, photon atten-
uation, scattering, sensor detection efficiency need to be included in order to obtain a
physical model as close as possible to reality [99].
A reliable method to calculate the probability matrix is to use Monte Carlo techniques.
By simulating a point photon source in a voxel and implementing all the physical pro-
cesses related to photon propagation and detection, it is possible to compute ppj, sq as:

ppj, sq “
n photons emitted in voxel j and detected by sensor s

total number of photon emitted in voxel j
. (5.2)

91
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However, Monte Carlo simulations require a large number of photons simulated for
every point source for a sufficient numerical accuracy and at least a simulation of a point
source placed in every voxel, thus requiring a large computational time. While it may
be a feasible and accurate method with a finalized detector geometry, it is not possible
to employ it during the designing stage of a detector, where many geometry parameters
need to be tested quickly.
A possible alternative is to use an analytical method. This method can prove to be a
complex geometric problem, especially in a full 3D reconstruction. So, in practice, it is
necessary to make geometric approximations that may affect the accuracy. However, if
the required number of mathematical operations is low enough, it may also be possible
to perform real-time calculation of the probabilities every time an event is processed. In
the following sections we will discuss in detail the required geometrical computations for
obtaining the system matrix.

5.1.1 System Matrix analytical calculation

The probability for a sensor to detect a photon emitted in a specific voxel depends on
several factors that can be grouped in three categories: the geometry of the detector,
the scintillating photons propagation medium characteristics, and the sensor detection
efficiency. By describing each of these factors with a probability matrix, we can express
the total probability with a factorization of these effects:

P “ Pgeom ¨ PLAr ¨ Psensor (5.3)

The geometrical probability depends on the geometry of the detector, the camera
geometry, and the voxel grid.
Assuming that (i) photons are emitted isotropically from each voxel; (ii) each photon
propagates in a straight line; (iii) the distance is large compared to the voxel size, the
geometrical probability that a photon emitted from voxel j will be detected from detector
s can be approximated as:

Pgeom “
Ω

4π
(5.4)

where the angle Ω is the solid angle subtended by the detector area, with origin in
the voxel centre. With a coded aperture mask placed between the region of interest and
the sensor, one must consider the portion of sensor area that is “visible” from the voxel
through the mask holes. This is obtained by computing the mask hole shape projection
from the voxel center to the sensor plane and determining in this way the intersecting
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areas between the projection and the sensor, as shown in Fig. 5.1. In the event that a
sensor is visible through multiple holes, the solid angle is given by the sum of the angles
subtended by all the visible sensor portions.

Figure 5.1: 2D diagram of the solid angle calculation for various voxels and sensors. The
matrix SiPMs are drawn in red, and parallel to them, in blue, the coded aperture mask.
The voxel with center in A sees sensor 0 through two holes in the mask, its solid angle
is equal to the sum of the angles subtended by the two portions of sensor area visible.
For voxels with center in B, the solid angle relative to sensor 1 is bounded by the mask
hole, while the entire sensor area of sensor 3 is visible. The dimensions of the pixel
edges and mask holes are taken into account in this geometric modeling, since they are
of non-negligible size in relation to the sensitive area.

In GRAIN, photons emitted in a voxel propagate in Liquid Argon and are subjected
to attenuation in the medium, due to photon absorption ad Rayleigh scattering. Both
processes will affect the number of detected photon as an exponential decay depending
on the LAr properties and the distance between the emission voxel and the sensor. The
probability of the detection can therefore parameterised as:

PLAr “ Patt ¨ Pscatter “ expp
´d

1{λatt ` 1{λscatt

q (5.5)

where d is the distance between the voxel center and the sensor surface center, and
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λatt and λscatter are respectively the attenuation length and scattering length of Liquid
Argon.

Including scattering only as an attenuation effect in the probability matrix leads to
an underestimation of the total number of photons measured in a camera, since some of
the photons that undergo scattering could do so at a very small angle and still end up in
the sensitive area of the camera. However, the literature on experimental measurements
of Argon properties is limited (see Sect. 3.2.4), and there is no specific measurement of
the average scattering angle of its scintillation light. Here we have used simulated process
results based on theoretical calculations of the Rayleigh scattering, and we plan to return
to more precise modeling of the process in the future when such measurement results
become available. We can, however, consider in simulations the effects of scattering as
irreducible noise that will affect the reconstruction quality.
Lastly, the probability of detection depends on the sensor detection efficiency. For a
SiPM, the photon detection efficiency (PDE) strongly depends on the photon wavelength
[100]. As it is not possible to measure the wavelength of a photon that impinges on
the SiPM surface, an average PDE value weighted over the LAr scintillation emission
spectrum is assumed.
Moreover, recent measurements report that in the VUV region a SiPM PDE also depends
on the incident angle of the photon [101]. It can be seen in Fig. 5.2 that the relative
PDE of a SiPM with Liquid Xenon scintillating light decreases with the incident angle
of the photon. Again, a similar measurement in LAr has not been performed yet, and
we approximate this behaviour with the assumption that the relative PDE tends to zero
for large incident angles (θ ą 80˝).
To summarize, the detection probability is given by:

Psensor “ PDE ¨ Pθ (5.6)

where Pθ is the relative PDE factor depending on the photon incident angle.

5.1.2 Stopping criterion

Fig. 5.3.a shows the trend of log-likelihood in an example reconstruction as a function
of the number of iterations. It can be seen how the log-likelihood tends to a maximum
value as the number of interactions increases. At the same time, the relative difference:

|lpλpk`1qq ´ lpλpkqq|

lpλpkqq
ď 10´3. (5.7)

decreases asymptotically to 0 (Fig. 5.3.b).
Since the EM algorithm is an iterative method, stopping the algorithm at a certain
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Figure 5.2: Relative PDE of the Hamamatsu S13370 VUV4 SiPM in LXe as a function
of photon incident angle, taken from [101]

point for which the image quality is“good enough“ or (ideally) the optimum that one
can obtain, can avoid the problem of image deterioration due to noise amplification [92]
and save computation time.
Convergence of the EM algorithm is generally defined as a sufficiently small change in
parameters [102] or in the log-likelihood function [103]. We choose the latter based on
the log-likelihood function as the criterion for stopping iterations of the algorithm in our
reconstructions, as it allows us to compare a single value between iterations. We define
as a limit to stop the algorithm iteration a relative variation in likelihood of 10´3.

This is an immediate and easily defined criterion and, on average, stops the recon-
struction after „ 25 ´ 30 iterations for point sources and „ 8 ´ 10 iterations for track
sources. A higher level of convergence can be imposed, but in this case the absence of
noise artifacts is not guaranteed.
In fact, in every MLE the likelihood function is monotonically increasing after each it-
eration and does not provide any direct information on the quality of the reconstructed
images in terms of noise and edge artifacts. Future studies will focus on choosing or
developing a more suitable criterion that also takes this issue into account. The issue of
stopping the EM algorithm for imaging has been studied extensively in the literature,
and quantitative criteria are either based on statistical hypothesis testing methods [104],
perform cross-validation, or define an empirical figure of merit to determine the image
quality of a known reconstructed source [105].
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Figure 5.3: Log-likelihood (left) and relative difference of log-likelihood (right) evolution
as function of number of algorithm iterations. The chosen threshold for stopping the
iterations is shown in red.

5.1.3 Reconstruction with multiple cameras

While it is possible to do a three-dimensional reconstruction with a single camera, the
resolution on the axis orthogonal to the camera will be very limited. At least three
orthogonal cameras are needed for a reconstruction with equal resolution on all axes.
The ML-EM algorithm, described so far for use with a single camera to simplify nomen-
clature, can be used directly with multiple cameras by including in the system matrix the
probabilities for all sensors, regardless of which camera they belong to. This is feasible
with a small number of cameras, but for larger systems such as GRAIN, where dozens
of cameras will be needed to cover the entire active volume, it becomes problematic due
to memory constraints.
The size of the system matrix is related to the dimension (2D or 3D) of the acquisition,
the required voxel granularity, the number of detectors, and the size of the reconstructed
volume. In our application, this matrix is very large and may be difficult to store or
manipulate. The dimension of the system matrix are J x S (number of voxels ˆ number
of pixels in a SiPM matrix) for one camera, and multiple cameras are required to perform
a full 3D reconstruction. Considering GRAIN size (130 ˆ 120 ˆ 48 cm3) segmented in
voxels of 1 cm3, and a SiPM matrix with 1024 pixels, a camera system matrix contains
O(7 ¨ 108) elements. If stored with single precision floating point a matrix element re-
quires 4 bytes of storage, meaning that the system matrix size is about 2 GBytes.
It therefore becomes a practical necessity to subdivide the process and we decide to per-
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form a reconstruction of the entire volume for each camera, and subsequently multiply
them together to get the final result.

λpjq “
ź

c

λpj, cq (5.8)

5.2 Full simulation chain

To optimize the camera geometry of GRAIN and study its performance, a detailed Monte
Carlo simulation was developed. Several software tools were used and implemented
to perform the various steps of the simulation framework, from neutrino interaction
generation to reconstruction, as shown in the schematic in Fig. 5.4. This section will
describe the implementations of the different steps of the simulation framework.

Figure 5.4: Diagram of the simulation and reconstruction chain.

5.2.1 Geometry description

All test geometries and GRAIN geometry are implemented using the Geometry Descrip-
tion Markup Language (GDML). It is a format based on the XML language, commonly
used to describe detectors geometries in HEP framework such as Geant4 [106] and ROOT
[107].

Camera geometry

Independently from its configuration, a coded aperture camera is always composed of
three elements: a sensor, a mask and a body. The sensor is simulated as a 1 mm thick
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silicon plane with side dimensions defined by the specific configuration under study,
usually about 10 cm. The mask is obtained starting from a 0.1 mm thick metal sheet with
squared holes, with dimension and position defined based on the desired configuration,
usually about 3 mm. The body is a 1 mm thick metal box used to enclose the sensor
and shield it from undesired light. The front face of the body is the mask, leaving only
the holes of the mask as apertures between the inside of the body, where the sensor is
located, and the outer volume. Liquid Argon fills the camera body. The geometry of
three example cameras is shown in Fig. 5.5.

Figure 5.5: Examples of coded aperture camera geometries. The body (white) is 1 mm
thick 100% opaque material, the sensor (red) is placed inside the body on the rear face.
The mask (blue) replaces the body’s face on the opposite side of the sensor. Each square
on the mask represents a hole.

Test geometries

To evaluate the performance of a camera without the additional complexity of its posi-
tioning within GRAIN, a test geometries was employed, shown in Figure 5.6. It consists
of a vessel of 50x50 cm2 side and 80 cm depth, with a camera positioned in the center of
one of the side surfaces. This geometry was used to evaluate the resolution of the cam-
era in reconstructing point light sources (Section 6.2.1) and tracks of minimum ionizing
particles (Sect. 6.2.2). The vessels is are filled with argon, simulated as a mixture of 36

Ar, 38 Ar, and 40 Ar, as shown in Table 5.1.
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Figure 5.6: Simplified geometry used to evaluate camera performance and spatial reso-
lution.

Argon mixture
36Ar 0.34 %
38Ar 0.06 %
40Ar 99.6 %

Table 5.1: Argon composition as implemented in the simulation.

SAND and GRAIN

The entire volume of the SAND detector was simulated using General Geometry De-
scription (gegede), a software recommended by the DUNE Collaboration to generate
constructive complex geometries [108] . The complete geometry of SAND is visible in
Figure 5.7, which shows its XY and XZ sections. This geometry includes all the compo-
nents detailed in Chapter 3. In the SAND geometry, the GRAIN external vessel material
is implemented as a carbon fiber-honeycomb-carbon fiber multilayers structure, for a to-
tal thickness of 62 mm. The endcaps are simulated as 16 mm of steel. The inner vessel is
entirely made of steel. Both vessels are implemented as elliptical modules with a major
axis of 192.4 and minor axis of 85.4 cm and length of 193.2 cm for the external vessel,
and 23.75 and 72.8 cm for the inner one, with a length of 65 cm. The geometry of the
cameras inside the volume of GRAIN is not simulated at this level but is implemented
in an independent geometry used exclusively to study the optical readout.

To allow a greater flexibility when studying different cameras configurations, a sepa-
rate GRAIN geometry was developed. This geometry shares the same dimensions of the
one in the SAND geometry, but includes only the inner vessel and the geometry of the
cameras. This choice allowed us to simulate neutrino interactions just one time in the
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Figure 5.7: X-Z (a) and X-Y (b) sections of the SAND detector geometry.

SAND geometry and use the results to study many different readout configurations using
the same events. The inner vessel was simulated as described in the previous paragraph,
with multiple cameras added inside it. The inner vessel is filled with an argon mix-
ture with isotope percentages according to Tab. 5.1. A complete geometry of GRAIN,
including different camera configurations, is shown in Fig. 5.8.

5.2.2 Event generation and energy deposits

Cosmic ray tracks and light point sources used for algorithm validation and geometry
optimization were simulated directly in GEANT4 through dedicated macros. A point
source is defined as an isotropic emission of 107 photon with wavelength corresponding
to LAr scintillation light spectrum.
Neutrino interactions are generated by the GENIE neutrino event generator [109], of-
ficially adopted by the DUNE Collaboration. GENIE is a ROOT-based MC generator
which not only simulates the primary interactions of the neutrino with a nucleon, but
also subsequent interactions of the recoiled nucleon with all the other spectator nucle-
ons. Genie includes a description of the main scattering mechanisms for all the neutrino
flavors and target types, which can be roughly subdivided into three categories: nuclear
physics models, cross-section models, and hadronization models.
Particles emerging from neutrino primary interactions are also included in the GENIE
output. They propagate inside the detector, depositing energy and eventually producing
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Figure 5.8: three configuration of the independent GRAIN geometry. The dimension of
the inner vessel are the same as in SAND gegede geometry, while the position, number,
and type of cameras can be freely changed.

secondary particles. The particles’ propagation and their energy release were simulated
by Edep-sim software [110], a wrapper around the GEANT4 simulation tool.
Edep-sim simulation implements a fairly detailed model of the energy deposited as ion-
ization and scintillation, using the NEST simulation package [110]. NEST is an extensive
collection of models that describe both the scintillation light and ionization yields of no-
ble elements as a function of particle type,electric field, and incident energy or energy loss
(dE{dx). Edep-sim processes the GENIE output file, providing information about the
evolution of neutrino interaction events. In particular, it provides information on the pri-
mary particles produced by neutrino interactions, information on the trajectory of each
simulated particle including all the secondary particles produced during the primaries
propagation, and information on each energy deposit. For the last step, the starting and
stopping positions of each deposit are recorded, as well as the particle that generates the
deposit and the primary particle of the depositing ones.

5.2.3 Optical Simulation

The Edep-sim propagation results are used to simulate the optical scintillation emission
by liquid argon in GRAIN. This is done by means of a dedicated Geant4 simulation,
which uses the energy deposit information to emit, propagate, and collect the scintilla-



102 5.2. FULL SIMULATION CHAIN

tion photons in the independent GRAIN geometry. The most relevant optical properties
of the argon, such as emission spectra, singlet-to-triplet ratio, and Rayleigh scattering,
are included in the simulation and parameterized on the basis of the available literature
(see Sect. 3.2.4). Table 5.2 shows a recap of all the liquid argon properties as imple-
mented in the simulation.

LAr - Light emission
light yield 40k photons/MeV
τsinglet 7 ns
τtriplet 1.6 µs
λ 127 nm

Ls / L3
0.25 electron recoil
0.7 nuclear recoil

LAr - Light propagation
λscatter 90 cm
λabs 5 m

Table 5.2: Liquid argon properties’ values as implemented in the simulation.

The propagation of the photons can be affected by both the Rayleigh scattering and
the absorption by impurities [71]. Despite both effects being wavelength-dependent, they
are implemented in the simulation with a constant characteristic length. The scattering
length (λscatter ) is set to a value of 90 cm. The absorption length (λabs) is set to a
value of 5 m. This value is slightly higher than the values of pure argon reported in
the literature, but, as suggested in [74], the absorption length increases for very pure
argon or in the case of specific argon impurities (such as Xenon). The refractive index
is implemented from the results obtained in [71]. However, since the reconstruction in
GRAIN is based on the imaging (Sect. 3.2.4), the reflection of the materials inside the
inner vessel must be reduced to the minimum possible to avoid detecting photons not
coming from the source. The surface reflection, despite being simulated, is set to 0%,
with 100% absorption probability.

As described in Sect. 3.2.4, each camera in the GRAIN geometry includes a sensor
volume. These volumes are set as sensitive detector of the simulation and collect infor-
mation of each optical photon impinging on their surface. These information are the
output of the simulation and are later used to simulate the response of the detector and
the electronics. At this level, the sensors have 100% efficiency and no fine structure is
simulated. This allows us to simulate different sensor and electronic properties without
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the need of running the optical simulation multiple times. Among the information col-
lected by the sensors, the most important ones are: the incident photon position and
direction on the sensor, its detection time and the photon energy.

5.2.4 Detector Response

The response of the camera SiPMs to the collected photons was simulated with a
standalone software. This includes modeling the SiPM response and properties of the
front-end electronics, based on parameters available from laboratory measurements or
datasheets. This tool returns the map of the number of photons detected on a SiPM
matrix and the arrival time of the first photon for each pixel, which are then used as
inputs to the reconstruction.
This simulation tool is implemented in Python, with parts in Open CL for GPU com-
putation acceleration.
A simplified version of the detector response is also available. This one, which we will
refer to from now on as the “fast response” is less detailed but much faster in execution
time: instead of calculating the waveform and the response of the electronics, it only
performs a count of interacting photons based on photon position and PDE of the sensor
and adds a smearing for noise.

SiPM signal modeling

The first step in the simulation process is to assign each photon arriving on the matrix
surface to its corresponding pixel. The total area of the matrix implemented in the
geometry gdml file includes the edges and dead areas between pixels. Regardless of its
size, each SiPM has a nonsensitive outer edge of 0.1 mm, for a dead space between one
SiPM and another of 0.2 mm. This space is taken into account here, and photons that
do not arrive on the active area of the SiPM are discarded. Out of the total amount of
photons actually arriving on the active surface of the sensors, one can determine which
of them interacts according to a random process. For each photon, a probability value
with uniform distribution (0,1) is extracted; for P ă PDE the photon is considered to
be interacting and an amplitude value is assigned, extracted as a random value from the
Gaussian distribution GpA, σAq, where A is the average amplitude value in mV generated
by a photoelectron, a quantity that can be measured in the laboratory with measure-
ments of a single photoelectron spectrum. The PDE of the SiPM can be a fixed value,
or different PDE values can be set depending on the wavelength of the incident photon,
calculated from its energy.
For each interacting photon, the same calculation was performed in the above manner
whether it produces a corresponding crosstalk photoelectron and{or afterpulse. In the
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former case, another photon with the same characteristics (position, time, energy, am-
plitude) as the one that generated it is added to the list of interacting photons. If an
afterpulse photon is generated, instead, it is assigned a time equal to the photon that
generated it plus a randomly extracted delay from the exponential decay:

tafterpulse “ expp1{τafterpulseq, (5.9)

where τafterpulse denotes the average delay time in the generation of the afterpulse. Its
amplitude is calculated as the corresponding amplitude value of its primary photon wave-
form according to the function described in the next paragraph, but at t0 “ tafterpulse.
A number of random photons of dark noise is also generated for each SiPM according
to the Poisson distribution, with average expectation value given by the characteristics
of the SiPM. A random delay due to the Single Photon Time Resolution of the SiPM
(SPTR) is also added to the time of each interacting photon, extracted from a Gaussian
distribution with µ “ 0 and σ “ SPTR, typically of the order of 100 ps.

With a preliminary total number of detected and noise photons, for each photon at
t “ t0 a waveform is simulated according to the following empirical model:

fptq “
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0 if t ď t0

A ¨ pt ´ t0q{τrise if t ´ t0 ď τrise

A ¨ e
´pt´t0´τriseq

τf ast if t ďrise `τfast

A ¨ e
´pt´t0´τriseq

τslow
´1

if t ą τrise ` τfast

(5.10)

where A is the precalculated amplitude value for each photon, τrise the rise time of
the SiPM signal, τfast and τslow are two parameters that describe its exponential decay.
It is also possible to set a maximum length for the simulated waveform, its sampling
period (Tsample) and a time offset for the arrival of photons.
The waveforms generated by each photon are then summed together to obtain the total
SiPM response.

In Tables 5.3 and 5.4, we summarize all parameters that can be entered into the
configuration file with the values used as baselines to perform the simulations in the
next chapters. An example waveform generated with these parameters is shown in Fig.
5.9.

DAQ system modeling

Once the response signal of the matrix pixels is obtained, the electrical signal must
be processed by some type of readout electronics for digitization and acquisition. At
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SiPM parameters
PDE 0.25 DC rate 0.1 Hz/mmˆ2
τrise 0.8 ns P crosstalk 0.07
τfast 1 ns P afterpulse 0.3
τslow 50 ns τafterpulse 1 ns
A1pe 10 mV sptr 150 ps
σA1pe 2 mV

Table 5.3: SiPM parameters used in the simulation.

Waveform parameters
duration 500 ns
Tsample 0.1 ns
saturation 1.5 V
baseline 10 mV
baseline white noise 2 mV

Table 5.4: Waveform parameters used in the simulation

this point, signal processing depends on the type of readout electronics that we want
to simulate. The types of architectures are limited in that there are few ASIC models
currently in existence that can be used for reading SiPMs in a cryogenic environment,
with characteristics that make them suitable for GRAIN, because of speed requirements,
power consumption and channel density limitations. In general, there are two suitable
architectures being developed:

1. A discriminator followed by a dual edge TDC, to determine the number of photons
based on the time above threshold of the signal. Already available with this type of
architecture is the 32-channel mixed-signal ASIC ALCOR [111], developed for the
Darkside experiment, and currently under testing for the readout of the first cold
prototype of GRAIN’s optical system. ALCOR has two pairs of fixed threshold
TDCs; for each pair, one is for the rising edge and the other for the falling edge.
The TDCs have a dead time of 150 ns, but the two pairs alternate to mitigate this
limitation. The time above threshold of a signal produced by a certain number
of photons depends on the parameters of the SiPM waveform and the threshold
set. To calculate the calibration coefficient, we simulate the waveform generated
by the SiPM upon the arrival of 1, 2 , ..., N photons and measure the time above
threshold. Fig. 5.10 shows an example of calibration with the parameters in Tab.
5.3 at two different thresholds.
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Figure 5.9: Example waveform generated from photon arrival times according to Eq.5.10.
The red line represents the TDC threshold.

2. A charge integrator ADC and a TDC. With the charge integrator we can deter-
mine, after calibration, the number of photons by integrating over a fixed time
interval from when the signal goes above threshold. The TDC gives the instant
of time when the signal goes above the threshold. To calibrate it, multiple wave-
forms are simulated with the given SiPM parameters, and determine the charge
corresponding to the signal produced by a photoelectron.

ASIC (1) parameters
(multiple TDCs)

threshold 7 mV
deadtime 150 ns
bandwidth 500 MHz
time resolution 50 ps
calibration coeff. 80.6 27.9 ns

ASIC (2) parameters
(Charge integrator + TDC)
threshold 15 mV
integration time 200 ns
bandwidth 500 MHz
1 pe charge 0.188 mVns
pedestal 2.00 mVns

Table 5.5: Asic parameters
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Figure 5.10: Waveform Time over threshold versus number of coincident photon that
generated it at two different threshold levels. The calibration coefficients depend on
both the SiPM waveform parameters and the threshold.

5.2.5 3D Reconstruction

Once we obtain the map of the number of photons measured by each camera, we can
apply the ML-EM reconstruction algorithm as described in Sect. 5.1.
Given the high number of voxels and mathematical operations, the implementation of
parallel computation on GPU is mandatory in order to perform the reconstruction in
acceptable time. As with the detector response, this software is implemented in Python
with the OpenCL kernels for parallel computation.

This software implements the elements of the geometry defined in the gdml file used
for the simulation in Python objects and performs the voxel subdivision of the fiducial
volume of the reconstruction, adding the possibility of excluding from the reconstruction
specific voxels, e.g. those close to the walls where the cameras are positioned. The
system matrix and the sensitivity matrix are precomputed as explained in Sect. 5.1.1
with a separate tool once for each geometry tested and stored. Due to the large size of
the system matrix of one camera („ 4 Gb), the reconstruction is performed separately
for each camera and the voxels are successively combined as described in section. 5.1.3.
For each camera contained in the output file of the detector response program, the 3D
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reconstruction software applies the calculation of the ML-EM reconstruction algorithm:

1. initially sets the value of the voxels to 1{Nvoxels so that
řN

j λ “ 1;

2. performs the Expectation Step computation (see Sect. 4.4.4) on the GPU by
parallelizing the execution on camera pixels;

3. performs the maximization step calculation on the GPU by parallelizing the exe-
cution on the voxels of the fiducial volume.

4. computes the likelihood value corresponding to the computed voxel amplitudes.

5. repeats steps 2-4 until the change in the likelihood ratio between iterations is less
than the specified threshold (“ 10´3).

The software returns a three-dimensional array containing the λ values of voxel am-
plitudes of the reconstructed volume.
In the future, we plan to do a global reconstruction using the detected photons and
system matrix of all cameras. This could be done with brute force and or with more
sophisticated memory management and sorting algorithms.

Next steps in the reconstruction are the extraction of track points from voxel clusters
with higher amplitude values and the fit of the latter. These steps, along with the
integration of traces with STT and SAND calorimeter reconstructions, are the subject
of future studies and we will provide some examples in the next chapters.



Chapter 6

Optimization of camera geometries

6.1 Camera geometries for GRAIN

Having described the details of the simulation and reconstruction chain implemented to
test the different cameras and evaluate the performance of GRAIN, we can now discuss
the decision-making process that led us to choose a selected number of camera geometries
for comparison.

The number of pixels in the SiPM matrix was set at 1024 for both the lens-based and
coded aperture mask systems, because although they are not available at the moment, it
is entirely reasonable to expect matrices of at least this size to be produced in a few years.
In addition, and perhaps most importantly, the number of channels you can have on a
readout board can be a limitation. 1024 channels may be reasonable with an evolution
of ALCOR, the current ASIC being tested for the camera prototype.

To ensure sufficient light collection while keeping SiPM overall costs low, a sensor
area of 9 mm2 with an edge thickness of 0.1 mm was chosen. The square SiPM array
thus has a side of 102.4 mm, in all the camera geometries discussed in this chapter.

Having fixed the dimensions of the sensor, it is necessary to define the parameters of
the mask and its distance from the sensor. The number of possible parameter combina-
tions is very large, and testing all of them systematically with the MLEM algorithm is
not feasible in the scope of this thesis. Therefore, we selected some mask configurations
using the depth of focus, and the width of the FCFV (see Sect. 4.3.2), as a reference in
relation to the size of the GRAIN detector. The characteristics of the cameras, denoted
by the letters A, B, C, D, are summarized in Tab. 6.1.

In particular, it is of interest to place the depth of focus at infinite distance (mask A,
B, D), or about half the width of GRAIN (C), and verify how it affects the reconstruction
of point sources. In principle, the amplitude of the point spread function or the track

109
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Mask types

Name Type Rank
Hole pitch

(mm)
b

(mm)
Focus depth

(cm)
FCFV

at 60 cm distance
A mosaic 31 3.2 20 `8 „ 1 m
B box 31 3.2 20 `8 10.2 cm
C box 43 3.0 40 60 60 cm
D box 43 3.2 20 `8 60 cm

Table 6.1: List of masks tested for optimization of camera geometry.

width as a function of distance from the camera is expected to be approximately constant
with infinite depth of focus, and minimum at the distance equal to the depth of focus
when the depth of focus is finite.

For the FCFV we chose an option in which this is as large as the sensor itself (B), as
wide as the depth of GRAIN (C, D), or „ 1.5 m large and using a mosaic mask (Sect.4.3.1)
(A). In particular, we are interested in assessing how the extent of the FCFV affects
the ability to reconstruct tracks on the upstream edge of the fiducial volume, as it is
important for GRAIN to distinguish between tracks that originate within its volume and
thus potentially come from neutrino interactions on LAr and particles entering GRAIN
from outside.

The pattern used for the masks is of the MURA type (Sect. 4.2.3). Fig. 6.1 shows the
rank 31 and 43 MURA patterns used in the selected camera geometries. A comparison
between a mosaic (mask A) and box (B) configuration, with the same parameters, lets us
assess whether and how much the mosaic configuration allows for better reconstruction
with the MLEM algorithm, at the expense of a larger space occupied by the camera.

Finally, the camera with the best performing configuration will be compared to a
mask with the same parameters but a random pattern to see if there is a difference in
performance and/or a variation in the reconstruction artifacts present, as random masks
are much easier to adapt to the required dimensions or depth of focus.

6.2 Camera Comparison

In this section, we describe the procedure defined to compare different camera configu-
rations.
As mentioned in Section 5.1.3, at least two orthogonal cameras are required to obtain a
reconstruction with the same resolution on the spatial axes. However, this renders the
performance evaluation of the camera geometry itself complex, as the reconstruction is
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Figure 6.1: MURA mask patterns with rank 31 (left) and 43 (right) used for the camera
geometries.

also affected by the relative positioning of the cameras.
However, we can evaluate the reconstruction of a single camera in the X-Y plane parallel
to the camera, assuming known Z-axis distance from the camera of the light source,
either a point or a two-dimensional track.
The camera under test is placed in test geometry 1., shown in Fig. 6.2 and described in
Sect. 4.2.1, in the center of the lateral side.

Figure 6.2: Schematic of the simulated test geometry with one camera.

By simulating light sources at different distances from the camera, we first assess
their reconstruction capabilities by comparing the position of the reconstructed point or
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track with the MC truth, and evaluate the quality of reconstruction considering its point
spread function width or tracks width and length. A smaller reconstructed point spread
function and track width indicate a better reconstruction, while the track length should
be the same as the true one, and it can be considered as an estimation of the effective
FoV of a camera.

In the simulations aimed at choosing the best performing camera geometry, we used
the fast detector response (Sect. 5.2.4), with a sensor PDE set to 25%. Only photons
arriving at the sensor surface in the first 200 ns from the onset of the event were collected.

Once we have selected the best performing camera for the reconstruction in the source
plane, we will evaluate their abilities to reconstruct minimum ionizing particle tracks in
three dimensions using test geometry 2.

6.2.1 Point source reconstruction

For each camera configuration we simulated 1000 uniformly distributed point sources
emitting isotropically 1 ˆ 107 photons each. Examples of the reconstruction, shown on
the x-y voxel slice corresponding to the simulated point distance along z, are presented
in Figure 6.3. The reconstructed point spread function was then fitted with a two-
dimensional multivariate Gaussian function, whose standard deviations σx and σy are
defined to be the quantitative value of the width of the reconstruction. In the same
example figure, the contour line of the fitted Gaussian corresponding to 1 σ is shown in
red.
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Figure 6.3: Reconstruction examples of a point source at different positions and distances
from camera A. In red the profile of the 2D gaussian that fits the voxel distribution.
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Figure 6.4 shows the average value over xy of the standard deviation obtained from
the fits, as a function of distance from the mask. In Fig. 6.5, on the other hand, the
x and y distance between the reconstructed position corresponding to the center of the
Gaussian distribution and the Monte Carlo truth is shown.
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Figure 6.4: Average value over xy the point spread function width, as a function of
distance from the mask. Values are plotted in bins corresponding to 3 cm distance. The
colored bands represent 1 standard deviation of the values in the bin.

From these results we can infer that:

1. a depth of focus corresponding to the distance to the center of GRAIN (camera
C) allows a better reconstruction of the point source: its standard deviation is
approximately constant as a function of the distance of the source from the mask,
with an average value of 10.4 mm;

2. there are no substantial differences between the cameras with depth of focus at
infinity for distances from the mask greater than 10 mm. Camera B manages to
reconstruct with comparable performance to camera A and D despite its much
narrower FCFV. In contrast, camera A and C fail to correctly reconstruct sources
at distances less than 100 mm.

3. Although a depth of field placed at infinity should in theory maintain the PSF
width constant, the farther away the source, the wider the reconstruction appears.
This is due to two factors:
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Figure 6.5: Distance between the reconstructed position corresponding to the center of
the Gaussian distribution and the Monte Carlo truth, along the horizontal (left) and
vertical (right) axis. Values are plotted in bins corresponding to 3 cm distance. The
colored bands represent the range of ˘1σ of the values in the bin.

- for the same number of simulated photons per point source, as the distance
increases, the number of photons arriving on the camera exponentially de-
creases due to absorption and scattering in LAr, in addition to the decrease
due to distance itself;

- with increasing distance, photons that are scattered at small angles accumu-
late in incorrect pixels, leading to reconstruction artifacts.

In contrast, for camera C, an improvement in focus as one approaches the plane
corresponding to the depth of field compensates for the degradation effects of the
reconstructed image due to attenuation and scattering.

This preliminary test suggested that a depth of focus at a finite position may be
advantageous for GRAIN, but the deciding factor for use within GRAIN is the camera’s
ability to reconstruct tracks, which will be analyzed in the following section.

6.2.2 2D track

In order to assess the quality of the reconstruction of the track cameras, we simulated
1000 horizontal muons crossing the test volume parallel to the camera at various dis-
tances, from 2 to 80 cm following a uniform distribution, and random origin range (-20,
+20) cm on y and (-20, 0) on x , with (0,0) corresponding to the camera axis.
The simulated muons have random kinetic energy according to a Gaussian distribution
with mean = 3 GeV and σ “ 0.5 GeV. In this energy range, the muon is almost a mini-
mum ionizing particle, and at 3 GeV energy it deposits an average of 2.52 MeV/cm [1].
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To obtain an estimation of the reconstructed track width we calculate the reconstruction
profile along the X axis and perform a Gaussian fit of it, and define the track width as
twice the standard deviation of the resulting distribution.

To determine the track length instead, we first perform a cut on the background
voxels: knowing from the fit of the previous profile the Y0 coodinate of the track, we
set to zero the amplitude of voxels whose center is located a distance greater than 2
sigma from Y0. We then calculate the cumulative profile of voxels along the Y-axis, and
determine as extremes of the trace the coordinates X0 and X1 at which the cumulative
amplitude is higher than 0.6, normalized to (0,1), where 0 corresponds to the average
value of the background we have previously excluded. Figure 6.6, shows two examples
of reconstructed tracks, and on its right, the fit of the normalized profile to obtain the
Y coordinates at which the particle has crossed the volume, while below the profile
distribution to calculate the width of the track as described.

100 200 300

50

100

150

200

250

300

350

z =128.95 mm, ev 281: c = 62.36 ,  = 19.51

100 200 300
0.0
0.5
1.0

0 1

50

100

150

200

250

300

350

2

4

6

8

10

12

14

100 200 300

50

100

150

200

250

300

350

z =-201.83 mm, ev 856: c = 181.45 ,  = 43.94

100 200 300
0.0
0.5
1.0

0 1

50

100

150

200

250

300

350

0.5

1.0

1.5

2.0

2.5

3.0

3.5

Figure 6.6: Two Reconstruction example of a horizontal minimum ionizing particle source
at different positions and distances from camera A. On the right of the reconstructed
image, the gaussian fit of the horizontal profile to obtain an estimate of the track width.
Below, vertical profile of the image after removing the pixels corresponding to back-
ground: the start and end points of the reconstructed track are determined by the point
where this distribution exceeds the 0.6 threshold on normalized values ( marked by the
red line).

For each camera, the distribution of the deviations between the reconstructed Y0

position and the Monte Carlo truth is shown in Figure 6.7 (left). As can be seen,
although camera C had better performance in reconstructing point sources, the error on
the deviations of the reconstruction from the true position is greater than ˘5 cm, which
means that the camera cannot reconstruct the tracks reliably. Because of this, camera
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C is excluded from further analysis.
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Figure 6.7: Distance between reconstructed track Y0 position and MC truth as a function
of track distance from camera, grouped in bins corresponding to 3 cm distance. The
colored bands represent the range of ˘1σ of the values in the bin. Left: all cameras.
Right: camera C exluded.

In figure 6.9 are shown, respectively, the average width of the µ track as a function
of its distance from the camera, for all camera configurations under test.

Based on these simulations, we can conclude that the most suitable camera for (single)
track reconstruction is configuration B. In fact, while the A, B, and D cameras have
equivalent behavior in track reconstruction at distances greater than 25 cm, at closer
distances, the A and D cameras, which have a wider field of view, have a standard
deviation of about 5 cm on the distribution of the deviations between the reconstructed
and the actual position. Similarly in this range of distances the width of the reconstructed
track is on the order of 10 cm for these track cameras, indicating that the camera cannot
reconstruct the track correctly.

The disadvantage of configuration B is that it has a narrower FCFV than the others,
but unlike A and D, it succeeds in reconstructing even near tracks. We are less concerned
about the narrowing of the length of the reconstructed trace as a function of distance,
because on the scale of GRAIN size, the contribution of the cameras on the opposite wall
will be relevant to improve the reconstruction. For tracks very close to a camera, it is
important that the closest camera reconstructs well. We can also get around the narrow
field of view of camera B by placing several cameras side by side thanks to its small size.
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Figure 6.8: Track width as a function of track distance from camera, grouped in bins
corresponding to 3 cm distance. The colored bands represent the range of ˘1σ of the
values in the bin.
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Figure 6.9: Ratio of reconstructed track length over true length as a function of track
distance from camera, grouped in bins corresponding to 3 cm distance. The colored
bands represent the range of ˘1σ of the values in the bin.



118 6.2. CAMERA COMPARISON

6.2.3 MURA and random mask pattern comparison

In the same way as in the previous section, we made the comparison between camera B
and a camera with the same aperture size and distance between mask and sensor, but
with a random hole pattern, as shown in Figure 6.10, generated with 50% of uncovered
area.

Figure 6.10: Camera geometry with random pattern mask. The pitch of the mask holes
and their distance from the SiPM matrix are the same as for camera B.

The performance of the two cameras is comparable, as can be seen in the figures
6.11. Should it be necessary to use a matrix with a number of SiPMs for which a MURA
pattern cannot be adapted (the rank of the matrix must be a prime number, cf. section
4.2.3), a random pattern is also suitable for use with this reconstruction algorithm.
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Figure 6.11: Reconstructed track position - MC truth, track width and track length
ratio as a function of distance the camera, for camera (B) and a camera with a mask
of equal dimensions, hole pitch, but a random hole pattern. Data is grouped in bins
corresponding to 3 cm distance and the colored bands represent the range of ˘1σ of the
values in the bin.
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Chapter 7

3D event reconstruction in GRAIN

7.1 GRAIN optical system

Based on the considerations and results of the previous chapter, the best performing
camera among those tested is camera B, with a MURA pattern and a mask-to-sensor
distance of 20 mm. We implemented this camera configuration in the GRAIN geometry.
In order to maximize the coverage of the elliptical side walls of GRAIN and with one row
above and one below, as described in Section 3.2.4, a total of 54 cameras are assumed
: 8 in the top and bottom rows, and 19 on each side. The cameras are 5 cm apart to
leave enough space for a mechanical structure to support (and keep in tension to avoid
deformations of) the masks, and they are 10 cm away from the GRAIN walls, leaving
room for readout electronics and electrical connections. Figure 7.1 shows the geometry
used in the simulations in the remainder of the chapter. The fiducial volume of the
reconstruction is the entire volume of liquid argon, excluding the volume behind the
cameras and the first 5 cm in front of them.

Given the small thickness occupied by a camera, it would be possible to place cameras
on one of the curved GRAIN walls as well, particularly the downstream one, in order to
improve the reconstruction of the vertex from the upstream side and to verify whether the
detected particles are produced by neutrino interactions in argon or in the outer material
of the detector. However, it must be considered that neutrino interaction products will
have a forward boost and can directly cross a camera located on the downstream wall.
Since in the space between mask and sensor there is Liquid argon, if scintillation light is
then emitted within it, the light signal is no longer encoded by the mask and information
is lost for reconstruction. We call the camera ”dazzled” when this happens; in Figure
7.2 one can see a typical photon pattern on the sensor array, in which the particle has
passed through both the camera volume and the sensor itself, compared to other cameras.

121
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Figure 7.1: Camera (B) placement inside GRAIN volume, maximizing surface coverage
of its elliptical side walls.

Cameras can be dazzled at any location, but in the other regions of GRAIN it happens
less frequently than in the downstream region, where it would happen at almost every
event.

In the simulations, the potentially dazzled cameras are currently identified using
Monte Carlo truth, by verifying that there are no energy deposits inside the camera. We
plan to develop a system for recognizing these cameras from the image formed on the
SiPM matrix based on Convolutional Neural Networks, which are particularly well-suited
for this kind of task. Within the reconstruction algorithm, dazzled cameras are currently
excluded once recognized; it is the object of future work to look for a method to include
their spatial information.

7.2 Voxel selection cuts

In the two-dimensional reconstructions performed so far, we did not perform any back-
ground removal in the images because the iterative process of the MLEM algorithm
ensured a good contrast between the amplitude values of the voxels belonging to the sig-
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Figure 7.2: Example distributions of photon counts in a camera. Each pixel in the image
corresponds to one SiPM in the sensor matrix. Highlighted in yellow is a ”dazzled”
camera where the particle passed through the sensor.

nal and those belonging to the background. As explained in section 5.1.3, due to memory
constraints, we were unable to apply the algorithm simultaneously to the whole ensemble
of cameras placed in the volume, but had to perform the reconstruction individually for
each camera and to combine the results by taking the product of the amplitude values
of the corresponding voxels. This simplification reduces the advantages of the iterative
process of the MLEM algorithm, and the combination of reconstructions leads to a re-
duction of the overall contrast compared to a single camera reconstruction.
The resulting voxel amplitude distribution for a generic event is shown in the left panel
of Fig. 7.3 for amplitudes λpx, y, zq ą 0. The true spatial distribution of the energy
deposits is shown on the right panel of Fig. 7.3 instead.

It is clear that the output of the MLEM reconstruction algorithm with camera combi-
nation features a significant background, as most of the voxels have a nonzero amplitude.
Moreover, as explained in Sect. 4.4.4, the voxel amplitude in a camera reconstruction
is an estimation of the true number of photons emitted in that voxel, so characteristics
of the voxel amplitude distribution, such as the maximum amplitude value, depend on
the energy deposited in each voxel and differ between event and particle types. Example
voxel amplitude distributions are shown in Fig. 7.4 for three different events. Therefore,
it is necessary to devise a criterion for the discrimination of the reconstructed event from
the combinatorial background.
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Figure 7.3: (a) Spatial amplitude distribution of a reconstruction. (b) Spatial distribu-
tion the true Monte Carlo energy deposits

7.2.1 Histogram equalization

One of the simplest improvements that can be applied is a transformation to increase
the contrast between the signal and background voxels. A simple technique widely used
for this purpose in image analysis is histogram equalization. For an image, this method
maps the observed pixel gray values to new values so that the new image has a uniform
gray-level histogram. We can apply a similar transformation to voxel amplitude values
to obtain a uniform voxel amplitude spectrum.
Let fpi, j, kq be a reconstruction represented as a three-dimensional matrix of voxel
amplitudes normalized in the interval [0,1]. The normalized histogram of f with 1/(B-1)
amplitude levels and B bins is defined as [112]:

pb “
Nselected

Ntotal

b “ 0, 1, ..., B ´ 1.

(7.1)

where Nselected is the number of voxels with intensity ą pb´1qp1{B´1q and ă bp1{B´1q,
and Ntotal is the total number of voxels.



CHAPTER 7. 3D EVENT RECONSTRUCTION IN GRAIN 125

0.0 0.5 1.0 1.5 2.0
voxel amplitude (a.u.) 1e9

100

101

102

103

104

105

n

event 9836

0 50000 100000 150000 200000
voxel amplitude (a.u.)

100

101

102

103

104

105

n

event 5628

0 1 2 3 4
voxel amplitude (a.u.) 1e6

100

101

102

103

104

105

n

event 90

Figure 7.4: Amplitude spectrum of three example events. While the distributions of the
values are similar, the scale of the amplitudes is different for each event and depends on
the total number of photons detected and the combination of the cameras.

The histogram equalized reconstruction g will be defined by:

gi,j,k “ pB ´ 1q

fi,j,k
ÿ

n“0

pb (7.2)

This is equivalent to transforming the voxel intensities, h, of f by the function

T phq “ pB ´ 1q

h
ÿ

n“0

pb. (7.3)

Figure 7.5 shows the distribution of the voxel amplitudes of a reconstructed event
before and after histogram equalization. This method is particularly useful when recon-
struction artifacts are present, especially voxels reconstructed with an amplitude value
significantly different from the average amplitude of the other voxels, as shown in Fig.
7.5(left panel). These artifacts prevent the possibility of selecting signal pixels simply
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by making a cut on voxel amplitudes relative to the maximum amplitude. By contrast,
histogram equalization narrows the amplitude gap between the artifact voxels and the
remaining distribution, and the voxel amplitude spectrum is made uniform. It is then
possible to apply a cutoff on the maximum amplitude of the normalized and equalized
voxels: we empirically determined that a threshold between 0.8 and 0.9 yields the best
results in terms of the number of voxels preserved along the direction of the tracks of
Monte Carlo truth.
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Figure 7.5: Example voxel amplitude distribution (left) and its equalization (right).
After equalization, the voxel distribution is uniform.

7.3 Muon tracks

To verify the capabilities of the selected camera to reconstruct tracks of minimum ionizing
particles, we simulated muon events crossing GRAIN volume along the beam direction.
We simulated 100 muon events with a random energy extracted from a Gaussian with a
mean of 3 GeV and sigma of 1 GeV, and the origin at a random position in the z = -50
cm plane and an angle of r´20˝,`20˝s with respect to the X-Y plane and r´30˝,`30˝s

with respect to the Y-Z plane. This distribution is reasonable because it represents the
angular distribution of the muons produced by typical CCQE events in GRAIN. For
reconstruction, we applied a cutoff on voxel amplitudes as described in the previous
section, with a threshold at 90% of the normalized maximum.
Two example reconstructed tracks are shown in Fig. 7.6. As can be seen, the selected
voxels are arranged approximately symmetrically around the direction of the particle,
with the amplitude value of the voxels being higher the closer they are to the point
through which the particle passed.
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Figure 7.6: Two simulated muon events crossing the GRAIN volume with random direc-
tion and origin. Voxels with amplitudes greater than 90% of the maximum are shown,
after histogram normalization of the voxel amplitude distribution, as described in sect.
7.2.1. Shown with the red arrow is the direction of the simulated muon according to the
Monte Carlo truth.
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We can estimate the direction, length, and width of the reconstructed track by per-
forming Principal Component Analysis (PCA) [113], applied to the centers of the voxels
of the clusters preserved after cutting. The first principal component represents the
length and direction of the track, while the second and third components represent the
width of the reconstructed track in the directions orthogonal to the direction of the par-
ticle.
This technique can only be used with straight tracks, and GRAIN will actually be im-
mersed in a magnetic field, so, although limited in the small thickness of GRAIN, the
tracks will have curvature. Furthermore, PCA is not weighted by the amplitude value
of the voxels, so the results of PCA are closely related to the chosen cutoff criterion on
the voxels. Regardless, PCA is a robust technique and can be implemented effectively
within the scope of this work.

In order to verify the correctness of the track reconstruction, we defined as figures of
merit:

• the minimum distance between the first principal component (indicating the re-
constructed track’s direction) and the simulated particle’s true direction;

• the angle between these two when projected onto the X-Z and Y-Z planes.

As shown in Fig. 7.7, the minimum distance between the reconstructed line and the
simulated particle track is at most „ 13 mm, which is a little more than one voxel
distance, with a mean value of 3.6 ˘ 2.8 mm. Figure 7.8 shows the distribution of the
angle between the reconstructed direction of the particle, and the true direction of the
track, respectively on the XZ plane and the YZ plane. The distributions are centered
around 0˝, as expected. There is a slight bias toward negative angles in the X-Z plane,
caused by only partially reconstructed tracks. We have performed a Gaussian fit on the
distributions, and obtained a resolution on the reconstructed angle, corresponding to one
standard deviation of the Gaussian, of 2.7˝ ˘ 0.7˝ on the X-Z plane and 3.2˝ ˘ 0.7˝ on
the Y-Z plane.

In Fig. 7.9 the distribution of the mean widths along the second and third compo-
nents, and the ratio of the reconstructed track length to the actual length in volume are
displayed. It can be seen that the mean width of the reconstructed tracks is 53.1 ˘ 7.6
mm, as expected from the results of the tracks reconstructed with a single camera at
distances ą 50 cm. The track length is considerably reduced compared to the original
size, even compared to single camera reconstructions. This suggests that the subsequent
combination of single-camera reconstructions is a limitation that, although it allows for
the correct detection of portions of the track, needs to be overcome by implementing the
algorithm globally on all cameras to obtain a correct reconstruction.
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and the simulated particle’s true direction.
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Figure 7.8: Angle distribution between the reconstructed direction of the particle and
the true track direction, on the XZ (left) and YZ (right) plane respectively.

As mentioned earlier, PCA does not take into account the amplitude values of the
voxels, which, as can be seen in figure 7.6, have a higher value the closer they are to
the point where the track passes. There are other algorithms that allow points to be
extracted from clusters of voxels, weighted according to the amplitude value associated
with each voxel. In the future, after proper implementation of the camera combination
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Figure 7.9: Left: track width distribution, computed as twice the mean length of the
second and third principal component. On average, a voxel cluster reconstructing the
track is 53.13 ˘ 7.64 mm wide. Right: Ratio of the length of the reconstructed track,
computed as twice the length of the first principal component, over the true track length
in Argon.

in the reconstruction, it might be of interest to study the possibility of applying one of
such algorithms. For example, for automated track and shower detection of neutrino
interactions in a liquid argon time projection chamber, the local principal curves (LPC)
algorithm has been successfully implemented in three dimensions [114], and it appears
to be an interesting option to apply it also in the case of our Coded Aperture Imaging
system reconstruction.

7.4 Neutrino CCQE events

We tested the reconstruction capabilities of the imaging system in GRAIN by recon-
structing muon-neutrino charged current quasi-elastic (CCQE) events:

νµ ` n Ñ µ ` p (7.4)

which have a simple two-track topology involving a short proton track and a long muon
track originating from a common primary vertex point, with variable opening angle.
We have performed the reconstruction of 110 events using Edep-sim simulated energy
deposition within the entire SAND detector.The selected events have interaction vertices
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within the fiducial volume of GRAIN, excluding the last 10 cm of thickness along the
beam direction to ensure that tracks of at least 10 cm length are obtained within the
volume of GRAIN. Of these 203 events, we excluded from the sample events with one
or more dazzled cameras (62) and events with tracks that could not be reconstructed
because they were completely outside the fiducial volume of the optical system recon-
struction (31).

In Fig. 7.10, the GRAIN volume region where the interacting vertices were selected
is marked.

Figure 7.10: Regions in GRAIN where the vertexes of CCQE events were selected for
the simulation.

Some reconstructed events are displayed in Figs. 7.11 7.12, alongside the energy
deposits generated by Edep-sim. It’s worth mentioning that the event reconstruction
will be gathered not only from GRAIN, but also from other SAND detector components
and particles that release limited energy in GRAIN may emerge from the Argon target
and detected by the STT. Therefore, it is crucial to accurately reconstruct the particles
that are produced and stopped within GRAIN, such as the proton in this instance.
It can be seen in fact that while the proton is always at least partially visible in the
reconstruction, for the muon this is not always the case. This is due to the fact that
the proton has a higher average dE

dx
than the muon in the argon and therefore produces

more photons. The presence of the brighter track often almost completely prevents the
reconstruction of the muon, since the number of photons arriving at the sensor from the
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scintillation caused by the muon is only a fraction of the total light arriving from the
two tracks, and is easily confused with the statistical fluctuations from the other track
introduced by the Poisson nature of the process.
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Figure 7.11: Top: Example reconstructed CCQE event. The proton track is fully recon-
structed but the muon track is not visible. The amplitude values of the selected voxels
in the reconstruction are shown in the histogram on the right.Bottom: deposited energy
distribution in the volume, as generated by Edep-sim.



134 7.4. NEUTRINO CCQE EVENTS

x

600

400

200

0

200

400

600

y

600

400

200

0

200

400
600

z
600 400 200 0 200 400 600

Reconstructed voxels
nu:14;tgt:1000180400;N:2112;proc:Weak[CC],QES;

mu-
p

1016 × 100

90

92

94

96

98

100

x

750

500

250

0

250

500

750

y

750
500

250
0

250
500

750

z
750 500 250 0 250 500 750

Energy deposits
nu:14;tgt:1000180400;N:2112;proc:Weak[CC],QES;

mu-
p

100 101

0

5

10

15

20

25

30

Figure 7.12: Top: Example reconstructed CCQE event. Both the proton track and the
muon tracks are partially reconstructed. The amplitude values of the selected voxels in
the reconstruction are shown in the histogram on the right. Bottom: deposited energy
distribution in the volume, as generated by Edep-sim. The histogram on the right
represents the distribution of energy deposited in the particle in the GRAIN volume.
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7.4.1 Proton Track fitting

Tracks reconstructed by the Straw Tube Tracker next to GRAIN, can be extrapolated
to the Argon volume and associated to voxels selected by the reconstruction. After that,
it is possible to detect clusters of voxels not connected to any track in the STT and thus
identify the possible presence of particles that did not leave the liquid argon volume.
Since there is currently no integration of the STT reconstructions with those of the
GRAIN imaging system, we used the Monte Carlo truth to identify the muon track in
argon and associate the corresponding reconstruction voxels with it. We considered the
reconstructed voxels belonging to the muon whose center is less than 6 cm from the
muon track direction. This distance was chosen taking into account the average width
of the muon tracks that were reconstructed in the 7.3 section. The reconstructed voxels
not associated with the µ track are then considered to belong to the proton. Figure
7.13 shows the reconstruction of the proton track and part of the µ track. The voxels
associated with the track based on the distance from the actual muon direction are shown
in blue.

Figure 7.13: Example of voxel clustering when both tracks are reconstructed. Each dot
corresponds to a voxel center, represented in blue are the voxel associated with the muon
track, in red with the proton track.
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Once the voxels belonging to the proton track were identified, we applied the Principal
Component Analysis to obtain the direction of the track. Fig. 7.14 shows the angle
between the reconstructed track and the Monte Carlo truth and Fig. 7.15 the minimum
distance between the track directions.
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Figure 7.14: Angle distribution between the reconstructed direction of the muon and the
true track direction, on the XZ (left) and YZ (right) plane respectively.
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Figure 7.15: Minimum distances distribution between the reconstructed proton track’s
direction and the simulated particle’s true direction.

7.4.2 Vertex position estimation

Using the fit of the proton track, we estimate the position of the neutrino interaction
vertex where it intersects the muon track known from the Monte Carlo Truth (STT).
We define the interacting vertex as the midpoint of the segment where the distance
between the two tracks is minimized. Figure 7.16 shows the distributions of the distance
between the reconstructed primary vertex position and the MC truth in X, Y and Z
directions. The distributions are fitted to Gaussian functions and the resolution of the
vertex position in each coordinate direction is taken to be the standard deviation of
the corresponding Gaussian fit. The vertex positions in X and Y are centered around
zero, with a standard deviation of 13.2 and 9.9 mm, respectively. In Z, however, the
reconstruction appears to be biased at -20.6 mm, with a standard deviation of 12.4 mm.
This bias is due to the coarse cut made during the voxel assignment process: As can be
observed in Fig. 7.13, some of the voxels upstream of the proton track are also assigned
to the muon. As illustrated by Fig. 7.17 approximately 90% of the selected events have
a primary vertex found within 3.5 cm from the generated position.
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Figure 7.16: Gaussian fits to the distributions of the reconstructed primary vertex posi-
tion in x, y and z for muon-proton events.
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Figure 7.17: The distribution of the distance of the reconstructed primary vertex position
from the generated position for muon-proton events. Approximately 90% of these events
have a primary vertex found within 3.5 cm from the true vertex position.



Conclusions

The GRAIN detector, a component of the SAND apparatus of the DUNE ND complex,
will play an important role in the characterization of the neutrino beam and the im-
provement of LAr interaction models. GRAIN employs an innovative high-performance
optical reconstruction technique in order to achieve high granularity and a fast time re-
sponse to contribute to the SAND physics case.
In this work, we have developed an imaging system based on Coded Aperture Masks
that exploits Argon scintillation light to detect tracks associated to charged particles.
A reconstruction algorithm based on Maximum Likelihood Expectation Maximization
was implemented, which allows us to directly obtain a three-dimensional voxel distri-
bution proportional to the energy deposited by charged particles passing through the
LAr volume. The implemented algorithm was used to evaluate reconstructions of point
sources and tracks of minimum ionizing particles with different camera configurations
with different sizes and patterns of the coded aperture mask. The best-performing type
was selected, and a multi-camera optical system design was proposed to be implemented
in the GRAIN geometry.
An assessment was then made of the capability of GRAIN when equipped with this cam-
era system to reconstruct muon tracks, and CCQE neutrino events with production of a
muon and a proton. This assessment is of particular interest since GRAIN can comple-
ment the information provided by the tracker and ECAL of SAND when ν interaction
products, e.g. a proton, stop in the LAr volume. For muons and other minimum ion-
izing particles the reconstructed track direction matches with Monte Carlo truth with
an angular residual of ă 2.7˝ on the XZ plane and ă 3.1˝ on the YZ plane, with an
average minimum distance between them of 3.7 ˘ 2.8 mm. On the other hand, when
reconstructing CCQE events, it may happen that muon tracks are not reconstructed if
the proton track is brighter. This limitation is due to the fact that it is not possible to
implement the algorithm to perform the reconstruction globally using information from
all cameras. This is because the matrix of weights describing the system far exceeds the
available computer memory. Either by implementing a more memory efficient version
of the algorithm or by a computer system with more memory, we plan to address these
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limitations in future work.
In reconstructing the event we assumed that the direction of the muon, as reconstructed
by the SAND tracking system, is known. This allowed us to correctly assign the voxel
clusters of the reconstruction to the corresponding particle. We have quantified the error
in reconstructing the direction of the proton: the distribution of the angle between the
reconstructed direction of the track and the Monte Carlo truth has a standard deviation
of 12.6˝ ˘ 1.4˝ on the XZ plane and 8.4˝ ˘ 0.8˝ on the YZ plane. A preliminary estimate
of the resolution of the vertex reconstruction has been made from the analyzed events,
which leads to a residual between reconstructed and true position ă 13 mm in the three
directions. Overall, this work has demonstrated that a Coded Aperture-based imaging
system is feasible in GRAIN. As the algorithm improves, GRAIN, along with the rest
of SAND, will be able to provide reconstructed samples of ν´Ar interactions that will
be essential for the constraining of the systematics for DUNE and for its long baseline
oscillation analysis.
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