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Abstract

In the last years, the Helicon Plasma Thruster (HPT) concept has been proven to be a valid
candidate to generate thrust for small satellites and CubeSats. In order to further increase
the performances of such a thruster, and to evaluate its applicability to bigger satellites,
accurate numerical tools are required to simulate the plasma dynamics in a HPT. The main
phenomena governing a HPT consists in plasma production and heating in the production
stage, namely inside a Helicon source, and plasma acceleration and detachment in the
region downstream the Helicon source, which is called plume stage. Two main topics have
been addressed in this work thesis. First, the development of a Global Model (GM) with
several chemistry models suitable for preliminary analysis of HPTs fed with noble gases
such as argon, neon, krypton and xenon, and alternative propellants such air and iodine
have been tackled. For what concerns the noble gases, a novel lumping methodology has
been developed. This can be used in order to dramatically reduce the computational cost
without affecting accuracy when modelling the excited species in the plasma chemistry for
both GM and multidimensional codes. Regarding iodine, this propellant is becoming of
great interest as a valid alternative to xenon in the electric propulsion field, therefore there
is a growing need for models capable of predicting the thruster performance accounting
for its chemistry. In this regard, a GM with an iodine chemistry set has been developed;
cross-sections and reaction rates have been collected from literature as well. For what
concerns air, this gained a great deal of interest in the recent years due to the application
the air-breathing technology. In this regard, a chemistry model has been set collecting
data, namely cross-sections and transport coefficients, from literature and a GM capable of
simulating a HPT has been developed. Second, a 3D self-consistent numerical tool capable
of accurately predicting the plasma generation and transport across a HPT was developed.
In particular, the tool can treat discharges with a generic 3D geometry, and model the
actual plasma-antenna coupling. Specifically, the 3D numerical tool consists of two main
modules, i) the EM module which provides the power deposited by the antenna into the
plasma, and ii) the FLUID module, responsible of predicting the plasma profiles driven
by the deposited power. The two modules run iteratively until a steady state solution is
converged. Optionally, a third module is available for solving the plume with either i) a
simplified semi-analytical approach, ii) a PIC code, or iii) directly by integration of the
fluid equations. In conclusion, results provided exploiting both the numerical tools have
been benchmarked against experimental measures of HPTs or Helicon reactors, obtaining
very good qualitative agreement with the experimental trend for what concerns the GM;
in regard of the 3D numerical strategy, an excellent agreement of the physical trends
predicted against the measured data (deviations lower than 25%), is obtained.
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Chapter 1

Helicon Plasma Thruster

1.1 Rationale of Electric Propulsion Systems

In conventional chemical rockets, thrust is obtained heating a working fluid by means
of a dedicated chemical reaction (usually combustion but also decomposition [1]) and
expanding it through a nozzle. Therefore, in a chemical rocket the main constraints which
limit the velocity of the exhaust fluid, and in turn the specific impulse, are:

� the maximum amount of heat that can be provided to the fluid without damaging
the walls of the combustion chamber and of the nozzle

� the energy that the chemical reaction can provide

In electric thrusters these limitations does not hold true because:

� the working fluid is constrained away from the thruster’s solid walls by electric means
(e.g., magnetostatic fields [2, Chap. 5])

� the upper values of specific impulses attainable with electric propulsion (up to
10000 s), are obtained accelerating the working fluid with the aid of Electrostatic or
Electro-Magnetic (EM) body-forces (e.g., Lorentz force [2, Chap. 8.1])

In literature, electric propulsion concepts have often been divided into three categories
depending on the means in which the working fluid is accelerated: (i) electrothermal
propulsion, if the propellant is heated with electric means and then accelerated with a
nozzle; (ii) electrostatic propulsion, if an electric body-force is applied for accelerating
and ionizing particles; (iii) electromagnetic propulsion, if an ionized propellant stream
is accelerated by means of the interaction of magnetic fields and currents (the former
can be both internal or external to the stream [2, Chap. 8.1]). Table 1.1 provides the
typical performances (thrust T and specific impulse Isp) of the most diffused electric, and
chemical, thruster concepts.

Clearly, in order to provide electric heating or EM body-forces, electric thrusters re-
quire dedicated power supplies. The amount of electrical power Pw required for achieving
certain thruster performances (i.e., thrust T and a specific impulse Isp) is given by

Pw =
1

2
ηTIsp (1.1)

1
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Propulsion concept T [N] Isp [s]

Electric
Electrothermal 10−3 - 10

- Resistojet ≤ 500
- Arcjet ≤ 1000

Electrostatic 10−6 - 1
- Ion 200 - 10000
- Hall effect 300 - 6000
- FEEP ≤ 10000

Electromagnetic 10−6 - 1
- Magnetoplasmadynamic 2000 - 5000
- PPT 1000
- Cathodeless ≤ 2000

Chemical
Liquid monopropellant 10−1 - 103 ≤ 300
Liquid bipropellant 1 - 106 ≤ 450
Solid 102 - 107 ≤ 350

Table 1.1: Summary of the performances (thrust T and specific impulse Isp) of the most
diffused electrical and chemical thruster concepts [2, 3, 4, 5].

where η is the efficiency of thrust power conversion. The mass of the power supply mP

depends principally on Pw, therefore it can be assumed that

mP = αP Pw (1.2)

where αP is a proportionality constant. Combining Eq. 1.1 and Eq. 1.2 it can be easily
shown that [2, Chap. 1.4]:

� for a certain mission profile, increasing Isp above a certain threshold value is no more
convenient in terms of the total spacecraft mass, because the increase of the power
supplies mass mP overcomes the saving up of propellant mass

� for a certain amount of electrical power Pw available, increasing Isp results in a
reduction of T

Therefore, due to the mp constraint: (i) the thruster with the highest specific impulse is
not always the most suited for a certain mission scenario; (ii) as shown in Table 1.1, electric
thrusters are usually characterized by higher specific impulses than chemical rockets but
also by significantly lower thrust attainable. Moreover, an electric propulsion system is
in general more complex than a chemical one because extra components are required.
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Typically, the power is supplied to the thruster by means of a Power Processing Unit
(PPU) which processes the DC electric power provided from the satellite into the specific
form required by the thruster (e.g., increasing the voltage or DC/AC conversion). In order
to guarantee a high electrical efficiency and a reduced mass and volume, the PPU is usually
one of the most complex and challenging components of an electric propulsion system [4].
At the same time, a fluidic line is in general required to provide the propellant to the
thruster. Even though the latter is not much more complex than for a mono-propellant
or a cold gas thruster, the flows to be handled are usually very small and occur for very
prolonged periods of time (months), therefore special challenges arise for the design of
precise flow controllers and leak-free valving [4]. Therefore, the main disadvantages of an
electric thruster with respect to a chemical one are:

� a lower thrust attainable due to the limited power available on a satellite (i.e., the
mp constraint)

� the more complex and expensive process required to integrate the thruster into a
satellite

Because of the substantial differences between chemical and electric thrusters, the
mission scenarios in which two typologies of space propulsion concepts can be applied are
significantly different

� Electric propulsion is particularly suited for interplanetary orbit transfers or station
keeping corrections, where the required high total impulses can be provided with
low-thrust and long-time manoeuvres

� Chemical propulsion instead is the only option now available for launchers which
require very high thrusts (up to tens of mega-Newton) in order to overcome the
Earth’s gravity force

A fairly complete list of space missions employing electric thruster can be found in [6]; it
can be easily noted that the most widely employed electric propulsion concepts are Ion
and Hall-effect thrusters [7].
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1.2 Helicon Plasma Thruster

One of the most promising concepts of plasma propulsion system under development is the
Helicon Plasma Thruster (HPT) [8] (see Fig. 1.1). Referring to Fig. 1.2, two main stages
can be distinguished in a HPT: the production stage in correspondence of the plasma
source, and the acceleration stage (or the “plume” stage) downstream the exhaust section
of the thruster. Plasma is produced by introducing a mass flow of gaseous propellant into

 
Magnets 

RF Antenna 

Nozzle 

Gas Inlet 

Dielectric 

Tube 

Figure 1.1: REGULUS, a Helicon Plasma Thruster produced by T4i [9] and its schematics.

a Helicon reactor [10]. This consists of a dielectric tube surrounded by a Radio Frequency
(RF) antenna working in the MHz range [11, 12]. Permanent magnets or coils are wrapped
around the tube in order to provide a quasi-axial magnetic field that allows the propagation
of Helicon waves and enhances the confinement of the plasma inside the source [13, 14].
The magnetic field largely influences also the acceleration stage providing the “magnetic
nozzle” effect downstream the exhaust section of the thruster [15]. In a HPT, the stream
of exhausted particles is a quasi-neutral and current-free plasma [16], therefore the sys-
tem does not need grids, electrodes and neutralizers like in traditional electric propulsion
devices [17]. For this reason, HPTs are considered a cost-effective alternative particularly
suitable for applications such as SmallSats and CubeSats [11, 12]. Moreover, thanks to
their simple design, HPTs can be operated with various propellants [18, 19, 12]. In syn-
thesis, the HPT concept is simple from an engineering and a manufacturing point of view,
versatile and with a virtually endless operational lifetime [8]. To summarize, the HPT
encompasses:

� a dielectric tube inside which plasma is produced ionizing the propellant

� a Radio Frequency (RF) antenna that works in the MHz range, and produces the
EM fields for plasma generation and heating

� permanent magnets or coils that generate a magneto-static field with divergent field
lines that act as magnetic nozzle

The first research on HPTs was carried out by Boswell and the space plasma propul-
sion group at the Australian National University in the early 2000s [20]. Afterwards, the
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Figure 1.2: Schematic of a Helicon plasma source.

HPT technology has been developed at the University of Padova during several projects
such as the European HPH.COM [21] and the Italian SAPERE/STRONG [22]. The out-
comes of these two projects allowed the realization of REGULUS [11, 12], a propulsion
unit developed by T4i [23] for CubeSats larger than 6U and SmallSats. The VASIMR
rocket, developed by NASA, is another case of propulsive system which employs a Heli-
con source for the production stage [24]. The UC3M University of Madrid, along with
SENER Aeroespacial, is designing and testing a 1 kW thruster as part of the HIPATIA
project [25], while the universities of Stuttgart and Manchester have been working on
an atmosphere-breathing HPT to be used in Very Low Earth Orbits (VLEO) [18]. The
research under way at Tohoku University in Japan is also shedding light on the physical
mechanisms and plasma behaviour that govern the performance of HPTs, allowing for
their optimisation [26]. The Massachusetts Institute of Technology [27], the Michigan In-
stitute of Technology [28], and the Washington University [29] have also worked on and
contributed to the HPT technology. In Tab. 1.2, the main HPT research projects and
performance from literature are reported.

The key aspect of the HPT is the Helicon plasma source (i.e. the production stage).
Compared to Inductively Coupled Plasma (ICP) and Capacitively Coupled Plasma (CCP)
[30], Helicon sources are characterized by a very efficient plasma production: high plasma
densities (≥ 1019 m−3) can be reached with simple antenna geometry (e.g. single loop,
helix, and Nagoya Type-III [31]) and moderate RF power [10]. The first experiments on
Helicon sources date back to ’60s when Lehane and Thonemann [32] measured EM waves
propagating in a cylindrical source at about 15 MHz: a very low frequency range for the
waves known to propagate in plasma at that time. Since the 80’s, Helicon discharges
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have become a very intense field of research, both from a theoretical and a technological
standpoint, in particular thanks to the contributions of Chen and Boswell [10, 33, 34].
The applications in which Helicon sources have been principally employed are: enhanced
plasma processing [35], material surface modification [36], semiconductor manufacturing
processes [37], and space propulsion.

Institution Pw [W] T [mN] Propellant L× Φ [mm]

Ad Astra ≈ 2× 105 ≈ 103 H/Ar/Kr 1000× 100

ANU ≤ 900 1− 3 Ar 300× 10

UNIPD ≤ 50 Ar 200× 40

T4i 50− 150 ≤ 1 I2/Xe 100× 20

UC3M ≤ 103 Ar/Xe 200× 30

Todai ≤ 3× 103 ≤ 6 Ar 1000× 100

Tohokudai 800− 6000 10− 60 Ar 200× 100

MIT ≈ 103 ≈ 10 Ar/N2 200× 40

UMich ≤ 200 Xe

UW ≤ 5× 104 Ar 200× 20

USTUTT ≤ 250 Ar/O2/N2

Table 1.2: Summary of the performances of the most relevant HPTs found in literature:
institution which developed the HPT under consideration, input power Pw, produced
thrust T (reported only if measured directly), propellant gas adopted, rough estimation
of the discharge chamber envelope (length L × diameter Φ).
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1.2.1 Phenomena governing the HPT dynamics

In order to optimize the propulsive figures of merit (e.g. specific impulse, thrust/mass ra-
tio, and efficiency) of a HPT, a deep physical insight has to be gained into both the plasma
generation and plasma acceleration mechanisms. The dense plasma (≥ 1019 m−3) produc-
tion is governed by the propagation of whistler waves in the discharge region (identified
as Production Stage in Fig. 1.2). In general, in a uniform Helicon source, the disper-
sion relation can present two branches which describe the propagation of a faster and a
lower wave; the former has been classically referred as Helicon wave and the latter as
Trivelpiece-Gould (TG) [38]. Specifically, the power deposition phenomena comes from
the dumping of such waves by means of collisional processes and Landau damping [39,
Chap. 7.4]. In particular, due to the motion of charged particles and the diffusion pro-
cesses that contribute to the achievement of a stable discharge, the density production in
Helicon sources is non-uniform [40]. The resulting density gradient greatly modifies the
wave structure so that non uniform plasma profiles can induce cut-offs at certain radial
positions of the cylindrical Helicon source [41]. Moreover, if also the non-uniformity of the
actual magneto-static field is accounted, cut-offs, resonances, radial reflections and mode
conversions of the excited waves might arise. In turn, the latter can result in power depo-
sition profiles peaked in the central core region of the discharge rather than at the edge
as expected in ICPs [30]. Therefore, the key physical phenomena that govern the Helicon
source are the EM wave propagation, the plasma transport, and their mutual coupling.

The acceleration and detachment phenomena take place mainly downstream the Heli-
con source (identified as Acceleration Stage in Fig. 1.2). The Acceleration Stage is char-
acterized by the formation of a plume where the plasma is more rarefied than in the
Production Stage (density in the range 1016 – 1018 m−3) [42]. The plume can be divided
into two separate regions, respectively near region and far region, depending on the phe-
nomena which govern the plasma dynamics [43]. In the near region, particle collisions and
the geometry of the applied magneto-static field drive the plasma behaviour. Instead in
the far region, the expansion of the plasma is mainly governed by the thermal pressure,
and the ambipolar diffusion.

1.2.2 Prediction of HPT performances

Provided the complexity and the variety of the phenomena involved in the dynamics
of a HPT, several theoretical and numerical strategies have been adopted to predict the
performances of such a thruster. Three analytical models have been developed respectively
by Lafleur [44], Ahedo [45], and Fruchtmann [46]. These tools are particularly useful in
the preliminary design of the thruster, when a quick estimation of the performances (e.g.,
thrust and specific impulse), and of the plasma properties inside the source (e.g., plasma
density and electron temperature) is required. Nonetheless, for the optimization of the
thruster more advanced numerical instruments must be adopted.

Several numerical approaches have been pursued in literature for modelling both the
Production Stage and the Acceleration Stage; the most relevant are: fluid, kinetic, Particle-
In-Cell with Monte-Carlo Collisions (PIC-MCC), and hybrid. The fluid approach assumes
the particle distribution function to describe the plasma in terms of continuity, momentum
and energy equations [47]. This method is the less demanding in terms of computational
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resources and thus is widely used [48]. The fluid approach shows though to be limited
whenever the particles distribution function departs significantly from the equilibrium (i.e.,
the Maxwellian), e.g., when diluted and weakly collisional plasma is considered [49]. The
kinetic approach is based on the Boltzmann equation together with the solution of the
Maxwell equations [47] and determines uniquely the self-consistent particles distribution
function which is then linked to the macroscopic fluid properties of interest (e.g., den-
sity, temperature, mean velocity) by its averaging [47]. This method is usually exploited
under simplified hypotheses (e.g., mono-dimensional domain) to limit the computational
burden [48, 50]. The PIC-MCC approach integrates in accurate manner the particles tra-
jectories under the effect of Electro-Magnetic (EM) fields [51], which makes the method
particularly suitable for the investigation of non-equilibrium situations. Even though very
accurate, this method is computationally intensive, especially for a high density plasma
(e.g., ¿ 1019 m−3) [49]. Lastly, to preserve the accuracy of kinetic and PIC-MCC meth-
ods, while reducing the computational burden, the approaches mentioned above have been
combined in hybrid solvers [52, 49, 53]. In this regard, it is worth mentioning the Hyphen
code developed at the University of Madrid in which the hybrid solution of the plasma
motion is coupled to an EM module in order to obtain a self-consistent description of
HPTs[54] and/or Electron Cyclotron Resonance (ECR) thrusters [53]. With Hyphen, the
plasma dynamics is solved both in the source and in part of the plume.

For what concerns the simulation of the Production Stage, despite the huge amount
of codes that solves for the EM wave propagation [41, 55, 56, 57, 58, 59], there are few
examples of numerical models that solve self-consistently the Helicon discharge by ac-
counting for both the power deposition, and the transport phenomena. In this regard, a
one-dimensional (1D) radial fluid model [60] has been adopted to study cylindrical Helicon
sources; the main limitation of this formulation relies on the assumption of semi-empirical
relations to estimate the plasma profiles along the axis of the discharge. A much more
accurate two-dimensional (2D) axisymmetric model of a Helicon material processing reac-
tor has been solved by means of both fluid, and hybrid approaches [61, 62]. In the latter
the electron distribution function has been calculated with a PIC-MCC strategy, and then
exploited for the evaluation of the transport coefficients in the fluid equations. The power
deposited by the TG wave has been neglected both in the fluid and hybrid model. Simi-
larly, a 2D-axisymmetric fluid model has been exploited to simulate a Helicon reactor for
plasma etching[63]. A cylindrical Helicon source has been studied with an hybrid code
where the PIC-MCC approach for ion simulation has been coupled to a fluid formulation of
electrons motion [64]. Though only ions have been solved by PIC-MCC, and the geometry
is 2D-axisimmetric, the computational cost of this approach can be considerably high for
plasma density values higher than ≥ 1019 m−3. Finally, if the analysis of the Acceleration
Stage is considered both fluid [15], kinetic [65], PIC-MCC [66], and hybrid [67] approaches
have been followed. Nonetheless, particular care must be adopted if fluid or hybrid codes
are employed because, in the plume, the particles distribution function can significantly
depart from Maxwellian [66], in particular if double layer arises [68, 69]. Nevertheless, it
is worth recalling that if two different simulation strategies are adopted to simulate the
Production Stage and the Acceleration Stage, the boundary conditions at the source outlet
and at the plume inlet must be chosen carefully in order to avoid mismatching between
the two solvers [45].
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Recently, a promising numerical tool has been developed at the University of Padova,
namely 3D-VIRTUS [70], to simulate the production stage of a HPT. Specifically, this tool
is composed of two mutually coupled modules: the first one solves the EM wave propa-
gation and thus the power coupled into the plasma by the antenna [71]; the second is a
fluid module that handles the plasma transport [70]. The latter relies on the finite-volume
method and has been implemented via the OpenFOAM library [72]. It comprises, for
each plasma species (i.e., electrons, ions, neutrals and excited), a set of governing equa-
tions based on the Drift-Diffusion (DD) approximation [70]. Considering that the wave
propagation has faster dynamics compared to the plasma transport (at least three orders
of magnitude [70]) the two phenomena are solved individually in an iterative loop till con-
vergence. 3D-VIRTUS can be used to estimate the propulsive performance (e.g., thrust
and specific impulse) of a HPT if coupled with a tool that solves the acceleration stage.
To this end, a simplified analytical model [44] has been adopted providing a satisfactory
estimation of the propulsive performance of an actual HPT, being the maximum disagree-
ment between predictions and measures of the thrust lower than 30% [13]. Even though
this strategy has proven to give promising results, the disagreement must be reduced in
order to provide reliable predictions of the propulsive performance. Nonetheless, improve-
ments are needed in terms of the transport models implemented for the solution of both
the production stage and the acceleration stage.

1.2.3 Alternative propellants

Xenon has long been the almost-exclusive propellant choice for electric propulsion (EP) [7]
since it has a low ionisation energy (12.1 eV), a high ionisation cross-section, a heavy mass
(131.3 AMU), and is chemically inert. However, Xe is a trace gas in the atmosphere, and
its production as a by-product from the separation of air is an expensive process. As
the EP market continues to grow, the current supply of Xe will not be able to satisfy
the forecasted demand [73]. Potential alternative propellants are a topic of current inter-
est [74, 75]. Other noble gases, e.g., krypton [19], have been proposed. These are more
abundant than Xe in the atmosphere, and can be up to 10-times cheaper, but are still
rare gases that are produced in the same way. Water is a promising candidate [76], which
is highly abundant. For solar system missions, it would also make feasible the concept
of in-situ resource utilisation. Niche EP concepts, that make inherent use of alternative
propellants, are also appearing. This includes atmosphere-breathing electric propulsion
systems (ABEP), which have potential use in very-low Earth orbits for drag compensa-
tion without propellant storage as they can ingest residual atmospheric particles [77, 78].
These non-noble substances, although appealing, are reactive, and their use in conven-
tional Hall Effect Thrusters (HET) is limited owing to cathode degradation [79]. In this
respect, cathode-less thrusters under development, such as the Electron Cyclotron Reso-
nance Thruster (ECRT) [80] and HPT [8, 11], are superior and have been tested with a
variety of propellants [81]. Of particular interest is iodine [82, 83], which can be stored
in its solid state and, being three-times denser than Xe, provides a higher total impulse
for a given storage volume. Both atomic and diatomic iodine also have a lower ionisa-
tion energy than Xe (10.5 and 9.3 eV). It can be stored at ambient conditions, so no
cryogenic system is required. Its procurement cost is very low (90% lower than Xe), and
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it presents no transportation challenges due to the absence of pressurised tanks. Solid
iodine has already been successfully tested in orbit in systems such as the NPT30 ion
thruster of ThrustMe [84] and T4i’s REGULUS-50 HPT [12]. However, the use of iodine
creates unique design and operational challenges. Iodine has a high electronegativity that
can lead to corrosion with many common materials. Modelling the complex chemistry
of alternative propellants in cathode-less thrusters is in its early stages. Models must be
capable of handling mixtures of several substances in addition to molecular collisions such
as dissociation, vibrational and rotational excitations. For this reason 0D models such as
Global Models may come in handy for handling several chemical reactions when studying
a HPT working with different propellants.

1.3 Outline of the work

The objectives of this work are grouped in two main parts:

� Plasma chemistry: the development of a Global Model (GM) and its exploita-
tion for an accurate analysis of the plasma chemistry of a HPT fed with several
propellant. Traditional propellants like argon, neon, krypton and xenon are firstly
assessed. Moreover, novel propellants like iodine and air are studied. The GM pre-
dicts the volume average properties of the plasma within the production stage. The
acceleration stage is tackled either through an analytical model [85] or by means of
a Particle-In-Cell (PIC) code, namely Starfish[86, 87].

� Plasma transport: the development of a 3D numerical model for the plasma
transport through a HPT. The fluid approach is considered for a more accurate
analysis of HPTs, particularly for both the production and acceleration stage. To
this end, the balance of mass, momentum and energy [88] for each plasma species
are implemented in a C++ numerical code.

The rest of the work is organized as follows:

Chapter 2 First a Global Model is presented. The diffusion models employed are dis-
cussed as long as a simple propulsive model used.

Chapter 3 Noble gases such as argon, neon, krypton and xenon are considered in the GM.
A novel lumping procedure for accounting several excited states and their transitions
is presented and benchmarked against experimental data. A sensitivity analysis on
the variance of the database of cross-sections present in literature is shown and the
effects on the predictions of plasma parameters such density and temperature, is
discussed.

Chapter 4 Iodine is studied as a possible alternative propellant for HPT. The GM pre-
sented in Chapter 2 is exploited with an iodine chemistry and diffusion model for
studying the discharge chamber of a real HPT. The acceleration stage is handled by
a Particle-In-Cell code. Numerical results are compared to experimental data.
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Chapter 5 Air chemistry is implemented in the GM. The latter is compared against nu-
merical simulations taken from literature due to lack of experimental data, i.e., a
”verification” is done rather than a validation. Moreover, for the sake of validation
of the model, the setup of an experimental campaign currently ongoing at the Uni-
versity of Stuttgart with the aim of measuring the performance of an air-breathing
HPT, is shown.

Chapter 6 A 3D numerical tool for the solution of the plasma transport focused on
the fluid approach and implemented in C++ through the OpenFOAM libraries, is
presented.

Chapter 7 The numerical tool is exploited for providing detailed analysis of an HPT in
terms of physical models.

Chapter 8 The numerical tool is benchmarked against data measured on an experimental
Helicon reactor taken from literature.

Conclusions The main findings of the research activity are discussed, future work is
illustrated and the novelty made by this work is highlighted.
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Part I

Global Modelling (GM) of a HPT
with alternative propellants

Global models gained a great deal of interest in the past decades as a simulation tool for
plasma discharges, mainly due to the reduced-complexity physics and heuristic approach
which characterize them. In fact, they represent an ideal tool for implementing complex
chemistry sets and plasma processes: global models can embed hundreds or thousands of
reactions, which comes in handy when one wants to predict the performance of a HPT
dealing with different propellants.
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Chapter 2

Global Models

Global Models (GM) are 0D volume averaged models, where densities and temperatures
are spatially averaged and only their time evolution is tracked. The variation in space
of each physical quantity is taken into account through semi-empirical diffusion models.
The model solutions allow for tracking of the propulsive parameters and the discharge
species densities and temperatures. Furthermore, the developed numerical models can be
generalized to applications other than electric propulsion, such as lightning technology,
industrial reactors, plasma surface processing, biomedical and waste treatment.
In this work, a GM has been developed in order to predict the performance of HPTs
working with multiple propellants. The main assumptions considered are:

(i) the plasma source presents a cylindrical geometry;

(ii) the magnetostatic field is axisymmetric;

(iii) the presence of magnetic cusps in the source is taken into account through a semi-
empirical correction [89];

(iv) in the acceleration stage the paraxial approximation holds [90];

(v) in the acceleration stage plasma is frozen to the field lines up to the detachment;

In Fig.2.1, the phenomena associated to the GM control volume are schematically reported.
The dynamics of the helicon plasma source are solved according to the conservation of mass
(Eq. 2.1) for each species involved in the plasma, and electron energy (Eq. 2.2) equations

dnI

dt
= RI

chem −RI
wall −RI

ex +RI
in (2.1)

d

dt

(
3

2
neTe

)
= PRF − Pchem − Pwall − Pex (2.2)

where nI is the number density of the species I. Te is the electron temperature in eV . For
the species I, RI

chem is the source/sink term associated to plasma reactions, RI
wall to wall

losses, RI
ex to particles outflow, and RI

in to particles inflow. PRF is the power coupled to
the plasma, along with Pchem is the source/sink term associated to plasma reactions, Pwall

15
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Figure 2.1: Schematics of the GM control volume.

to wall losses, and Pex to particles outflow. The plasma reactions considered are discussed
in more details in the next chapters according to the propellant considered. Nevertheless,
the main reactions consist in elastic scattering, ionization and excitation, thus the RI

chem

and Pchem terms read [91]

RI
chem =

∑
J

KJInJne −
∑
J

KIJnIne (2.3)

Pchem =
∑
I

∑
J

KIJnIne∆UIJ +
∑
I

KIInIne
3me

mI
Te (2.4)

where KIJ is the rate constant for the inelastic transitions from species I to species J ,
KII is the rate constant for elastic collisions between species I and electrons, ∆UIJ is the
energy difference (in eV) between species I and species J , and me and mI are the electron
mass and the species I mass respectively [92]. Assuming the Bohm sheath criterion at the
source walls, and a sonic thruster outlet [93], similar expressions hold for RI

wall and RI
ex

RI
wall =

SI
wall

V
ΓI
wall (2.5)

RI
ex =

SI
ex

V
ΓI
ex (2.6)

where V is the volume of the source, ΓI is the particle flux, and SI is the equivalent (or
effective) source surface for particle loss. For ions and electrons Γe = Γi = neuB where
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uB is the Bohm speed [93]. For what concerns the equivalent surface, SI
wall is accounted

according to the model described in Sec. 2.1, whereas Sg
ex is equal to the physical thruster

outlet area and, assuming the neutrals are in the free-molecular regime, Γg = 1/4nguth,
where uth is the neutrals thermal speed [94]. From the Bohm sheath criterion, the energy
terms read [93]

Pwall = Re
wall

(
2 + log

√
mi

2πme

)
Te (2.7)

Pex = Re
ex

(
2 + log

√
mi

2πme

)
Te (2.8)

2.1 Diffusion model

In order to define the particles and energy fluxes at the walls a diffusion model must be
included in the GM. It is well known that in proximity of the walls a sheath of charged
particles is formed [95] which greatly influences the spatial density variation. The latter can
be accounted for by means of an heuristic formulation of the edge-to-wall ratio proposed
by Godyak [96] and later extended by Lee and Lieberman [95]. Furthermore, these models
can be further extended to account for non-uniform magnetic fields (e.g., magnetic cusps)
and electronegative plasmas.

2.1.1 Edge-to-wall density ratio

For low pressure conditions, and according to Godyak [96], the edge-to-wall ratio reads:

hL =
n(L/2)

n(0)
≈ 0.86

(
3 +

L

2λ

)−1/2

(2.9a)

hR =
n(R)

n(0)
≈ 0.8

(
4 +

R

λ

)−1/2

(2.9b)

where hL and hR represent the density ratios between the wall and the bulk respectively
for a discharge composed of two infinite plates at the intermediate distance L, and an
infinite cylinder with radius R. It is worth reporting that Eqts. 2.9 lose validity when
dealing with high pressure regime. Lee and Lieberman [95] proposed another heuristic
solution that accounts for both low and high pressure regimes, which reads:

hL =
n(L/2)

n(0)
≈ 0.86

(
3 +

L

2λ
+

(
0.86luB
πDa

)2
)−1/2

(2.10a)

hR =
n(R)

n(0)
≈ 0.8

(
4 +

R

λ
+

(
0.8RuB

χ01J1(χ01)Da

)2
)−1/2

(2.10b)

In 2.10, Da is the ambipolar diffusivity [88], uB is the Bohm velocity, J1 and χ01, respec-
tively the Bessel function of the first order and the first zero of the zeroth-order Bessel
function. In presence of an axial magnetic field B, the cross-field ambipolar diffusivity
D⊥a [88] must be taken into account.
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The overall equivalent loss surface is then expressed through the effective area Aeff defined
as:

Aeff = 2πR2hL + 2πRLhR (2.11)

Electronegativity

According to Liebermann [97], in electronegative plasma, positive and negative ions show
a tendency to stratify into an electronegative core and an outer electropositive layer. More
specifically, negative ions are confined by the potential drop in proximity of the sheath (e.g,
at the walls or at the thruster’s outlet). The latter in fact is mainly populated by electrons
and positive ions, and may be affected by the negative ion population in the bulk of the
discharge. Therefore, hL and hR must be corrected to account for the presence of negative
ions, by introducing the electronegativity parameter α = n−/ne, and the temperature
ratios γ+ and γ− as described by Chabert [98]. The corrected expressions for hL and hR
reads, for a low pressure plasma discharge in absence of magnetic field:

hL = 0.86

(
3 +

L

2λ
+ (1 + α)1/2

γ+
5

(
L

λ

)2
)−1/2(

γ− − 1

γ−(1 + α)2
+

1

γ−

)1/2

(2.12a)

hR = 0.8

(
4 +

R

λ
+ (1 + α)1/2γ+

(
R

λ

)2
)−1/2(

γ− − 1

γ−(1 + α)2
+

1

γ−

)1/2

(2.12b)

where

γ+ = T+/Te (2.13a)

γ− = Te/T− (2.13b)

It is worth noting that this formulations does not account for the presence of a magnetic
field. In this regard, Mròzek [99] proposed a modified which reads,

hR = 0.8fb

(
4 +

R

λ
+ (1 + α)1/2γ+

(
R

λ

)2
)−1/2(

γ− − 1

γ−(1 + α)2
+

1

γ−

)1/2

(2.14)

where fb = (1 + (ωτ)2)−1, ω is the cyclotron frequency and τ the mean free time.

Magnetic cusps

Although in the GM the assumption of uniform magnetic field is employed, the latter can
be corrected through an empirical model [7] in order to account for the effects of cusps in
the magnetic topology which happens, e.g., in presence of permanent magnets. In fact,
in proximity of the cusps, the magnetic field lines become significantly radial. To account
for this effect, in the hR the ambipolar diffusion coefficient Da must be employed rather
than the perpendicular diffusivity. Then, according to Goebel and Katz [7], the total cusp
area Acusp can be introduced as,

Acusp = 4Ncusps
√
rcirce2πR (2.15)



19

where rci, rce are respectively the ion and electron cyclotron radii, andNcusps the number of
cusps which depends on the magnets configuration. Finally, the effective area [7] becomes
then,

Aeff = 2πR2hLβ + hR⊥(2πRL−Acusp) + hR∥Acusp (2.16)

2.1.2 Diffusion parameters

In order to evaluate the diffusion parameters, an estimation of the collision frequency ν is
required, which reads,

ν =
vth
λ

(2.17)

where vth is the thermal velocity, and λ is the mean free path defined as,

λ =
1

ngσ
(2.18)

where ng is the gas density and σ is the collision cross section. The Langevin cross section
[97] can be employed for the ions [100], which reads,

σL = qe

(
π

2ε0

)1/2(αp

εr

)1/2

(2.19)

where αp is the species polarizability and εr is the relative kinetic energy of the colliding
particles. Finally, this approach is employed in the GM targeted at the noble gases studied
in Chapter 3.

Another approach to compute the diffusion parameters relies on the method of Lennard-
Jones potentials which provides an empirical description of the particles’ interatomic and
intermolecular interactions. In the case of self-diffusion the diffusivity coefficient is defined
as [101],

D =
3

8

√
kBT

Mπ

1

σ2
LJΩ

1,1n
(2.20)

where M , T and n are respectively mass, temperature and density of the self-diffusive
species, σLJ the zeroth energy collision diameter, and Ω1,1 the collision integral [101]. The
latter can be evaluated through the following empirical equation,

Ωl,s =

(
A

T ∗B

)
+

[
C

exp(DT ∗)

]
+

[
E

exp(FT ∗)

]
+

[
G

exp(HT ∗)

]
+RT ∗Bsin(ST ∗W−P ) (2.21)

where A,B,C,D,E, F,G,H,R, S,W,P are empirical coefficients depending on the gas
and taken from literature [102], T ∗ is the reduced temperature defined as T ∗ = T0

ϵ/kB
where T0 is the heavy species temperature and ϵ/kB is the second Lennard-Jones param-
eter [102][103][104].
The self-diffusion model is no more suited when the interactions between two different
species in the diffusion process cannot be neglected, thus binary diffusion coefficients must
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be determined for each species. In particular, the binary diffusion coefficient between a
species i and species j can be defined as:

Dij =
3

8

√
kBT

π

Mi +Mj

2MiMj

1

σLJiσLJjΩ
1,1
D n

(2.22)

and defining:

Mij =
2MiMj

Mi +Mj
(2.23a)

σLJij =
√
σLJiσLJj (2.23b)

ϵ

kB

∣∣∣∣
ij

=

√
ϵ

kB

∣∣∣∣
i

ϵ

kB

∣∣∣∣
j

(2.23c)

it is possible to write equation 2.24 similarly to 2.20:

Dij =
3

8

√
kBT

πMij

1

σ2
LJij

Ω1,1
D

1

n
(2.24)

where ΩD is calculated using 2.21.
When dealing with molecular plasma (e.g., iodine and air), the previous models may
fail in describing the diffusion of the species mixtures. To this end, a mixture-averaged
approximation must be assumed in the computation of the diffusion coefficient for the
generic species i:

Di =
1− Yi∑
j ̸=i

Xi
Dij

(2.25)

where X and Y are respectively defined by:

Xi =
ni∑
nj

(2.26a)

Yi =
Mini∑
Mjnj

(2.26b)

In conclusion, this approach is employed in the GM targeted at iodine and air presented
in Chapter 4-5.

2.2 Propulsion model

Propulsive performance such as thrust and specific impulse are computed according to the
plume model presented in [90], which consists of a quasi-one dimensional description of
a HPT. For what concerns the discharge chamber, the principal outputs are the average
plasma density n inside the source and the upstream plasma thrust at the source’s outlet
F0 which is the plasma thrust contribution in absence of a magnetic nozzle. Regarding the
latter, the electrons inertia is assumed to be negligible, the cold ions hypothesis [90, 88]
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is enforced, and both ions and electrons are assumed to exit the source with the Bhom
velocity uB [39, Chap. 8]; therefore F0 reads,

F0 =
(
MΓuB + ⟨pe⟩

)
A0 (2.27)

where M is the ion mass, Γ is the ions flux at the source outlet (expressed in m−2s−1),
⟨pe⟩ is the radially averaged electron pressure, and A0 is the outlet section of the thruster.
Eq. 2.27 can be rewritten as

F0 = 2βqnTeA0 (2.28)

where β is a dimensionless parameter that accounts for non-uniformity within the plasma,
q is the elementary charge, and Te the electron temperature (expressed in eV). In the
region downstream the source outlet an additional thrust due to the magnetic nozzle Fmag

is produced; therefore the total thrust provided by the plasma acceleration Fp is equal to

Fp = F0 + Fmag (2.29)

In particular Fmag is given as [46]

Fmag =

∫
V
JθBrdV (2.30)

where Br is the radial component of the magneto-static field, Jθ is the azimuthal plasma
current, and V is the volume in which the magnetic nozzle effect is non-negligible. In
particular, assuming the paraxial approximation Bz(r, z) ≈ Bz(0, z), Eq. 2.30 can be
rewritten as [46]

Fmag =

∫ A

A0

⟨pe⟩dA (2.31)

where A is the area of the magnetic flux tube which determines the boundary of the
magnetic nozzle region. Notably, the role played by the magnetic nozzle is analogous
to that of a physical nozzle with the exception that in the latter the force imparted is
generated by the pressure at the walls, whereas in the former the average value of the
pressure in the whole expansion volume is responsible to the force generation. From mass
and momentum conservation [44], Eq. 2.31 can be rewritten as

Fmag = F0
(M− 1)2

2M
(2.32)

where M = v/uB is the magnetic Mach number, and v is the velocity of the plasma.
Thus, the thrust produced by the plasma acceleration can be expressed as

Fp = F0 + F0

(
M− 1

)2
2M

(2.33)

Provided that the plasma detaches from the magnetic field lines at some point downstream
the source outlet, the value of M to be adopted in Eq. 2.33 is Mdet, namely the magnetic
Mach number at the detachment point. A criterion to determine the position where the
detachment happens consists in assuming that the latter occurs when the ion gyroradius is
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equal to the radius of the plasma flow area defined by the diverging magnetic field, hence
Mdet can be found solving

1

2

(
M2

det − 1
)
− lnMdet = ln

(
qB2

0A0

πMTi

)
(2.34)

where B0 is the magnetic field at the source outlet, and Ti is the ion temperature (expressed
in eV). The overall thrust generated with the plasma acceleration is then,

Fp = F0
M2

det + 1

2Mdet
(2.35)

Finally, the total thrust T produced by a HPT is the sum of Fp, and of the thrust generated
by the neutral gas expansion Fgas which reads,

Fgas = ṁ0vg

(
1 +

kBTg

Mv2g

)
(2.36)

where ṁ0 is the input mass flow rate, kB is the Boltzmann constant, Tg is the neutral
gas temperature (expressed in K), vg =

√
γkBTg/M is the speed of sound, and γ is the

specific heat constant. Therefore, the thrust T provided by the HPT reads,

T = Fp + Fgas (2.37)

and the specific impulse Isp can be computed as

Isp =
T

g0ṁ0
(2.38)

where g0 is the sea level gravity constant.



Chapter 3

Argon, Neon, Krypton and Xenon

Argon, neon, krypton and xenon are among the most used gases in plasma propulsion and
laboratory discharges. The increasingly maturity of plasma technologies fed with these
gases has brought to the need for more accurate and reliable numerical simulations of
the discharges. In this regard, the modelling of the excited states and their fine-structure
plays an important role. This chapter presents a methodology to compute the plasma
properties (e.g, density and temperature) by means of a GM. A suitable chemistry model
accounting for the dynamics of the excited states in low-pressure (< 50 mTorr) plasma
discharges filled with argon, neon, krypton and xenon gases is proposed. Moreover, two
main aspects are covered: (i) a novel lumping methodology is proposed to reduce the
number of reactions and species considered in order to keep at bay the computational cost
without a major loss of accuracy; (ii) the influence that different datasets of cross-sections
have on the results has been assessed.

3.1 Introduction

Being particularly simple to store and handle, noble gases like argon, neon, krypton and
xenon are frequently used for plasma production. In particular, argon is one of the most
used gases in industrial and laboratory discharges [105], neon is common in lightning
technology [106], along with krypton and xenon are widely used in space propulsion thanks
to their good propulsive performance [17, 107, 108].

The increasingly maturity of plasma technologies has brought to the need for more
accurate and reliable numerical simulations of the discharges. In this regard, the mod-
elling of the excited states and their fine-structure plays a non-negligible role [109, 105]. In
literature, several approaches have been pursued to simulate plasma discharges accounting
for the dynamics of the excited states. Collisional-Radiative Models (CRM) are numerical
tools that describe very carefully the transitions between different excited states. Several
CRMs for argon plasma have been developed, for instance Boegarts [110] considered 65
energy levels for studying a 1 kV glow discharge. Vlcek, developed a CRM [111] based
on the atomic corrected model of Katsonis [112] and applied it to atmospheric arcs [113],
low pressure (<50 mTorr) glow discharges and hollow cathodes [114]. In the latter case
he considered transitions only between 1s and 2p states (in Paschen notation). A similar

23
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approach is found in the work of Zhu [115] for the low pressure cases for which transitions
between 1s and 2p were considered. Regarding neon, Navratil [106] developed a CRM for
studying low pressure positive columns; the interactions between 1s, 2p and higher states
have been considered. A similar approach has been adopted by Baghel [116]. Regarding
krypton, Gangwar developed a CRM [117] for discharges where the pressure ranges be-
tween 1-50 mTorr and considered the dynamics of 1s, 2p and few higher states. Prince
performed a similar study for krypton-fed Hall Effect Thrusters [108], whereas Priti [118]
and Zhu [119] did it for xenon. A broader review on CRMs can be found in Van Sijde [120].
The main drawback of CRMs is that they provide a 0-Dimensional (0D) description of
the system. The profiles of the plasma parameters (e.g., density and temperature) are
assumed constant or prescribed by heuristic expressions [105], not derived by the solution
of conservation equations. A different approach to simulate the plasma dynamics relies
on multidimensional fluid or hybrid solvers [48, 121]. In 1D, 2D and 3D models plasma
profiles are solved (and not assumed) even though the dynamics of the excited species is
treated with a much lower accuracy with respect to CRMs to avoid an excessive computa-
tional burden. In several fluid and hybrid codes the dynamics of the excited species have
been neglected [122, 123, 124], in other cases only neutral and charged particles have been
tracked [125]. In this regard, many authors assumed that the excited states decay immedi-
ately and thus they modeled them just as a loss term in the electron energy equation. Some
solvers adopted this strategy for simulating argon [126, 127] and xenon [122, 123, 128, 129]
discharges. Other authors consider the excited states by lumping them into one or few
effective species. This approach has been used both for argon [130, 131, 132] and kryp-
ton [133] discharges. Meunier [134] used a similar strategy for neon, but no details on the
lumping methodology has been provided. Nevertheless, a more complete review can be
found in Kim [121] or in Van Dijk [48].

The modelling of the excited states is further complicated by the variance between the
cross-sections proposed by different authors. In this regard, Pitchford [135] performed a
comparative analysis of electron-neutral scattering cross-sections for argon. Swarm param-
eters like excitation and ionization coefficients from the cross-sections have been computed
and compared against measured values. An analogue analysis was done for krypton and
xenon by Bordage [136] and for neon by Alves [137]. Nonetheless, a thorough search of
the relevant literature regarding comparative studies to assess how such variance affects
the prediction of plasma parameters, like electron density, yielded to the conclusion that
such analysis has never been published in literature.

In this chapter, the influence that the excited states have on the numerical predictions
of plasma properties as density and temperature (i.e., not for spectroscopic purposes), is
analyzed. In this regard, the analysis covers two main aspects: (i) definition of a lump-
ing methodology to reduce the energy levels considered, (ii) evaluation of the effect that
different datasets of cross-sections have on the numerical results. The lumping strategy
aims at the accurate simulation of the excited species with a reduced computational cost
and with easier algorithms since only a limited number of species is solved. These fea-
tures are paramount when the simulation of a plasma discharge shall be iterated numerous
times (e.g., for the sensitivity analysis on cross-sections performed in this work) or when
dealing with multidimensional codes. The target application of this work is low-pressure
discharges (< 50 mTorr) filled with argon, neon, krypton and xenon gases. First, the lump-
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ing methodology has been implemented in a 0D model. Results have been benchmarked
against those obtained treating each energy level of the excited states as an individual
species (i.e., the approach implemented in CRMs). Second, for each gas considered, the
estimated plasma density and electron temperature have been validated against the mea-
surements performed on an Inductively Coupled Plasma (ICP) [138]. Different datasets
of cross-sections have been used in order to assess their influence on the results and, in
turn, on the agreement between experiments and simulations. Finally, the reaction rate
coefficients resulting from the combination of datasets have been analytically fitted for
each gas and explicitly presented in Appendix A.

3.2 Methodology

In argon, neon, krypton and xenon discharges the species considered are electrons, singly-
charged ions, neutrals, and excited states within the fine-structure of the 1s and 2p energy
levels (Paschen notation). In low pressure discharges these species present the highest
number-density [115]. The effect of higher excitation energy levels has been neglected,
and the idea behind this assumption is discussed more thoroughly when the comparison
between numerical and experimental data is presented. Four sets of reactions have been
considered, namely electron ionization, electron excitation/de-excitation, elastic scattering
and radiative spontaneous emission [139, 109, 140, 118]. Since a low pressure regime is
considered, Penning and heavy species reactions are not treated [115]. It is worth noting
that the same transitions have been considered for argon, neon, krypton and xenon pro-
vided they are noble gases which share the same electronic configuration of the outermost
shell [141].

3.2.1 Modelling of the excited states

Regarding the 1s excited state, both resonant (i.e., 1s4 and 1s2) and metastable (i.e.,
1s5 and 1s3) energy levels are taken into consideration. It is worth specifying that the
metastable energy levels are those that do not decay via radiative spontaneous emission.
Regarding the 2p species, all ten levels of the group are considered. In Tab. 3.1, the
excited states and the related energy potentials are summarized for argon, neon, krypton
and xenon. The species involved and their transitions are schematically described in
Fig.3.1. It is worth pointing out that the transitions among the excited states of the same
type (e.g., 2p) have been neglected while collisional reactions between metastable (1s5 and
1s3) and resonant (1s4 and 1s2) species have been considered.

For each electron reaction considered (i.e., electron excitation, electron ionization and
elastic scattering), the rate coefficients are computed as:

Kij =

√
2q

m

∫ ∞

0
εσijf0dε (3.1)

where i, j represent respectively the starting lower level and the arriving higher energy
level, q and m are the elementary charge and the electron mass; σij is the electron-impact
cross-section for the transition from the lower state i to the upper state j, ε is the electron
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Excited states

Level Paschen config. Ar Ui [eV] Ne Ui [eV] Kr Ui [eV] Xe Ui [eV] gi
1 gs 0 0 0 0 1
2 1s5 11.55 16.62 9.92 8.32 5
3 1s4 11.62 16.67 10.03 8.44 3
4 1s3 11.72 16.72 10.56 9.45 1
5 1s2 11.83 16.85 10.64 9.57 3
6 2p10 12.91 18.4 11.30 9.58 3
7 2p9 13.08 18.56 11.44 9.69 5
8 2p8 13.09 18.58 11.45 9.72 7
9 2p7 13.15 18.61 11.53 9.79 3
10 2p6 13.17 18.64 11.55 9.82 5
11 2p5 13.27 18.69 11.67 9.93 1
12 2p4 13.28 18.70 12.1 10.96 3
13 2p3 13.30 18.71 12.14 11.05 5
14 2p2 13.33 18.73 12.14 11.07 3
15 2p1 13.48 18.97 12.26 11.14 1
16 ion 15.76 21.56 14.00 12.13

Table 3.1: Argon, neon, krypton, xenon energy states in Paschen notation with related
energy levels and statistical weights [141].

energy expressed in eV, and f0 is the electron energy distribution function (EEDF). In
the following, a Maxwellian EEDF has been assumed; in case more accurate experimental
measurements of the EEDF are available [142], they can be easily inserted in Eq. (3.1).
The analytical expression of the Maxwellian EEDF reads [143],

f0(ε) = 2

√(
1

T 3
e π

)
exp

(
− ε

Te

)
(3.2)

To compute the rate coefficients for the reverse transitions (i.e., electron de-excitation), the
principle of detailed balancing (DBP) was assumed. The required cross-sections read [105]

σji(ε−∆Uij) =
gi
gj

ε

ε−∆Uij
σij(ε) (3.3)

where σji represents the inverse cross-section, ∆Uij = Uj − Ui is the energy difference
between the two states, along with gi and gj are the statistical weights which represent
the degeneracy of respectively the lower and the higher energy level. The inverse cross-
section is then introduced in Eq. (3.1) to obtain the rate coefficient.

Regarding the radiative transitions only spontaneous emission is taken into consid-
eration. The radiative spontaneous emission is associated to a resonant species at the
energy level j that decays towards a lower level i with a rate proportional to the Einstein
coefficient Aji. In particular, a correction factor Λji called escape factor, is adopted to
account for the self-absorption of the radiation by the plasma. The model proposed by
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Figure 3.1: Species and transitions considered in this work: the solid arrows represent
the excitation/de-excitation and ionization transitions by means of electron collisions,
the dashed arrows indicate the radiative transitions, and the dashed lines describe the
population exchange between metastable and resonant 1s species.

Mewe [144] has been adopted. Under the hypothesis of uniform distribution of emitting
and absorbing particles, Λji reads

Λji =
2− e−ρβji/1000

1 + ρβji
(3.4)

where ρ is the characteristic length of the geometric domain, and βji is the reabsorption
coefficient for the transition j → i. Since low temperature plasma is considered (i.e.,
Te < 20 eV), the Doppler broadening is the main significant mechanism of reabsorp-
tion [139], hence βji reads

βji =
gj
gi

λ3
ji

8π3/2
niAji

√
M

2kBT0
(3.5)

where λji is the wavelength corresponding to the optical transition j → i, ni is the number
density of the i− th excited state, M is the particle mass, kB is the Boltzmann constant,
and T0 is the gas temperature (expressed in Kelvin).

Statistical weights, energy levels, and Einstein coefficients are taken from the National
Institute of Standard and Technology (NIST) database [141]. The cross-sections for the
collisional transitions considered are discussed in Sec. 3.3.

3.2.2 Lumping of the energy levels

Following the dynamics of all the excited species (namely, accounting for the fine structure)
involves a large number of balance equations to be solved, which leads to an unmanageable
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computational requirement when fluid (or hybrid) strategies are considered for simulat-
ing a plasma discharge. Thus, in order to reduce the number of equations to solve, a
novel lumping procedure based on the assumption of Local Thermodynamic Equilibrium
(LTE) [145] has been introduced. The LTE hypothesis is not in general verified in low
pressure discharges [145, 120] but, according to McWhirter’s formula [145], species whose
energy is within a certain energy range can be considered in LTE whenever

ne > 1019T 0.5
e (∆U)3 (3.6)

where ne is the electron density, Te the electron temperature and ∆U the energy gap
between different excited levels. For a low temperature plasma (say below 20 eV) this
condition is satisfied for ne > 1016 m−3 for the fine energy levels of both the 1s and 2p
excited states.

Considering an electronic collision transition from a lumped level I to a higher level J

XI + e → XJ + e (3.7)

the population density increment in time for the lumped states J reads

dnJ

dt
= KIJnIne =

Ni∑
i

Nj∑
j

Kijnine

i = 1, ..., Ni; j = 1, ..., Nj

(3.8)

where nI and nJ are the number densities of the lumped states I and J , i and j span the
fine-structure of the lumped states that group respectively Ni and Nj electronic energy
levels, KIJ is the lumped rate coefficient, and Kij accounts for transitions at fine-structure
level. In particular KIJ reads

KIJ =

∑Ni
i

∑Nj

j Kijni∑NI
k nk

(3.9)

Since we consider that LTE holds between the fine-structure energy levels of a lumped
state, the Boltzmann relation holds true, namely

nk

ni
=

gk
gi
exp

(
− Uk − Ui

kBT0

)
(3.10)

where the indices k and i refer to generic levels of the fine-structure. Rearranging Eq. (3.9)
in terms of Eq. (3.10), KIJ reads

KIJ =

Ni∑
i

[ ∑Nj

j Kij∑Ni
k

gk
gi
exp
(
− Uk−Ui

kBT0

)] (3.11)

The lumped rate coefficient for the inverse transition KJI is obtained combining Eq. (3.9),
Eq. (3.10) and the DBP; it reads

KJI =

Nj∑
j

[∑Ni
i Kijgiexp

(
− Ui

kBT0

)
∑Nj

k gkexp
(
− Uk

kBT0

) ]
(3.12)
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Moreover, the energy potential associated to the lumped states I reads

UI =

∑Ni
i giUi∑Ni
i gi

(3.13)

and the lumped statistical weight

gI =

Ni∑
i

gi (3.14)

Regarding the radiative transitions

XJ → XI + hν (3.15)

the decay rates have been lumped, similarly to Eq. (3.9), as

AJIΛJI =

∑Ni
i

∑NJ
j njAjiΛji∑Nj

k nk

(3.16)

The excited species have been grouped into three lumped levels, namely 1sM , 1sR, 2p.
The species considered are listed in Tab. 3.2, while lumped reactions in Tab. 3.3. Finally,
it is worth noting that, technically, the lumping methodology has not been applied to the
electron impact ionization reactions since the cross-sections found in literature concern
the lumped states 1s and 2p, not their fine structure.

Lumped species Detailed states

gs ground state
1sM 1s5, 1s3 (metastable)
1sR 1s4, 1s2 (resonant)
2p 2p10, 2p9, 2p8, 2p7, 2p6, 2p5, 2p4, 2p3, 2p2, 2p1
ion 1st ionization
e electron

Table 3.2: Species considered; the excited species are grouped in lumped states.
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Reactions Reaction type

gs+ e ⇌ 1sM + e Excitation / de-excitation
gs+ e ⇌ 1sR + e Excitation / de-excitation
gs+ e ⇌ 2p+ e Excitation / de-excitation
1sM + e ⇌ 1sR + e Excitation / de-excitation
1sM + e ⇌ 2p+ e Excitation / de-excitation
1sR + e ⇌ 2p+ e Excitation / de-excitation

gs+ e → gs+ e Elastic scattering
1sM + e → 1sM + e Elastic scattering
1sR + e → 1sR + e Elastic scattering
2p+ e → 2p+ e Elastic scattering

gs+ e → ion+ e Electron impact ionization
1sM + e → ion+ e Electron impact ionization
1sR + e → ion+ e Electron impact ionization
2p+ e → ion+ e Electron impact ionization

1sR → gs+ hν Decay towards lower state
2p → 1sM + hν Decay towards lower state
2p → 1sR + hν Decay towards lower state

Table 3.3: Reactions that involve lumped excited states.

3.3 Results

The ICP reactor characterized by Schwabedissen [146] provides a realistic numerical setup
to: (i) benchmark the lumping methodology against a detailed analysis of the fine-structure
energy levels of the excited species as done in CRMs, (ii) validate the lumping methodology
against experiments, (iii) quantify the influence that the cross-section datasets have on
the results. The Global Model described in Sec. 2 has been used to simulate the ICP when
operated with argon, neon, krypton and xenon gases. The species tracked are electrons,
singly-charged ions, neutrals at ground state, and excited (i.e., 1sM , 1sR, and 2p lumped
energy levels). Moreover, a preliminary analysis has been accomplished to identify the
transitions between excited levels that mainly affect the numerical results. To this end,
three different cases have been simulated: (i) purely collisional case in which radiative
transitions have been neglected; (ii) collisional case with the addition of the 1s radiative
decay, (iii) collisional-radiative case where all the transitions involving both 1s and 2p
have been accounted for. The latter case, which gives the more complete description of the
plasma dynamics, has been used to benchmark and validate the lumping methodology. It is
worth highlighting that the variance of the plasma parameters obtained combining different
cross-sections depends on the choice of the datasets. The one used in this work include,
but are not limited to, the datasets mentioned in the seminal reviews by Pitchford [135],
Bordage [136] and Alves [137] which cover a significant portion of the literature.
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The Schwabedissen’s setup consists in an ICP reactor derived from the GEC RF Refer-
ence Cell proposed by Miller [138]. Accordingly to the description reported in [138, 146]:
(i) the setup comprises a cylinder discharge chamber with inner diameter 165 mm and
length 40.5 mm, (ii) there is no applied magneto-static field, (iii) the gas pressure at stan-
dard ambient temperature, namely before plasma ignition, is equal to 20 mTorr. The
antenna is realized with five turn spiral coils of outer diameter 100 mm made of 3 mm
copper tubing. The antenna is powered at a frequency of 13.56 MHz through a matching
network made of two air-dielectric variable capacitors [138]. A Langmuir probe realized
with a tungsten wire of radius 75 µm has been used to characterize the source in terms
of plasma density and temperature. The measurements considered in this work are taken
along the discharge axis, 12 mm above the lower base of the cylindrical chamber. The
source has been tested for different values of the deposited power (i.e., power coupled to
the plasma) which has been estimated comparing the impedance of the system at plasma
off and plasma on [146]. The gases considered are argon, neon, krypton and xenon. The
input parameters used in the Global Model are synthetically summarized in Tab. 3.4.

Parameter Value

Diameter 165 mm
Length 40.5 mm
Magneto-static field 0 T
Gas pressure 20 mTorr

Table 3.4: Input parameters of the Global Model used to simulate the ICP reactor.

3.3.1 Benchmark of the lumping strategy

A benchmark case is presented in order to demonstrate the correctness and robustness of
the lumping methodology [147, 148, 149]. To this end, the plasma properties (density and
temperature) predicted through the lumping methodology have been compared against
the ones obtained treating each fine-structure energy level of the excited states as an
individual species [150] (see Tab. 3.1). The Schwabedissen’s ICP reactor operated with
argon gas was simulated with the GM presented in Chapter 2. The two approaches
differ mainly for the number of species treated and for the formulation of Eqs. (2.1-2.2),
namely for what the mass and power generation/loss terms are concerned. According to
the lumping methodology, Eqs. (2.1-2.2) are computed for the set of reactions shown in
Tab. 3.3. Instead each fine-structure transition is considered while solving the dynamics
of the excited species with the approach implemented in CRMs [115]. The rate constants
proposed by Zhu [115] have been employed for this analysis. Electron density (ne) and
temperature (Te) predicted through the lumping or the detailed methodology present the
same trends (see Fig. 3.2a): ne increases with the deposited power (P ) while Te mildly
decreases. In order to quantify the relative error between the two approaches, the quantity
Error = 2|xdetailed−xlumped|/(xdetailed+xlumped) has been depicted in Fig. 3.2b in function
of P . Regardless the value of P , the percent error between steady state values of ne and
Te is generally below 1%. This proves the reliability and the robustness of the proposed
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Figure 3.2: (a) Electron density (ne) and electron temperature (Te) in function of the de-
posited power (P ), data are obtained with the lumping strategy or the detailed simulation
of the excited states, (b) percent error between ne and Te calculated with the detailed and
the lumping methodologies.
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lumping methodology.

3.3.2 Argon

Excitation Database reference

gs+ e → 1s+ e [151, 152, 153, 154, 155, 156, 157, 158]

gs+ e → 2p+ e [151, 152, 153, 154, 155, 156, 157, 159]

1s+ e → 1s+ e [155, 156, 160]

1s+ e → 2p+ e [155, 156, 160, 161, 162]

Table 3.5: Datasets of argon cross-sections for excitation reactions.

Elastic scattering Database reference

gs+ e → gs+ e [163, 151, 164, 153, 154, 155, 156, 157, 165]

1s+ e → 1s+ e [163, 151, 164, 153, 154, 155, 156, 157, 165]

2p+ e → 2p+ e [163, 151, 164, 153, 154, 155, 156, 157, 165]

Table 3.6: Datasets of argon cross-sections for elastic scattering reactions.

Ionization Database reference

gs+ e → ion+ e [163, 151, 166, 167, 152, 153, 154, 155, 156, 157, 165]

1s+ e → ion+ e [168, 169]

2p+ e → ion+ e [168, 169]

Table 3.7: Datasets of argon cross-sections for ionization reactions.

In Fig. 3.3 numerical data are compared against experiments when the ICP reactor is
operated with argon gas. The electron density is depicted as a function of the deposited
power (see Fig. 3.3a). Only the average value of the electron temperature is reported (see
Fig. 3.3b) since it is almost independent on the deposited power [146]. Measurements have
been sampled along the axis of the discharge with a Langmuir probe [146]; the uncertainty
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(a) (b)

Figure 3.3: Comparison between numerical and experimental data when the ICP reactor
is operated with argon gas. (a) Electron density ne as a function of the deposited power
P (b) average electron temperature Te. The numerical envelope refers to results obtained
with cross-sections from different datasets. Measurements reported with an uncertainty
band of ±20%.

on both ne and Te is in the order of 20% [146]. The numerical results have been computed
using the cross-section datasets listed in Tab. 3.5-3.7. All the possible combinations of
cross-sections have been considered. Therefore numerical results are depicted as an en-
velope of data comprised between two boundary values, namely they are affected by an
error bar related to the uncertainty on the cross-sections. Numerical predictions of ne

underestimate the experimental data by 12%; the numerical error bar is about 20%. The
electron temperature is underestimated by 29%. The lowest (highest) values of plasma
density correspond to highest (lowest) electron temperatures, the latter differ by 1.5%.

In order to preliminary investigate the role played by transitions between excited
species, density of electrons (ne) and excited species (n1sM , n1sR , and n2p), along with
electron temperature (Te) have been reported in Fig. 3.4. Three cases have been com-
pared: purely collisional, collisional plus 1s radiative decay, and collisional-radiative (i.e.,
the one used for the validation). For the sake of brevity, results are discussed only for
P = 70 W. In the collisional-radiative case ne is about 40% lower with respect to the
purely collisional case, instead Te increases of about 0.3 eV. The 1s radiative decay affects
mildly the population of the excited states. Instead the 2p radiative decay causes a drop



35

Figure 3.4: Argon gas, deposited power P = 70 W. Numerical predictions of density nI

(I = e, 1sM , 1sR, 2p for the electrons and the excited species respectively) and electron
temperature Te. Error bars associated to the uncertainty on the cross-sections.

in n2p of more than one order of magnitude. In the collisional-radiative case n2p is more
then one order of magnitude lower with respect to ne; instead n1sM , n1sR and ne are of
the same order of magnitude.

3.3.3 Neon

In Fig. 3.5, numerical and experimental data are compared when the ICP reactor is oper-
ated with neon gas. The electron density is depicted as a function of the input power (see
Fig. 3.5a), only the average value of the electron temperature is reported (see Fig. 3.5b).
As in the argon case, the uncertainty on the measures is 20% for both ne and Te [146].
Cross-section datasets used for the computation are listed in Tab. 3.8-3.10. The electron
density is underestimated by 8% while highest and lowest values differ for about 10%. A
disagreement of 2 eV (i.e., a deviation of about 30%) is registered between measures and
estimations of the electron temperature. The numerical envelope is quite narrow being
the variance of Te equal to 0.5%.

Results obtained in the collisional, collisional plus 1s radiative, and collisional-radiative
cases at P = 110 W are depicted in Fig. 3.6. The radiative decay causes a reduction of
ne by 29% with respect to the purely collisional case and an increase of Te by 1 eV. The
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1s radiative decay causes a drop of one order of magnitude in n1sR . This is partly due to
having neglected the excitation reaction 1s+ e → 1s+ e provided that the authors found
no data concerning cross-sections in literature. Likewise, the 2p radiative decay causes a
drop in n2p of more than one order of magnitude. In the collisional-radiative case ne and
n1sM are of the same order of magnitude while n1sR and n2p are respectively one and two
orders of magnitude smaller.

Excitation Database reference

gs+ e → 1s+ e [153, 155, 156, 157, 165, 152]

gs+ e → 2p+ e [153, 155, 156, 157]

1s+ e → 1s+ e -

1s+ e → 2p+ e [170]

Table 3.8: Datasets of neon cross-sections for excitation reactions.

Elastic scattering Database reference

gs+ e → gs+ e [153, 167, 155, 156, 157, 165, 163]

1s+ e → 1s+ e [153, 167, 155, 156, 157, 165, 163]

2p+ e → 2p+ e [153, 167, 155, 156, 157, 165, 163]

Table 3.9: Datasets of neon cross-sections for elastic scattering reactions.

Ionization Database reference

gs+ e → ion+ e [155, 156, 163, 166, 153, 167, 157, 165, 152]

1s+ e → ion+ e [168]

2p+ e → ion+ e [168]

Table 3.10: Datasets of neon cross-sections for ionization reactions.
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(a) (b)

Figure 3.5: Comparison between numerical and experimental data when the ICP reactor
is operated with neon gas. (a) Electron density ne as a function of the deposited power
P (b) average electron temperature Te. The numerical envelope refers to results obtained
with cross-sections from different datasets. Measurements reported with an uncertainty
band of ±20%.

Figure 3.6: Neon gas, deposited power P = 110 W. Numerical predictions of density nI

(I = e, 1sM , 1sR, 2p for the electrons and the excited species respectively) and electron
temperature Te. Error bars associated to the uncertainty on the cross-sections.



38

3.3.4 Krypton

The comparison between numerical and experimental data when the ICP reactor is op-
erated with krypton is reported in Fig. 3.7. The uncertainty on the measure of ne is
30% due to the impossibility of operating the Langmuir probe for ne > 6 × 1017 m−3

to avoid damages [146]. At the same time, uncertainty on Te is 20% [146]. Datasets of
cross-sections used for the computations are reported in Tab. 3.11-3.13. A large span in
the envelope of ne can be noticed being experimental values underestimated by 14% or
46% considering highest or lowest density respectively. Te is underestimated by 26% and
the numerical error bar is about 5%.

Excitation Database reference

gs+ e → 1s+ e [160, 155, 156, 157]

gs+ e → 2p+ e [160, 155, 156, 157]

1s+ e → 1s+ e [160]

1s+ e → 2p+ e [160]

Table 3.11: Datasets of krypton cross-sections for excitation reactions.

Elastic scattering Database reference

gs+ e → gs+ e [164, 167, 155, 156, 157, 165, 163]

1s+ e → 1s+ e [164, 167, 155, 156, 157, 165, 163]

2p+ e → 2p+ e [164, 167, 155, 156, 157, 165, 163]

Table 3.12: Datasets of krypton cross-sections for elastic scattering reactions.

Ionization Database reference

gs+ e → ion+ e [163, 167, 157, 165]

1s+ e → ion+ e [168]

2p+ e → ion+ e [168]

Table 3.13: Datasets of krypton cross-sections for ionization reactions.
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(a) (b)

Figure 3.7: Comparison between numerical and experimental data when the ICP reactor
is operated with krypton gas. (a) Electron density ne as a function of the deposited power
P (b) average electron temperature Te. The numerical envelope refers to results obtained
with cross-sections from different datasets. The uncertainty band is ±30% for ne measures,
±20% for Te measures.

Figure 3.8: Krypton gas, deposited power P = 26 W. Numerical predictions of density nI

(I = e, 1sM , 1sR, 2p for the electrons and the excited species respectively) and electron
temperature Te. Error bars associated to the uncertainty on the cross-sections.
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Data obtained in the collisional, collisional plus 1s radiative, and collisional-radiative
cases for P = 26 W are depicted in Fig. 3.8. The radiative decay causes a reduction in ne

by more than 50% and an increase of Te by 0.2 eV. As for argon, the 1s radiative decay
has a mild influence on the dynamics of the excited species. Instead the 2p radiative decay
causes a drop in n2p of about one order of magnitude. In the collisional-radiative case n2p

is one order of magnitude smaller than ne, n1sM and n1sR .

3.3.5 Xenon

Excitation Database reference

gs+ e → 1s+ e [153, 155, 156, 157]

gs+ e → 2p+ e [155, 156, 157]

1s+ e → 1s+ e [118, 171]

1s+ e → 2p+ e [118]

Table 3.14: Datasets of xenon cross-sections for excitation reactions.

Elastic scattering Database reference

gs+ e ⇌ gs+ e [164, 153, 154, 167, 155, 156, 157, 165]

1s+ e ⇌ 1s+ e [164, 153, 154, 167, 155, 156, 157, 165]

2p+ e ⇌ 2p+ e [164, 153, 154, 167, 155, 156, 157, 165]

Table 3.15: Datasets of xenon cross-sections for elastic scattering reactions.

Ionization Database reference

gs+ e → ion+ e [163, 167, 152, 153, 154, 157, 165]

1s+ e → ion+ e [168]

2p+ e → ion+ e [168]

Table 3.16: Datasets of xenon cross-sections for ionization reactions.
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(a) (b)

Figure 3.9: Comparison between numerical and experimental data when the ICP reactor
is operated with xenon gas. (a) Electron density ne as a function of the deposited power
P (b) average electron temperature Te. The numerical envelope refers to results obtained
with cross-sections from different datasets. The uncertainty band is ±30% for ne measures,
±20% for Te measures.

Figure 3.10: Xenon gas, deposited power P = 23 W. Numerical predictions of density nI

(I = e, 1sM , 1sR, 2p for the electrons and the excited species respectively) and electron
temperature Te. Error bars associated to the uncertainty on the cross-sections.
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Results obtained when the working gas is xenon are reported in Fig. 3.9. As for kryp-
ton, the uncertainty on the measures is 30% and 20% for ne and Te respectively [146].
Datasets of cross-sections used for the computation are reported in Tab. 3.14-3.16. Nu-
merical predictions underestimate ne by 13%; highest and lowest density differ for about
20%. The electron temperature is underestimated by 29% with a variance on Te of 1%.
Data obtained in the collisional, collisional plus 1s radiative, and collisional-radiative cases
for P = 23 W are depicted in Fig. 3.10. Xenon is the gas for which the radiative decay
causes the highest reduction of ne, namely more than 60%; instead Te increases by 0.1 eV.
The 1s radiative decay affects mildly the excited species while the 2p radiative decay
causes n2p to halve. In the collisional-radiative case ne, n1sM , and n1sR are of the same
order of magnitude, while n2p is about one order of magnitude smaller.

3.3.6 Discussion

First, the lumping strategy has been benchmarked against the detailed solution in which
the dynamics of each fine structure energy levels is tracked. The error between electron
density and temperature predicted with the two approaches is generally less than 1%.
Second, the results obtained implementing the lumping strategy on the Global Model have
been validated against experiments. For what electron density is concerned, numerical
results are in fairly good agreement with measurements provided that the numerical en-
velope overlaps the experimental uncertainty band for all the gases. More precisely, the
agreement between numerical predictions and experiments is poorer for krypton and xenon
with respect to argon and neon. This might be due to two aspects: (i) in larger atoms the
energy of the fine structure levels are more spread, so the LTE hypothesis is progressively
less robust; (ii) the Langmuir probe adopted by Shwabedissen failed for ne > 6×1017 m−3

[146], so the uncertainty of the measures might be higher than 30% getting closer to
this limit. Similar considerations hold true for the electron temperature. The difference
between numerical and experimental values is between 19% and 29% in face of a 20%
uncertainty band of the measures. Nonetheless, Te predicted by the Global Model is a
volume averaged quantity, which is not subject to assumptions on spatial profiles as ne.
This is a possible justification of the mild difference between numerical and experimental
estimations of Te since measures are performed on the axis of the discharge [146]. In ad-
dition numerical results, both in terms of ne and Te, are affected by other assumptions as
the sheath model. Expressions for Γwall and Pwall presented in Chapter 2 are quite general
provided that secondary electron emission and elastic reflection have been modelled. In
addition, the ICP reactors has no electrodes in contact with the plasma and is realized with
materials whose behaviour in vacuum is well known (e.g., quartz) [105, 125]. Nonetheless
the sheath model is expected to be another moderate source of uncertainty (in the order
of 10% [14, 131]). In conclusion, the lumping strategy involving only 1s and 2p energy
levels is proven to predict plasma density and temperature with an uncertainty lower than
30% regardless the gas. This is considered acceptable for a preliminary design tool as the
Global Model in several applications concerning low pressure plasma discharges [172, 173].

The choice of the cross-section dataset affects significantly the numerical results. Plasma
density presents a variance up to 32% considering krypton gas. Such a large value is not
unexpected provided that the Rchem and Pchem terms (see Eq. 2.1) depend linearly form
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the cross-sections. Similar considerations hold true also for the electron temperature, the
maximum variance of which, is registered again for krypton (value of 5%). According to
the previous results, there is not a set of cross-sections that provides an output closer to
experiments in general, namely it is not possible to identify a priori a dataset optimal for
each scenario. For this reason, in Appendix A analytical expressions for the rate coeffi-
cients adopted in the highest and lowest density cases (i.e., the bounds of the uncertainty
band associated to cross-sections) have been reported for each gas.

The analysis performed with the Global Model can give some insights into how transi-
tions between excited species affect the dynamics of a plasma discharge. The main effect
produced by radiative decay is the reduction of the population of excited species that
can be ionized with a lower amount of energy with respect to neutrals. In other words,
the radiative decay produces an increase of the Pchem term provided that collisional de-
excitation and step-wise ionization reactions are less frequent. An increase in the reaction
energy losses results in the reduction of the internal energy of the discharge nε =

3
2neTe.

Regardless the gas type, nε decreases of 25-35% from the collisional case to the radiative-
collisonal in response to an increase of Pchem of about 20-30%. Consequently, it is not
surprising that the radiative decay causes an increase of Te being the drop of ne about
30-50% and of nε only 25-35%. Finally, the population of the excited species has been
estimated to be lower with respect to electrons. Depending on the gas, n1sM and n1sR are
up to one order of magnitude smaller than ne; n2p up to two. This is in agreement with
previous analyses performed on ICP reactors [174, 115].
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Chapter 4

Iodine fed HPT

This chapter is devoted to the analysis of the performance of a Helicon Plasma Thruster
fed with iodine propellant. Iodine (I2) propellant presents several advantages with respect
to more traditional propellants like Xenon for electric propulsion systems. Iodine can be
stored in solid state and being three time denser than Xenon [141] provides a higher total
impulse for given volume: this feature extends the thruster’s capability to larger total
Delta-V missions, enabling new and different mission scenarios and interplanetary flights.
Moreover, it can be stored at ambient condition [175], which means that no cryogenic
system is required; its procurement cost is very low (e.g., 90% lower than Xenon [82])
and presents no transportation issue since the tank would not need a pressurization sys-
tem. Solid Iodine has been already successfully tested in orbit as propellant for electric
propulsion systems such as the the GIT of Thrustme [176] and T4i’s REGULUS [12, 23].

In this chapter we show a numerical simulation of the iodine fed HPT REGULUS [12].
A chemistry model compatible with low pressure (< 50mTorr) Helicon discharges working
with iodine propellants such as REGULUS has been considered and implemented in the
GM shown in Chapter 2 in order to predict the plasma properties of the source chamber.
A 2D3V Particle-In-Cell (PIC) [86, 87] code has been used for the analysis of the plume
and Magnetic Nozzle effect, and the performance indicators such as Thrust and Specific
Impulse have been computed as well.

4.1 Iodine chemistry model

The species present in the iodine discharge are molecular iodine I2, atomic iodine I, singly-
charged positive and negative atomic ions, namely I+ and I−, positive molecular iodine
ions I+2 , and electrons. Double-charged ions and excited species are not considered. Al-
though the negative ions are not expected to have a great population compared to the
positive ions, their influence may affects the diffusion process within the discharge cham-
ber. Since in proximity of the walls a sheath is formed with an associated potential drop,
the negative ions are repelled and confined into the bulk regions of the discharge. Never-
theless, in an electronegative plasma the flux of positive ions entering the sheath may be
influenced by the negative ions, thus enhancing the wall losses [177]. Both electron impact
reactions and heavy species collisions are considered in this work. An iodine molecule can
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dissociate by electron impact through direct dissociation, dissociative ionization or attach-
ment, with the latter being the main source of negative ions [177]. The latter can undergo
detachment of the surplus electron by means of electron impact. Atomic iodine resulting
from the dissociation, can either elastically scatter or ionize by electron impact producing
atomic positive ions, which are subject to Coulomb scattering. Molecular iodine can either
scatter elastically against the electrons or ionize by electron impact producing molecular
ions, which can dissociate or undergo to Coulomb collisions. Concerning the heavy species
collisions, the neutralization of positive and negative ions are considered. Moreover, posi-
tive atomic ions and molecular iodine are subject to charge exchange. Lastly, the surface
recombination at the walls of the atomic iodine into molecular iodine is taken into consid-
eration.
The species involved, the reactions considered and the related cross-sections are schemat-
ically summarized in Tab. 4.1. In Tab. 4.2, the energy thresholds related to the iodine
transitions considered are reported.

Reactions Reaction type Cross-section

Electron impact
I2 + e −→ I2 + e Elastic scattering [177]
I2 + e −→ I+2 + 2e Electron impact ionization [177]
I2 + e −→ I− + I Dissociative attachment [177]
I2 + e −→ 2I + e Dissociation [177]
I2 + e −→ I+ + I + 2e Dissociative ionization [177]
I + e −→ I + e Elastic scattering [177]
I + e −→ I+ + 2e Electron impact ionization [177]
I+2 + e −→ I+ + I + e Dissociation [177]
I− + e −→ I + 2e Detachment [177]
e+ e −→ e+ e Coulomb scattering [178]
I+ + e −→ I+ + e Coulomb scattering [178]
I+2 + e −→ I+2 + e Coulomb scattering [178]

Heavy species collisions
I− + I+2 −→ I + I2 Neutralization [177]
I− + I+ −→ 2I Neutralization [177]
I2 + I+ −→ I+2 + I Charge exchange [177]

Surface reaction Recombination Coeff.

2I −→ I2 Surface recombination [177]

Table 4.1: Reactions involved in the iodine plasma and related cross-sections.
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Reactions Energy thresholds [eV] Reference

I2 elastic scattering 3 m
2M Te [97]

I2 ionization 9.31 [177]
I2 dissociative attachment 1.5Te [177]
I2 dissociation 1.567 [177]
I2 dissociative ionization 10.9 [177]
I elastic scattering 3m

M Te [97]
I excitation 0.95 [177]
I ionization 11.6 [177]
I+2 dissociation 2.1768 [177]
I− electron detachment 4 [177]

Table 4.2: Energy thresholds associated with each reaction.

For each electron impact reaction considered i.e., ionization, elastic scattering, dissocia-
tive attachment, dissociation, dissociative ionization and detachment, the rate coefficients
are computed as in Eq. 4.1:

K =

√
2q

m

∫ ∞

0
εσf0dε (4.1)

where q and m are the elementary charge and the electron mass; σ is the electron-impact
cross-section for a generic transition, ε is the electron energy expressed in eV, and f0 is
the electron energy distribution function (EEDF) which is assumed to be a Maxwellian
EEDF. The analytical expression of the Maxwellian EEDF reads [143],

f0(ε) = 2

√(
1

T 3
e π

)
exp

(
− ε

Te

)
(4.2)

Regarding the heavy species collisions, i.e., neutralization and charge exchange, the
rate coefficient is treated as in [179]. In order to predict the population density for every
species and the electron temperature within the source chamber, the GM presented in
Chapter 2 has been adopted.

4.2 Particle In Cell

The plasma expansion in the magnetic nozzle has been simulated by means of Starfish,
a 2D3V axisymmetric fully kinetic Particle-In-Cell (PIC) code [180]. Ions, electrons and
neutrals are modelled by means of macro-particles, and their dynamics is solved through
the leap-frog Boris algorithm [181]:

∆vt+1/2

∆t
=

q

m

(
Et + vt ×B

)
,

∆rt+1

∆t
= vt+1/2 (4.3)

where rt is the particle position at time t with velocity vt, ∆t is the time-step, E is the
electric field, and B is the magnetic field. Assuming the RF power deposition in the
acceleration stage to be negligible [182], allows the plasma potential field to be solved via



48

the Poisson’s equation of Eq. 4.4. This is achieved through an explicit Gauss-Seidel (SOR)
scheme,

ϵ0∇2ϕ = −ρ (4.4)

where ρ = q(nI+ + nI+2
− ne) is the charge density, nI+ , nI+2

and ne are the atomic and

molecular ions and electron number density respectively. The electric field for the subse-
quent time-step is then evaluated from the potential as E = −∇ϕ. Regarding boundary
conditions, the thruster outlet is given the reference potential ϕ0 = 0, while at the external
boundaries, the following Robin condition is set:

∂ϕ

∂n̂

∣∣∣∣t
b

+
n̂b · rb
rb · rb

(
ϕt
b − ϕt

∞
)
= 0 (4.5)

where rb is the vector distance between the centre of the thruster and the boundary face
while n̂ is the unit vector normal to the surface and directed inwards, and ϕ∞ is the plasma
potential at infinity. In particular, the value of ϕ∞ is updated each time step by means of
Eq. 4.6:

ϕt+1
∞ = ϕt

∞ +
1

C
(ItI+B + It

I+2 B
+ IteB)∆t, (4.6)

where C is a virtual free-space capacitance and InjB is the current of the jth species leaving
the open boundaries at time t. This method ensures the current-free condition of the
plasma once at steady-state. For further details on the PIC methodology implemented,
the reader is referred to references to [183, 184].

Regarding collisions, the following interactions are considered: electron-neutral elas-
tic scattering, ion-neutral scattering, charge exchange, and Coulomb collisions. Collisions
between different species are solved by means of the Monte Carlo Collision (MCC) method-
ology [185], whereas, collisions involving the same species are solved with the full Direct
Simulation Monte Carlo (DSMC) [186] method. Anomalous transport is included via
means of an equivalent enhanced collision frequency, based on the empirical model of
Bohm [184], νan = 0.01 · ωce, where ωce is the gyro-frequency.

4.3 Validation against the REGULUS thruster

Measurements performed at the High Vacuum Facilities of the University of Padova over
REGULUS, the T4i thruster, have been considered [83] in order to validate the method-
ology proposed in Sec. 4.1-4.2. The experimental facility consists of a vacuum chamber of
radius 0.3 m and length of 2 m, mantained at 10−5 mbar. The iodine propellant has been
introduced in the source chamber with a massflow of 0.1 mg/s, through a tailored fluidic
subsystem. The latter consist of a tank which has been maintained at the iodine sublima-
tion temperature by means of heaters, and a manifold enclosing the flow controllers [83].
The thruster has been connected through a coaxial line to the power generator consisting
of a Spin HFPA-300 linear amplifier (1.8-30 MHz, power up to 300 W) driven by an HP
8648B signal generator [83]. However, the RF frequency was kept to 2 MHz and the input
power in the range 15-60 W. Concerning the performance characterization, a thrust bal-
ance tailored for small-to-medium size thrusters [187], has been used. Voltage and current
have been measured with a RF probe [11]. The measurements uncertainty associated to
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the thrust is about 15-20%, while the uncertainty associated to the power and massflow
are respectively of 10% and 10-15%.
Concerning the thruster’s parameters used for setting up the GM and PIC simulations,
they are synthetically summarized in Tab. 4.3.

Parameter Value

Diameter 15 mm
Length 80 mm
Peak magnetic field 600 G
Input power 10, 30, 50 W
Base pressure 10 mbar

Table 4.3: Input parameters of the GM + PIC used to simulate the REGULUS HPT.

The GM and the PIC described respectively in Chapter 2 and Sec. 4.2 have been used
to simulate the iodine fed HPT according to the chemistry model presented in Sec. 4.1.
For what concerns the GM, the species of interest are singly-charged atomic (positive and
negative) and molecular (positive) ions, neutral atoms and molecules at the ground state,
and electrons. Regarding the PIC, the same species as the GM are tracked, except for neg-
ative atomic ions. This is reasonable as I− population predicted with the GM is negligible
with respect to the population of positive ions (∼ 3 order of magnitudes) and considering
that at the source’s outlet the potential drop associated with the magnetic nozzle region
confines them back to the chamber. In Fig. 4.1, the number density of the molecular

Figure 4.1: Number density of the I+2 , I+ and electrons versus the input power Pw

predicted by the GM.

and atomic iodine ions, and the electrons are shown. It can be noticed that generally the
number density of atomic ions are greatly larger with respect to the molecular ions (∼2-3
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order of magnitudes), and it is comparable to the electron density therefore respecting
the plasma neutrality. Furthermore, increasing power from 10 to 30 W the population
density of I+2 drops as the dissociation mechanisms by electron impact are enhanced with
increasing electron temperature. Nevertheless, at 50 W a slight increase is registered.
The PIC simulations were conducted for a time interval of approximately 9 µs, after which
steady state condition was achieved. Fig. 4.2 shows the evolution of the total species en-
ergy in the domain (normalised by the steady-state value), as well as the plasma potential
at infinity for the Pw = 50 W case. It is quite evident how the convergence speed of atomic
ions and electrons is quite similar, which is mainly related to the coupling between the
electrons and the ion beam; molecular ions are characterised by a slightly slower transient.
This is due to their higher mass, which finally results in a lower acceleration.
In Fig- 4.3, the envelope of performance, namely thrust T and specific impulse Isp, is

Figure 4.2: Normalised energy convergence at Pw = 50 W and electric potential at infinity.

depicted as a function of the input power Pw. Three different operating powers were sim-
ulated and compared to the experimental measures. It can be seen that the numerical
prediction of thrust always lies within the experimental uncertainty, and that the mea-
sured points also lie within the assumed numerical error. The estimated specific impulse
Isp also agrees well, with the maximum deviation around 15-20 %.
In Fig. 4.4 the contributions of the different species to the total thrust are shown with

respect to the input power. It can be noticed immediately how molecular iodine (both
neutral and ionised) has little contribution to the overall HPT performance. When op-
erating the thruster at low power (i.e. Pw = 10 W), the contribution to the propulsive
performance is almost equally split among neutrals and ions. This changes as the power
increases, resulting in the ions providing more than 80% of the final thrust. Lastly, the
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Figure 4.3: Performance predicted by the proposed numerical strategy, namely GM +
PIC, compared against the experimental measures of REGULUS. From left to right, a)
is the thrust T and b) is the specific impulse Isp.

Figure 4.4: Thrust contributions at different power levels.
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electron pressure term (Pe) consistently grows as the operating power increases from 10
W to 50 W, due to the higher electron temperature at the inlet of the magnetic nozzle.

Figure 4.5: 2D profiles of a) plasma potential b) electron temperature computed with the
PIC methodology.

Figure 4.6: 2D profiles of a) atomic ions b) molecular ions c) electrons computed with
the PIC methodology.

Fig. 4.5-4.7 display the 2D profiles of the number density nj for each species considered,
the electrostatic potential ϕ and the electron temperature Te. 2D fields are evaluated at
operating power P = 10 W, since the higher collisionality at this level highlights important
features. In Fig. 4.5 (a), the presence of an ion-confining potential peak is clearly visible.
The related electric field topology is a key element in the confinement of ions, since it forces
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Figure 4.7: 2D profiles of a) atomic neutrals b) molecular neutrals computed with the
PIC methodology.

their trajectories into the magnetic nozzle. Fig 4.5 (b) shows the electron temperature
distribution. A radial wing of highly-energetic electrons is present outside of the outermost
field line connected to the thruster outlet, however, as evinced from Fig 4.6 (c), such
collection of particles only represents a small fraction of the overall electron population
as it coincides with the high energy tail of the Maxwellian distribution. Since the number
density of atomic ions (Fig. 4.6 (a)) exceeds the molecular one (Fig. 4.6 (b)) of several
orders of magnitude (nI+ ∼ 1018 and nI+2

∼ 1015) it is fairly reasonable to assume that the

MN structure is mainly sustained by the atomic iodine ions and electrons. It is important
to note also the pronounced secondary expansion of I+2 , whose trajectory is less affected
by the potential field due to their heavier nature. Fig. 4.7 shows both the atomic and
molecular neutral fields, which are consistent with a free molecular expansion.
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Chapter 5

Air-breathing HPT

The Air-Breathing Electric Propulsion (ABEP) technology is an enabler for unlocking
innovative space mission scenarios such as Very Low Earth Orbit (VLEO) missions which
are beneficial for remote sensing and telecommunications. The main challenge posed
by these missions is due to the residual atmosphere that drags down the satellite at
lower altitudes. The mission lifetime can be dramatically increased employing the ABEP
systems, which consist of an electric propulsion system combined with an intake that
collects the thermosphere’s particles (e.g., molecular nitrogen N2 and atomic oxygen O)
which in turn are employed as propellant. The most evident advantage of such a system
is that the satellite does not need a propellant tank as the propellant is retrieved directly
from the atmosphere[188]. In Fig. 5.1 the schematic of an ABEP system based on the
HPT technology is reported. The intake guides the particles into the discharge channel of
the thruster. In the latter, the gas particles are ionized and accelerated to produce thrust.

Figure 5.1: Schematics of the ABEP-HPT system and main phenomena occurring within
the discharge chamber.

55
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Several research groups are actively working on ABEP systems; among the main ABEP
projects it is worth reporting the ESA’s RAM-EP [189], MABHET [190] held by Busek
Co., ABIE [191] which is being developed at JAXA, and DISCOVERER [192] at the
University of Stuttgart.

In order to assess the feasibility of a ABEP system powered by a HPT an accurate
chemistry model is needed to assess the performance at varying altitudes and air composi-
tions. Atmospheric particles are not homogeneous and vary significantly with altitude [193]
which makes it difficult to predict the thruster performance. In this chapter, a chemistry
model suitable for ABEP applications is shown. The model have been implemented in
the GM presented in Chapter 2 and validated against numerical simulations taken from
literature. A proper validation against experimental data has not been possible due to the
lack of experimental measurements in the state-of-the-art. For this reason, the setup of
an experimental campaign on an actual ABEP based on the HPT technology developed
at the University of Stuttgart [78] is proposed in Sec. 5.3. The experimental activities
currently undergoing are presented. It is worth noting, that at the moment the experi-
mental campaign has not been concluded yet, therefore only the setup and calibration of
the measurement systems are presented.
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5.1 Air chemistry model

Air is a mixture of several gases with a composition that greatly varies with altitude. As a
consequence, some species and/or reactions shall be of importance depending on the alti-
tude at which the HPT is operating. In Fig. 5.2, the density variation with respect to the
height from sea level is shown for the main species present in air, i.e., oxygen and nitrogen
in both atomic (O, N) and molecular (O2, N2) form [194]. Nonetheless, other species may
be produced within the ionization chamber as a result of heavy particles collisions. In fact,
molecules like nitric oxide (NO), nitrogen dioxide (NO2) and nitrous oxide (N2O) may
have a non-negligible effect to the plasma dynamics within the thruster, especially in lower
orbits, where the atmosphere is denser. In this work, the species considered are electron,

Figure 5.2: Atmospheric species’ number density as a function of the orbit altitude (lati-
tude = 38.91◦ and longitude = 77.04◦), NRLMSISE-00 atmospheric model: F10.7, Ap =
15, moderate solar activity [194].

atomic and molecular neutral species, namely N ,N2,O,O2,NO,N2O,NO2, excited state,
and single-charged atomic and molecular ions. In Fig. 5.3, a schematic of the reactions
involved in the model is shown. A and B represent two generic interacting species. Pos-
itive and negative ions are respectively indicated with apex + and − while ∗ represents
an excited species. Transitions represented in red correspond to collisions between heavy
species, whereas blue transitions represents electronic collisions. In Tab. 5.1 a summary
of the chemistry model considered is shown, and the complete set of reactions and related
rates is presented in Appendix B as well as the cross-sections employed in this work. It
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is worth noting that in the present model the excited states of oxygen and nitrogen are
assumed to radiative decay toward the ground states immediately after their generation
and therefore they are considered as a mere lumped sink term in the GM energy balance.

Table 5.1: Summary of the reactions involved in the air chemistry model.

# Reaction Name

1 e + A −→ A + e Atomic Elastic Scattering

2 e + A −→ A∗ + e Atomic Excitation

3 e + A −→ A+ + e + e Atomic Ionization

4 e + A− −→ A + e + e Atomic Detachment

5 e + A+ −→ A Atomic Neutralization

6 e + A −→ A− Atomic Attachment

7 e + AB −→ AB + e Molecular Elastic Scattering

8 e + AB −→ AB* + e Molecular Excitation

9 e + AB −→ AB+ + e + e Molecular Ionization

10 e + AB −→ A + B+ + e + e Molecular Dissociative Ionization

11 e + AB −→ A + B− Molecular Dissociative Attachment

12 e + AB −→ A + B + e Molecular Dissociation

13 e + AB+ −→ A + B+ + e Molecular Ion Dissociation

14 e + AB+ −→ AB Molecular Neutralization

15 e + AB −→ AB− Molecular Attachment

16 e + AB+ −→ A + B Molecular Dissociative Neutralization

17 e + AB− −→ AB + e + e Molecular Detachment

18 A+ + B −→ A + B+ Charge Exchange

19 A+ + B− −→ A + B Mutual Neutralization

20 A + B −→ AB Recombination

21 A + B+ −→ AB+ Ion recombination

22 A + B− −→ AB + e Associative Detachment

23 A+ + B− −→ AB Associative Neutralization
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Figure 5.3: Reaction set considered for an air fed HPT.
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5.2 Verification of the GM

For the sake of verification the GM with the chemistry model of Sec. 5.1 have been em-
ployed and compared against the simulations of an ABEP system presented in the work
of Taploo [195]. The simulation case consists in a spacecraft orbiting in VLEO between
80 − 110 km. A one meter long cylindrical discharge chamber has been considered and
the simulation time is about 0.125 ms i.e. the average time needed for a particle to
traverse the discharge channel at those orbital altitudes. It is worth noting that Taploo
assumed the mean electron energy within the discharge rather than solving for the energy
balance [195]. Different configurations of orbit altitude and mean electron energy in the
discharge were considered. The ranges considered are respectively 80, 90, 100 and 110 km
for the altitudes and 1− 200 eV for what concerns the electron energy. In particular, two
specific configurations have been selected for the verification purpose, namely I) at orbital
altitude of 80 km and mean electron energy of 30 eV , and II) at orbital altitude of 100
km and mean electron energy of 100 eV . In Fig. 5.4-5.5, the density evolution for each

0 1 2 3 4 5

10
-5

0

5

10

15
10

19

0 1 2 3 4 5

10
-5

0

5

10

15
10

14

0 1 2 3 4 5

10
-5

-1

0

1

2

3

4

5
10

19

0 1 2 3 4 5

10
-5

0

1

2

3

4
10

8

Figure 5.4: Comparison against Taploo’s results [195] for a mean electron energy of 30 eV
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species involved in the model in the first configuration are shown and compared against
the numerical predictions of Taploo, whereas in Fig. 5.6-5.7, the ones related to the second
configuration are shown as well.
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Figure 5.5: Comparison against Taploo’s results [195] for a mean electron energy of 30 eV
and 80 km altitude. Plots are related to density of N+

2 , N
+ and e−

The model shows a good agreement with Taploo’s predictions in terms of physical
trends. Nevertheless the registered deviation for each species density never goes above
25%. The difference between the two models may be linked to several factors. First, in
the chemistry model proposed in this work the dissociation, excitation and ionization of
molecular nitrogen are considered whereas Taploo does not. The same applies for the exci-
tation of atomic oxygen and several elastic scattering reactions of both atomic/molecular
oxygen and nitrogen. In addition, in Taploo’s work no further details have been given
on the diffusion assumptions employed which may be an additional source of deviation.
Finally, the GM equations may be solved with different ODE strategies which may add
an additional source of deviation on the results. Some interesting physical consideration
may be drawn analysing the GM simulations for both the configurations considered. The
most evident physical consideration is that different altitudes and therefore different in-
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flow air mixtures lead to dramatically diverse plasma compositions. In fact, it can be seen
as in the second configuration the population of ionized molecules is proportional to the
one of atomic ions, whereas in the first configuration the latter have a population density
one order of magnitude greater with respect to molecular ions. This is of great impor-
tance since a high presence of molecular species in plasma plumes may be associated with
lower propulsive performances as it has been discussed in Sec. 4.3. Nevertheless, a proper
validation against experimental data is required for validating the GM and the physical
phenomena predicted.
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5.3 Experimental activities for validation of the GM

For the sake of validating the air chemistry model presented in Sec. 5.1, an experimental
investigation is currently being carried out on an ABEP employing a HPT developed at the
Institute of Space Systems (IRS) of the University of Stuttgart (see Fig. 5.8) in the frame
of the EU-funded DISCOVERER project [192]. Two measurement methods have been
adopted. First, the plume’s momentum-flux is measured through a torsional-pendulum in
order to obtain the thruster’s performance parameters such as thrust and specific impulse.
Then, a B-dot probe developed by Romano [192] has been calibrated to allow three-axis-
magnetic-induction measurements of time-varying magnetic fields in order to characterize
the propagation of Helicon waves within the thruster. In this section, the set-up and
calibration of the two probes are presented. Future measurements resulting from such
calibrations will allow the validation of the numerical models presented in this work.
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Figure 5.8: Firing test of the HPT of University of Stuttgart.

5.3.1 IRS RF Helicon-based Plasma Thruster Design

The HPT developed at IRS has undergone an ignition test campaign, using successfully
argon, nitrogen and oxygen as propellants. In Fig. 5.9, the HPT concept is shown [192].
The schematic presents all the features necessary for the implementation of a thruster that
is compatible with an ABEP system for a VLEO mission. The primary components of
the thruster are: propellant injector, discharge channel, birdcage antenna, Faraday shield,
external solenoid, support structure(s) such as frequency fine-tuning mechanism. Being
still a laboratory model, see Fig. 5.10, the thruster is mounted externally to the vacuum
chamber for flexibility and passive cooling, facilitating the experiments.

Figure 5.9: HPT concept for an ABEP sys-
tem [78].

Figure 5.10: HPT lab model with
solenoid on the left [78].

Within the HPT, the gas is delivered into the discharge channel through an injector
acting at simulating the intake. The discharge channel is surrounded by a birdcage an-
tenna [196] where the ionization of the propellant takes place. The required input power
to the antenna is given by the RF generator through a matching network. The main pecu-
liarity of the birdcage antenna lies in the fact that it ensures a good impedance matching
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and can couple Helicon waves [197]. The external solenoid is responsible of producing
the necessary magnetic field for both confinement within the discharge and for generating
the magnetic nozzle effect at the outlet. The purpose of the RF auto-matching network
is to match antenna impedance to the RF-generator’s one in order to maximize the cou-
pling efficiency. The currently developed laboratory model carries an optimized antenna,
operating at a frequency of 40.68MHz delivered by the RF generator and the matching
network. The discharge channel has an inner diameter of 37mm. The external solenoid
produces a maximum magnetic field of 70mT at a current of 15A. The support structure
is made of brass to mitigate the effects of Eddie currents due to RF fields as well as the
interactions with the external magnetic field by the solenoid. The Faraday shield acts as
an isolation of the EM fields by the antenna with the ambient environment. The thruster
is operated at powers of 50-100W, with a maximum of 300W tested so far. More details
on the design and the operational envelope are provided in [196],[198],[199].

5.3.2 Momentum Flux Probe Design

A momentum flux probe (MFP) has been employed to characterize the plasma plume of
the thruster. Thrust can be extracted indirectly by measuring the momentum flux on a
target placed in the exit plane of the HPT. Thrust is expected to be in the range of µN with
the maximum to be close to 1mN [200]. The probe type employed is a torsional pendulum,
featuring a baffle plate as a target. The selection of this measurement approach is mainly
due to the fact that the HPT is mounted externally to the vacuum chamber. Moreover, this
type of pendulum features gravity independence, high sensitivity and sufficient stability
and ease of implementation.

The design of the MFP features two main parts: the support structure and the pen-
dulum as shown in Fig. 5.11. The support structure act as the interface between the
pendulum and the moving table of the test facility. The pendulum (1) is not fixed di-
rectly on the support structure but there is an intermediate plate (4) as interface. The
displacement sensor (2) is mounted on the support structure made of aluminium profiles
(3). The tilt sensor (5) is mounted as close as possible to the pendulum on the interface
plate. Tilt control is achieved using the support structure by adjusting the screws (6).
Moreover, the design incorporates vibration damping to counteract the vibrations acting
on the test facility. This is achieved by using four dampers (7). To improve the damping,
a brass plate (8) is used to increase the weight. The pendulum is the main part of the
MFP (see Fig. 5.12). It features all the moving parts as well as the connection interface
(bearing and sockets) to the support structure. The L-shape design facilitates the moving
range of the probe closer to the thruster’s exit plane while keeping the rest of the parts
not only protected from the plasma plume but also not altering its magnetic field. The
length of the shaft is 150 mm and is mounted on the arm using a dowel pin and a fitting
screw. The main beam is set to 200 mm, facilitating the detection of low momentum flux.
The target material is required to have a high absorption rate for recording an accurate
thrust measurement, since the reflected particles can add additional momentum. For this
purpose, two candidate materials were considered: graphite which has a low sputtering
yield and high temperature resistance [201] and micanite which has been used previously
in Helicon thrusters experiments [202]. For the first iteration, graphite was chosen. The
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Figure 5.11: MFP design: Light grey (tech-
nically not part of mounting structure): Pen-
dulum (1) and displacement sensor (2), Grey:
Aluminium parts and Bosch profiles (3), Blue:
Tilt control (sensor 5, screws 6), Black:
Dampers (7), Yellow: Brass plate (8) [78].

Figure 5.12: MFP pendulum design:
main beam (1), clamp (2), shaft (3),
target holder & target (4), mounting
(5), sockets (blue - moving, green -
fixed) (6), balancing mount (7), coun-
terweight (8) [78].

target is glued on a holder which is then fixed on the main beam by two set screws. Due
to the shape of the arm, the centre of gravity is not aligned with the rotational axis. For
this reason, a counterweight and balancing mounts were added on the pendulum, making
it possible to balancing the pendulum post-manufacturing and -assembling. This keeps
the design flexible in case of a target change. The counterweight is made of copper and is
attached on the aluminium support structure via a PVC part to avoid galvanic erosion.
The bearing chosen and mounted on the rotational point of the probe is a frictionless
flexural pivot bearing which is used both as a bearing and as a provider of restoring force.
The selected bearing can withstand all axial and radial loads by the pendulum as well as
minimizing the spring constant for the set lever and thus resolution.

As mentioned, the probe features a target that is guided into the plume and thus
measuring a small part of it. This results in a momentum flux reading for a given position.
By moving the probe inside the plume and perpendicular to the thruster’s axis, a radial
profile of the momentum flux can be obtained. Integrating the momentum flux recordings,
a value of the total thrust can be extracted. This measurement technique was selected
over the full plume detection due to the requirement of using a big target in diameter.
This has been considered impractical since a big target would eventually influence the
discharge behaviour, increasing the required distance from the exit plane while it would
increase the gravity influence at the same time. An assembled version of the probe is
shown in Fig. 5.13. To protect all parts from the plasma plume and avoid any unwanted
deflection the MFP incorporates a shield, leaving only the target plate in direct contact.
This is shown in Fig. 5.14 where the MFP is attached on the moving platform inside the
vacuum chamber.
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Figure 5.13: Momentum Flux Probe
assembly without electrostatic comb
for calibration and sensors [78].

Figure 5.14: MFP with shield mounted on test
facility [78].

The MFP design is based on a maximum expected measured thrust close to 1mN in
comparison with thrust levels of existing thrusters [203]. Aluminium is the primary choice
as used material on MFP’s parts in order to avoid any influence on the discharge region
due to magnetism [204]. Other materials such as brass, copper, alumina and plastics (e.g.
PTFE or PVC) are also used.

5.3.3 Momentum Flux Calibration

Calibration of the MFP is done through a known electrostatic force, which is a frequently
employed technique for measuring forces in the range of micro-newtons. This is done by
using an electrostatic comb (ESC) as shown in Fig. 5.15. It consists of two metal plates
with fins in a comb-like configuration. By applying a certain voltage to the two parts,
they start attracting each other with a force independent of the exact distance between the
plates, while being proportional to V2 [205]. The target’s diameter is 20mm to resolve the

Figure 5.15: Illustration of the ESC
geometry [78].

Figure 5.16: MFP calibration with ESC
mounted on the pendulum [78].

HPT plume while the plume diameter is estimated around 150mm, at the measurement
position. Thus, the expected force on the target is calculated about 17.8 µN, assuming
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a symmetric and homogenous plume, see Eq. 5.1 , [200]. This implies that the MFP
needs to detect values by one or two orders of magnitude smaller to sufficiently resolve
the measured thrust.

Ftarget = Ftotal ·
D2

target

D2
plume

(5.1)

The calibration process consists of two main steps. First step is to calibrate the ESC
before mounting it on the pendulum and the second step is to calibrate the arm with the
ESC mounted as shown in Fig. 5.16-5.17. Calibration set-up for the ESC was prepared and

Figure 5.17: MFP calibration set-up with ESC mounted on the pendulum.

is shown in Fig. 5.18-5.19. The set-up uses a Shimadzu AUW220D precision scale. One
part of the comb is mounted on the 3D-printed base attached on the scale, while the other
part is mounted on a 3D-printed lid placed on top. Above the lid a 3D-printed structure
is mounted with the purpose of allowing the upper part of the comb to move in three
directions so that it can be aligned and properly positioned with respect to the lower part
of the comb. In this configuration, there is no interference between the scale electronics
and the high voltage applied on the ESC. The test was performed connecting the ESC
to a high voltage power supply, a Testec TT-SI 9010 voltage probe and an oscilloscope.
Different measurement sets conducted and the data recorded are plotted in Fig. 5.20.
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Figure 5.18: ESC calibration set up: front
view.

Figure 5.19: ESC calibration set up: side
view.

Figure 5.20: ESC calibration results and fitting curve of the measurement data using the
precision scale.
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The fit line plotted in the data, indicates linearity of the force with respect to V2.
Five different measurement sets were conducted in different moments and with different
recording procedures. Some datasets were recorded using five voltage points while others
with ten voltage points. For each voltage point the measurement was repeated three times.
Another differentiation was that for some datasets the force was calculated by subtracting
the measurement from the reference value while for other datasets the scale was tared
(zeroed) before the measurement and the net value was recorded. The environment’s
influence has been minimized as much as possible by ensuring all the openings on the
scale were closed, the cables are properly routed so that there was not any resistance on
the ESC and the room area was closed and secured to avoid any external disturbances. The
results show repeatability among the different datasets, showing a linear trend between
force and V2. The measurements were taken in a voltage range of 0–1000V, resulting to
forces of 0–0.9mN.

Figure 5.21: Momentum Flux Probe calibration results.

Next step in the calibration process is the mounting of the ESC on the pendulum and
the support structure (see Fig. 5.16-5.17). Calibration of the pendulum is performed in
vacuum conditions. The relation between voltage and displacement of the arm is extracted.
After the stabilization of the pressure inside the chamber, the voltage range is applied
on the ESC and the displacement LED sensor data are recorded. By translating the
displacement data into force, the results are plotted in Fig. 5.21. A fitting line in the data
shows the linear behaviour of the results. This step concludes the construction of the final
calibration curve as well as closes the calibration process. Then, the set-up is prepared for
performing the momentum flux measurements of the HPT. To assess thermal influence on
the probe, thermo elements were positioned at each sensors location and in front of the
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shield. During operation of the thruster, the temperature stabilized at 25 °C, hence, no
significant thermal drift is to be expected. Next, the sensors were mounted on the MFP
and the HPT was used to make initial tests to check the functionality of the probe in
the presence of the plasma plume. The first test was conducted by placing the graphite
target in a distance of 40 cm and the HPT was firstly operated using only cold gas flow
(i.e. HPT power off) and then ignited at an input power of 60 W, solenoid current of
6.5 A and mass flow of 0.8-1.2 mg/s. The MFP was experiencing a small movement while
putting different cold gas flows which recorded by the displacement sensor. However,
it was concluded that the distance from the plume is still large to provide an accurate
measurement when the HPT was ignited. The next test attempt was conducted by first
moving the target very close to the HPT exit plane, so that the target is able to absorb
most of the plume area and by operating the HPT at higher power levels. The power
levels were in the range of 150-250 W while the applied solenoid current was adjusted
from 10 A down to 4 A. While the post-processing of the data is currently ongoing, some
observations were made. The adjustment of the solenoid current to lower levels created a
more collimated plasma plume at the expense of higher power reflection but also caused a
brightness jump which probably indicates the transition in the Helicon mode regime. In
the following test activities, measurements at different distances from the plasma plume
will be investigated, checking their potential influence in the HPT discharge behaviour.
Also, the potential reflection disturbances of the shield on the pendulum will be examined.

5.3.4 Inductive Magnetic B-dot Probe Set-up

Finally, to evaluate the discharge behaviour of the HPT a set-up for an inductive magnetic
B-dot probe has been employed [192]. This type of probe is used for the detection of
the rotating magnetic field of Helicon waves inside the plasma plume. The operational
principle of the B-dot probe is based on Faraday’s law of induction, given by the Eq. 5.2,
where ϵ is the electromotive force and ϕB is the magnetic flux.

ϵ = −dϕB

dt
(5.2)

A conductive wire loop is the sensing element of the probe. Three coils are used to
get measurements in three directions. The magnetic field induces a voltage on the coils,
given in Eq. 5.3, which is used to estimate the amplitude of the B-field. The NA is the
calibration factor where N is the number of loops, A is the area enclosed by the loop and
ω is the angular frequency.

V = −NA

∣∣∣∣dBtot

dt

∣∣∣∣ = −NAω|B| (5.3)

The working frequency of the HPT is at 40.68MHz and the maximum loops for each coils
is chosen equal to N=5. The cross section of the conductive wire is Aw = 0.2mm. The
wire loop around the x–axis is Ax = 16mm, around the y–axis is Ay = 25mm, and around
the z–axis is Az = 36mm. The main material of the probe is PEEK and a borosilicate
glass tube encloses the probe to minimize contact with the plasma. The design layout is
depicted in Fig. 5.22. The sensing signal on the coils passes through the cabling inside the
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Figure 5.22: Schematics of the B-dot probe [78].

tube, ending up in an RF power combiner for each axis to remove the capacitive pick-up
voltage that arises between coils and plasma. An oscilloscope is attached downstream of
a vacuum feedthrough to record the measurements.

Two set-ups were developed to calibrate the probe over a broad range of frequencies.
For what concerns low frequencies, a Helmholtz coil is used. The set-up prepared for
low-frequency calibration of the probe is shown in Fig. 5.23. Each coil is made of N=27
loops with a copper wire of 1 mm in diameter. The coils are mounted on a PA base. The
base and the probe are mounted on 3D-printed parts to facilitate the alignment.

Figure 5.23: B-dot probe low frequency calibration set-up [78].
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Figure 5.24: B-dot probe high frequency calibration set-up [78].

High frequency calibration uses the HPT itself. The homogeneous and linear polarized
magnetic field inside the thruster is used in this case to calibrate the probe. The set-up
is shown in Fig. 5.24. A function generator is connected to the probe, providing a set
of different voltages at the resonant frequency of the HPT, i.e. 40.68MHz. The output
signal is recorded via an oscilloscope. The rotating magnetic field can be reconstructed
with further data post-processing and analysis of the measurements. The calibration of
the probe is currently undergone and will be followed by the measurements in the plasma
plume.
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Part II

Fluid modelling of a HPT
The accurate simulation of the plasma transport in Helicon sources is a key aspect to

improve the design of Helicon Plasma Thrusters (HPT) both in terms of propulsive perfor-
mance and manufacturability of the source. For this reason, the development of numerical
codes capable of predicting thrusters performance in an accurate and computationally
efficient way, is a subject growing a great deal of interest in the scientific community.
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Chapter 6

Plasma fluid model

When it comes to optimizing the design of a HPT, it is fundamental to simulate in an accu-
rate manner the plasma generation and transport within the thruster. In this regard, the
development of numerical tools is required to grasp all the physical phenomena governing
a HPT [8]. Many numerical methods have been used in literature for modelling the plasma
transport; in Sec. 1.2.2, an extensive literature review of these methods has already been
presented. Nevertheless, we recall the most important approaches are the fluid [15, 206],
kinetic [50, 207, 16], Particle-In-Cell with Monte-Carlo Collisions (PIC-MCC) [51, 208],
and hybrid [49, 54, 53]. The starting point of the work presented in this chapter is based
on the numerical strategy proposed by the author [209] and Magarotto et al [70]. More
specifically, a numerical suite consisting of several subroutines that solves self consistently
the wave propagation and the plasma transport in a Helicon source [13] is presented with
a particular emphasis on the development of a plasma transport code that encompasses
the fluid approach [88, 39, 209, 70].

6.1 Numerical strategy

To properly describe a Helicon discharge, the RF antenna, the plasma discharge, and any
additional component (e.g., dielectric tube, coils/magnets, shields), either metallic or di-
electric are carefully modelled. The model presented in this work is not based on any
specific shape of the antenna or discharge chamber since the code solves self-consistently
both the wave propagation and the plasma transport in a 3D domain, so as a consequence
the antenna and the discharge chamber can have any shape and mutual orientation. To
obtain a self consistent prediction of the plasma dynamics within HPT, both the plasma-
wave coupling and each species transport within the discharge chamber must be resolved.
Specifically, the RF antenna, which is fed with a voltage in the range of tenths of MHz
(e.g. 1 - 30 MHz), emits EM waves which propagate within the plasma, and are ultimately
absorbed by the latter; such phenomena have time scales in the order of 10−6 s. Conse-
quently, the plasma configures itself under the forcing action of the deposited power, with
characteristic times of approximately 10−3 s [64, Tab.(2.1)]. From a physical standpoint,
the independent solution of the plasma-wave coupling, and the transport phenomena is
justified since the two physical processes are well separated.
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Figure 6.1: HPT simulation strategy.

In Fig. 6.1, the proposed numerical strategy for handling a HPT is shown. In the pro-
duction stage, the main subroutines of the tool consist of two mutually coupled modules:
the first one, namely the EM module, solves the EM wave propagation and thus the power
coupled into the plasma by the antenna; the second is the FLUID module which handles
the plasma transport. The former relies on the ADAMANT code [57] to solve for the EM
fields that propagate inside the discharge, and the power deposition therein for a given
distribution of the density, and temperature of the plasma species. The latter takes as
input the deposited power profile from the EM module and handles the plasma transport
giving as output the local profiles of each species density and plasma temperature. More
specifically, it comprises for each species a set of governing equations based on the fluid
approach [88] and implemented according to the finite-volume methodology [210]. After
being initialized with uniform values of the plasma parameters, the two modules have been
coupled by means of an iterative procedure until convergence of the plasma parameters
to find out the equilibrium conditions. From the numerical standpoint, the EM (FLUID)
module relies on an unstructured (structured) mesh; therefore, the power deposition that
is computed by the EM module is interpolated on the structured mesh of the FLUID
module, while the plasma parameters that are evaluated by the FLUID module are inter-
polated on the unstructured mesh of the EM module. To verify that a converged solution
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has been found, the code checks that the residual of the electron density of two consecutive
iterations is lower than a prescribed threshold (ϵmax)

max
j

(
ni+1
e,j − ni

e,j

ni
e,j

)
≤ ϵmax , j = 1, . . . , NF (6.1)

in which j, and NF are the node index, and the number of nodes, respectively, in the
structured mesh, whereas i indicates the iteration step. Finally, once the solution of the
production stage is obtained, two possibilities can be executed, namely

� directly integrating the plasma profiles in the plume region to obtain an estimation
of the propulsive performance such as Thrust and Specific Impulse

� input the plasma profiles to the PLUME module which is responsible to compute
the propulsive performance through dedicated models

Regarding the latter, both the simplified propulsion model presented in Sec 2.2 and the
PIC model presented in Sec. 4.2, can be used. The former is needed for fast but rough
estimations of the propulsive performance, whereas the latter (more computationally ex-
pensive) can be used to have an accurate estimation of both the propulsion data and
information related to plume-satellite interactions; regarding the latter, more details are
provided in [211, 87].

Considering more into details the EM module, the EM fields traveling through the
plasma have been computed in the frequency domain by means of the ADAMANT code [57],
which provides a local solution of the polarization currents (Jp) and the electric flux den-
sity (Dp) into the plasma. Knowing local values of the fields and currents, the local cou-
pled RF-power into the plasma (Epow) can be calculated integrating the electric work [57,
Eq.(12)]. It is worth to recall that in ADAMANT the plasma discharge is treated as an
anisotropic medium described through a relative dielectric permittivity tensor by means
of the Stix theory [212], which provides a reasonable description of the electric behavior of
a magnetized plasma, and therefore of the deposited power, provided that non-linearities
and non-local effects of wave-particle interaction can be neglected [56]. Hence, waves
dumping is assumed to be caused only by collisional effects [39, Chap. 4], neglecting other
mechanisms of power deposition such as i) Landau dumping [213], and ii) parametric de-
cay instabilities [214], since the former has been proved to play a minor role in a typical
Helicon discharge [213], while the latter is the responsible of the anisotropy on ion tem-
perature measured in the range of the lower hybrid frequency [214]. The computed power
delivered to the plasma is then used as an input for the FLUID module.

For what concerns the FLUID module, the discharge is considered to be filled with
a non-homogeneous weakly-ionized argon plasma, that is modelled as multi-fluid mixture
of electrons, and heavy species (i.e., ions, excited and neutral particles). Each species is
assumed to present a Maxwellian distribution function so that the transport problem could
be solved with the fluid approach [88]. Early experiments on Helicon sources [34] showed
high energy tails of electrons distribution function. Nonetheless in [213], Chen stated that
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deviations from the Maxwellian distribution are not such to have strong influence on the
dynamics of the discharge. Conversely, assuming the Maxwellian distribution assumption
for the ions is not generally correct. As a matter of fact, the experiments shown in
Scime et al., [215] highlighted: i) a significant anisotropy between the ion temperature
parallel and across the magnetic field lines, with the former being up to an order of
magnitude greater than the latter, and ii) perpendicular ion temperature reaching up
to 1 eV. Nevertheless, these effects are shown to be significant in correspondence of the
lower hybrid frequency [214], thus assuming a Maxwellian distribution also for the ions is
expected to have a negligible effect on numerical simulations except for the lower hybrid
frequency range. In addition, this assumption is enforced by the good agreement between
the experimental measurements and the numerical results obtained with a simplified fluid
model that neglect the anisotropy of ions temperature and reported in [216]. Finally,
the development of the numerical strategy has been performed considering the chemistry
model shown in Chapter 3 which is suitable for low pressure (< 50 mTorr) discharges fed
with noble gases such as argon, neon, krypton and xenon. This is reasonable as most
of the electric propulsion applications are fed with xenon or krypton [7]. Nevertheless,
argon has been specifically chosen for the development of the model due to the abundance
of experimental data of Helicon discharges in the literature [10], which is crucial for an
accurate validation of the codes in terms of the physical assumptions considered.

6.2 Fluid model

The plasma is treated as a mixture of different species, therefore a multi-fluid approach is
considered. Specifically, a set of transport equations for each species is considered. The
main assumptions employed are

� Maxwellian distribution function for each species

� non-magnetized ions

� electrons transport can be described according to the Drift-Diffusion approximation

The rationale behind the first assumption has been already discussed in Sec. 6.1, and is
at the basis of the fluid description of the plasma species. However, it is worth recalling
that the Maxwellian distribution assumption is employed also for the calculation of the
transport coefficients and notably also of the terms related to the plasma chemistry as dis-
cussed in Chapter 3. For what concerns ions, given the typical dimensions, magnetic field,
and neutral pressure values in HPT sources [217, 218] the non-magnetization hypothesis
is justified by the fact that the ions Larmor radius is proportional to the characteristic
scale-length of the discharge. Lastly, the Drift-Diffusion (DD) approximation for electrons
was adopted instead of the full momentum equation [219], since the magnitude of the
electrons’ collision frequency is higher than its estimated velocity gradient [220]. However,
this approximation might not be strictly respected by heavy species at low pressure [220],
therefore their general momentum equations must be considered.
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6.2.1 Transport equations

The general set of governing equations consists in the balance of mass, momentum and
energy for each species present in the plasma. For what concerns electrons, the equations
read,

∂ne

∂t
+∇ · Γe = Re (6.2a)

∂

∂t

(
3

2
qneTe

)
+∇ ·

(
5

2
qTeΓe + ke∇Te

)
+ q E· Γe = Rε + Pε (6.2b)

ε0∇2ϕ = −q(ni − ne) (6.2c)

where ne is the electron density, Te is the electron temperature (in eV). Eq. 6.2c, is the
Poisson equation, where ϕ is the electrostatic potential, q is the elementary charge, ε0 is the
vacuum permittivity, ni the ion density, and E = −∇ϕ. Regarding the latter, it is worth
recalling that E is not related to the electrostatic component of the EM waves excited
by the RF antenna, but rather to the electrostatic field arising from the charge unbalance
due to the plasma diffusion and not to the oscillating electric field due to the RF power
coupling [221]. According to the DD approximation of the momentum equation [221, 222],
the particles fluxes read

Γe = µeneE−Dene
∇pe
pe

(6.3)

where pe is the electron pressure, µe and De are the transport coefficients, namely the
mobility and the diffusivity respectively. The expression of the transport coefficients for
magnetized species takes the tensor form,

µe = µeTr, De = DeTr (6.4)

where, µe = q/meνc is the isotropic mobility, me is the electron mass, and νc is the
collision frequency [223]. The isotropic diffusivity is given by the Einstein relation which

reads De = µeTe (with Tk in eV) [39, 88, 47]. Tr is the transport tensor, which is defined
as

Tr =
1

1 + |χc|2

 1 + χ2
x χxχy − χz χxχz + χy

χxχy + χz 1 + χ2
y χyχz − χx

χxχz − χy χyχz + χx 1 + χ2
z

 (6.5)

where χc = (χx,χy,χz) is the Hall parameter vector expressed as function of the intensity
of the magnetic field along the axes (x, y, z) respectively [224]. The sink/source terms (Re

and Rε) come from the plasma chemistry model. Pε is the RF power deposited by the
antenna calculated by the EM module (i.e., through ADAMANT [71]), it reads

εpower =
1

2
Re{J∗

P ·EP } (6.6)

where JP and EP are the polarization current and the local value of electric field inside the
plasma respectively. Finally, it is worth noting that the electron energy equation (Eq. 6.2b)
does not rely on the quasi-isotherm hypothesis enforced in previous works [70, 13, 14].
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Specifically, the electron heat flux is considered through the Fourier law (see Eq. 4.2) and

the thermal diffusivity reads ke = 5/2neDe [221, 88, 53]. Nevertheless, a deeper analysis
of the effects of the hypothesis of quasi-isotherm electron energy is discussed in Chapter 7.

Regarding the ions, the transport equations read,

∂ni

∂t
+∇ · niui = Ri (6.7a)

∂

∂t
(niui) +∇ · (niui) = −∇pi + qniE −miniνiui (6.7b)

∂

∂t

(
3

2
pi

)
+∇ ·

(
5

2
piui + ki∇Ti

)
− ui · ∇pi = Rεi (6.7c)

and the neutrals and exciteds species read,

∂n0

∂t
+∇ · n0u0 = R0 (6.8a)

∂

∂t
(n0u0) +∇ · (n0u0) = −∇p0 −m0n0ν0u0 (6.8b)

∂

∂t

(
3

2
pi

)
+∇ ·

(
5

2
p0u0 + k0∇T0

)
− u0 · ∇p0 = Rε0 (6.8c)

where n∗, T∗ are respectively the ion, neutrals and excited densities and temperatures
(expressed in K), R∗ and Rε∗ the species particles and energy sink/source terms ob-
tained from the chemistry model (see Sec. 6.2.2); m∗, ν∗, k∗ are the particles mass, the
momentum exchange collision frequency and the thermal diffusivity. The latter reads

k∗ = −5
2
n∗k2BT∗
m∗ν∗

[221, 88, 53], where kB is the Boltzmann constant. Finally, it is worth
noting that the conservative formulation of the fluid equations is enforced [210].

Under certain conditions it is possible to assume the DD formulation also for the heavy
species. This is true when the momentum collisional terms in the momentum equations
(see Eqts. 6.7b-6.8b) are proportional or greater than the convective terms [39], which
happens when dealing with discharges at a moderate pressure where a diffusive regime
is dominant. In addition, several authors have employed simplified models such as the
polytropic [45] or the isotherm [70, 39] hypothesis for the heavy species instead of solving
the full energy equation. Under this assumptions, the Eqts 6.7-6.8 can be written as

∂nk

∂t
+∇ · Γk = Rk (6.9a)

Γk = ±µknkE −Dk∇nk (6.9b)

where nk, is the density of the k-th species and µk, Dk are the transport coefficients,
namely the mobility (which is null for neutral particles) and the diffusivity respectively.
The latter can be expressed as [225]

Dk =
3

8

√
πkBT0/M

πσ2
DΩD

1

n0 + ns + ni
, k = 0, s, i (6.10)
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in which σD, and ΩD depend on Lennard-Jones parameters that can be inferred from [226],
while for what concerns ion mobility follows from the Einstein’s relation µi = Di/Ti.
Nevertheless, more details on the diffusion model are provided in Sec. 2.1. In Chapter 7,
a deeper analysis of the DD assumption against the full momentum solution, is shown
and the validity of the hypothesis is discussed. Nonetheless, the validity of the isotherm
formulation against the solution of the full energy equation is discussed in Sec. 7.2 in the
frame of the model validation.

Reactions

ArGS + e ⇌ Ar1sM + e excitation
ArGS + e ⇌ Ar1sR + e excitation
ArGS + e ⇌ Ar2p + e excitation
Ar1sM + e ⇌ Ar1sR + e excitation
Ar1sM + e ⇌ Ar2p + e excitation
Ar1sR + e ⇌ Ar2p + e excitation

ArGS + e ⇌ ArGS + e elastic scattering
Ar1sM + e ⇌ Ar1sM + e elastic scattering
Ar1sR + e ⇌ Ar1sR + e elastic scattering
Ar2p + e ⇌ Ar2p + e elastic scattering

ArGS + e → Ar+ + 2e ionization
Ar1sM + e → Ar+ + 2e ionization
Ar1sR + e → Ar+ + 2e ionization
Ar2p + e → Ar+ + 2e ionization

Ar1sR → ArGS + hν radiative decay
Ar2p → Ar1sM + hν radiative decay
Ar2p → Ar1sR + hν radiative decay

Table 6.1: Reactions considered in the CRM.

6.2.2 Plasma chemistry

In Chapter 3, a collisional-radiative model (CRM) has already been presented with the aim
of reproducing the dynamics of an argon plasma when the excited levels are considered.
Specifically, the 1s and 2p excited levels along with the ground state and the first ionized
level have been considered. Taking into account only 1s and 2p excited species is justified
since the working pressure of typical HPTs is sufficiently low (i.e., tenths of mTorr or lower)
that the density of higher excitation levels is negligible according to experiments [227]. The
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excited species (reported in Chapter 3) have been lumped into three equivalent states,
namely 1s metastable (1sM), 1s resonant (1sR), and 2p in order to reduce the number of
fluid equations [223]. The reactions considered are summarized in Tab. 6.1. The procedure
to calculate the reaction rates, the diffusion coefficients, along with the source/sink terms
in Eq. 4.1 and Eq. 4.2 in case of a Maxwellian electron distribution function has been
thoroughly discussed in Chapter 3.

6.2.3 Anomalous diffusion

The anomalous transport is an empirically observed discrepancy between the values of
the diffusion coefficients computed classically (see Sec. 6.2.1) and the ones measured in
experiments. This phenomenon can be attributed to the establishment of turbulence which
is broken down by instabilities of the magnetic field [228]. The classical definition of the
electron diffusion coefficient across a magnetic field reads [229]

D⊥ =
qTeνc
meωB

2
∼ 1

B2
(6.11)

where ωB is the cyclotron frequency [229]. Bohm found that the upper limit of the diffusion
coefficient behaves rather like [105],

DBohm =
1

16

Te

B
∼ 1

B
(6.12)

In order to account for this phenomenon, Boeuf [230] suggested to modify the collisional
frequency in the momentum equation adding a term proportional to the cyclotron fre-
quency

νBohm = ν + αωC (6.13)

where α is an empirical coefficient that should be adjusted to match experiments. As-
suming an axially oriented magnetic field B0 = (0, 0, Bz), this methodology leads to the
following formulation of the transport matrix:

Tr =
1

χz
2 + (1 + αχz)

2

1 + αχz −χz 0
χz 1 + αχz 0

0 0 χz
2 + (1 + αχz)

2

 (6.14)

In case of a generically oriented magnetic field, the transport matrix is obtained via the
tensor rotation approach suggested in Sanchez-Villar [53].

6.2.4 Boundary conditions

In proximity of the walls, the charged particles fluxes are such that an electrically unbal-
anced sheath forms [88, 39]. To model this phenomena, the Bohm sheath criterion [97]
is the one most commonly employed for a wide variety of discharges and wall materi-
als. When solving the fluid equations presented in Sec. 6.2.1, the boundaries of the fluid
problem are limited at the pre-sheath, i.e., the sheath region is not directly solved, but
rather assumed imposing the fluxes at the sheath-edge. In addition, the current-free con-
dition [70] is enforced when prescribing the charged fluxes at the walls. In each boundary
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of the domain, a Robin condition is assumed for the electron (and ions if DD is employed)
continuity equation to enforce the Bohm criterion [221],

±(µkE) · k̂nk − (Dk∇nk) · k̂ = Γ⊥ (6.15)

in which Γ⊥ = Γe = Γi =
√
qTe/Mni for ion, and electron fluxes, and k̂ is the boundary

normal versor. Similarly, for the energy equation (Eq. 6.2b), Bhom sheath criterion [231]
has been imposed through a Robin boundary condition that reads

−(µεE) · k̂ εn − (Dε∇εn) · k̂ = Γε,⊥ (6.16)

in which Γε,⊥ =
[
Te
2

(
1 + ln M

2πm

)
+ 2Te

]
Γe, µε = 5/3µe, and Dε = µεTe according to the

Einstein relation [39]. For what concerns the thruster’s outlet, a constant flux condition
is imposed through a Neumann condition to the charged species.

At the walls of the source, excited species diffuse according to the thermal motion while
the neutral flux is determined by the recombination of ionized and excited species [221].
A Neumann boundary condition has been imposed, that reads

∂nk

∂x⊥
= −Γ⊥

Dk
(6.17)

in which ∂
∂x⊥

is the derivative along the k̂ boundary normal versor. For the excited
species, the boundary condition depends on the particles thermal flux [232], and Γ⊥ =
Γs = 1

2vth,0ns in which vth,0 =
√

8kBT0/(πM) is the average thermal speed of the heavy
particles. As for the neutral species boundary condition, all the ions and the excited
particles which collide against the wall have been assumed to recombine [221] in accordance
with the ions wall reaction Ar+ −→ Ar, and the exciteds wall reaction Ar∗ −→ Ar; so
that Γ⊥ = Γ0 = −(Γi + Γs). For what concerns the momentum, a Neumann condition is
employed, namely

∂uk

∂x⊥
= 0 (6.18)

At the thruster inlet/outlet the motion of the excited and neutral species is solely due to
convection [13].

As per the Poisson equation the potential has been considered grounded assuming the
boundaries of the computational domain at the sheath edge, therefore

ϕ = 0 (6.19)

which is implemented through a Dirichlet condition. Nonetheless, also the thruster outlet
is assumed at ground according to Ahedo et al [15].

6.3 Implementation

The plasma transport equations have been implemented by means of the Finite Volume
Method (FVM) in a C++ code employing the OpenFOAM [72] libraries. The Poisson
equation as long with the balance equations for ions, electrons, exciteds and neutrals,
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Figure 6.2: Staggered mesh grid for the fluid domain.

have been time integrated in this very order, and spatially discretised on a 3D structured
staggered mesh made of hexahedra elements [210]. The peculiarity of the staggered mesh
(see Fig. 6.2) consists in performing the computation of the parameters of interest (e.g.,
density, velocity and temperature) over the cell centers of the mesh, whereas the fluxes
transporting those parameters are computed on the face centers. For a deeper review of the
staggered mesh and the FVM, the reader is referred to Patankar and Spalding [233, 210].

In order to avoid limiting time step requirements while allowing for stable and accurate
solutions when integrating the equations, a number of techniques have been adopted.
First, the Poisson equation has been implemented employing a semi-implicit scheme in
time [234]. Specifically, given the potential ϕ at the time instant t + 1 the equation has
been solved according to,

ε0∇2ϕt+1 = −q(nt+1
i − nt+1

e ) = −q

(
nt
i +∆t

∂nt
i

∂t
− nt

e −∆t
∂nt

e

∂t

)
(6.20)

where ∆t is the time step; the electron (nt+1
e ), and ion (nt+1

i ) densities at the (t+ 1)-th

time step are linearized substituting nt+1
k = nt

k + ∆t
∂nt

k
∂t (with k = i, e), in which

∂nt
k

∂t is
computed at the t-th time step. With this approach, the Poisson equation is not influenced
by the dielectric relaxation constraint, which can severely limit the time step [234, 222].
Second, the balance equations for each species have been solved by means of an implicit
backward marching time integration as shown in Moukalled et al [210]. Thanks to this for-
mulation the Courant-Friedrichs-Lewy (CFL) criterion [234, 222] can be avoided. Finally,
even though the backward marching time integration is considered, the CFL criterion is
still respected, i.e., the Courant number is always kept below unity, in order to guarantee
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the stability and more importantly the accuracy of the solution. For what concerns the spa-
tial discretization, laplacian, divergence and gradient operators have been discretized by
means of the Gauss-Green theorem and the MUSCL scheme as presented in Moukalled et
al [210]. Regarding the boundary conditions, the classical schemes for Dirichlet, Neumann,
and Robin conditions [210] are employed. Finally, the solution convergence is obtained
once the electron density residuals, i.e., the relative difference between the electron density
at two consecutive time steps, is lower than a prescribed threshold (ϵF,max).
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Chapter 7

Numerical results

The scope of this chapter is to quantify the influence that different formulations of the
plasma chemistry, the energy equation, and the diffusion model have on the numerical
results. Moreover, the validity of the DD hypothesis against the solution of the full
momentum equation for the heavy species is discussed as well. To this end, a simplified
geometry representative of a medium-low power HPT [8] has been adopted (see Fig. 7.1a)
and simulations performed against the results of the previous formulation (herein after
referred as OLD) reported in Magarotto et al [70]. The Helicon source has a cylindrical
shape of length L = 0.10 m and radius R = 0.05 m. The magnetic field is generated
by Helmholtz coils, as in the prototype proposed by Ziemba [235]. Inside the source, the
magnetic field is quasi-axial and the intensity at the thruster outlet is B0 = 500 G [26].

(a)

-0.05 0 0.05

0

0.01

0.02

0.03

0.04

1

2

3

4

(b)

Figure 7.1: a) Schematic of the simplified HPT considered for the numerical analysis, mag-
netic field lines and Helmholtz coils have been highlighted. b) Assumed power deposition
profile.

The parameters analyzed in the following are the electron density (ne) and temperature
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(Te) profiles computed with the FLUID module, and thrust (T ) and specific impulse (Isp)
provided by the analytical plume model of Sec. 2.2. For this analysis, the power deposition
profile has been assumed and not computed with the EM module (see Fig. 7.1b) in order
to: (i) focus on the effect that each phenomenon (i.e., plasma chemistry, energy equation,
and anomalous diffusion) has on the fluid model neglecting the indirect influence of the
power deposition profile, (ii) understanding whether these phenomena have a major role on
the determination of the propulsive performance. The total power coupled to the plasma
is Pw = 12 W. The system is fed with argon gas at initial temperature T0 = 300 K. The
propellant mass-flow rate (ṁ0) has been varied in the range from 0.5 mg/s to 50 mg/s
so that the operational neutral density (n0) is in the range from 1019 m−3 to 1021 m−3.
Referring to Fig. 7.1a, the surface at z = −0.05 m is considered the thruster inlet while
the surface at z = 0.05 m is the outlet (boundary conditions are defined coherently).
The initial gas convection speed is assumed aligned along the axis of the thruster and its
magnitude is u0 = 1/4vth, where vth is the thermal speed of neutral species. Reaction rates
which govern the plasma chemistry are assumed according to Sec. 6.2.2. The discretization
of the computational domain consisted of a structured mesh of 31250 hexahedra. The mesh
is a 2D axysimmetric one due to the symmetry of the problem and the simplified power
deposition used for the physical analysis. The temporal discretization is done with an
integration time step of 10−8 s. In Tab. 7.1 the parameters used in the simulations of the
simplified HPT are shown.

Parameters of the simulations

R 0.05 m
L 0.10 m
B0 500 G
Pw 12 W
T0 300 K
ṁ0 0.5 ö 50 mg/s
n0 1019 ö 1021 m-3

Table 7.1: Parameters used in the simulations of the simplified HPT.

7.1 Plasma chemistry

The results obtained with the plasma chemistry model proposed in Magarotto [70] (i.e.,
excited condensed in only one equivalent species) have been compared against the ones
attained with the formulation discussed in Section 6.2.2. Two versions of the upgraded
chemical model have been considered, namely neglecting or considering radiative decay
reactions (see Tab. 6.1). Hereinafter, the chemistry model proposed in Magarotto [70] has
been referred to as OLD, the new model in which the radiative decay is neglected as CM
(collisional model) and the last one as CRM (collisional-radiative model). The assumed
mass flow rate is ṁ0 = 5 mg/s, namely the operational neutral density is n0 ≈ 1020 m−3,
the quasi-isotherm formulation of the energy equation is adopted [70], and the anomalous
transport has been neglected.
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Figure 7.2: Electron density (ne) within the Helicon source as a function of the radial (r)
and axial (z) coordinates. a) OLD, b) CM, and c) CRM chemical models.

Plasma density and electron temperature profiles obtained with the three formulations
of the plasma chemistry are depicted in Fig. 7.2 and Fig. 7.3 respectively. There are no
significant differences (lower than 5%) between OLD and CM both in terms of electron
density and temperature. On the other hand, the electron density computed with CRM
is almost 60% lower with respect to CM and OLD; the temperature peak is 25% higher.
This is due to the loss mechanisms associated to the decay of the excited states toward
lower energy levels (see Chapter 3). In Table 7.2, the propulsive performance is reported;
a significant drop of about 40 % can be seen comparing CRM and CM / OLD.
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Figure 7.3: Electron temperature (Te) within the Helicon source as a function of the radial
(r) and axial (z) coordinates. a) OLD, b) CM, and c) CRM chemical models.

Model T [mN] Isp [s]

OLD 59.6 1101
CM 59.9 1104
CRM 40.6 741

Table 7.2: Propulsive performance obtained using three different plasma chemistry models.

7.2 Energy equation

In Magarotto [70], the energy equation was determined according to the quasi-isotherm
hypothesis. In the model presented in this work, a more general formulation is proposed
in which the contribution of the heat flux is taken into account (see Eq. 6.2b). In the
following, the plasma chemistry is handled according to CM, the anomalous transport is
not considered, and the mass flow rate is ṁ0 = 5 mg/s (n0 ≈ 1020 m−3).
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Figure 7.4: Electron density (ne) within the Helicon source as a function of the radial (r)
and axial (z) coordinates. a) Q-I, and b) FE formulations of the energy equation.
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Figure 7.5: Electron temperature (Te) within the Helicon source as a function of the radial
(r) and axial (z) coordinates. a) Q-I, and b) FE formulations of the energy equation.

In Fig. 7.4 and Fig. 7.5, the electron density and temperature obtained enforcing
the quasi-isotherm hypothesis (referred to as Q-I) or solving the full energy equation
(referred to as FE) are reported. A non-negligible difference can be seen between the two
formulations. Considering FE, ne decreases of almost 33% with respect to Q-I, and Te

increases of more than 1 eV. This result is associated to a higher energy loss predicted
from FE with respect to Q-I with the assumed geometric/magnetic configuration.
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7.3 Anomalous diffusion

The effects of the anomalous diffusion have been analyzed via a sensitivity analysis over
the parameter α (see Eq. 6.13). The Q-I hypothesis and the CM formulation are assumed
along with three different values of the mass flow rate are considered, namely ṁ0 = 0.5,
5, 50 mg/s (n0 ≈ 1019, 1020, 1021 m−3). In Fig. 7.6 results are depicted in terms of peak
electron density and temperature, while in Fig. 7.7 thrust and specific impulse are reported.
The magnitude of α affects plasma density up to 50% with the minimum in correspondence
of α ≈ 1 and maximum for α = 0. Limiting the analysis to α ≤ αBohm = 1/16, ne varies
no more than 10% in function of α (the higher ṁ0 the lower the influence of α on ne). Te

is instead affected less than ±0.5 eV by α. This can be explained with a general lower
magnetic confinement associated to the anomalous diffusion with respect to the classical
formulation [228]. Consequently, the choice of α influences less than 20% the estimation
of thrust and specific impulse.
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Figure 7.6: a) Peak electron density ne, b) peak electron temperature Te as a function of
the anomalous diffusion parameter α. Three values of the mass flow rate ṁ0. The dashed
line indicates αBohm = 1/16.
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Figure 7.7: a) thrust T , and b) specific impulse Isp as a function of the anomalous diffusion
parameter α. Three values of the mass flow rate ṁ0. The dashed line indicates αBohm =
1/16.

7.4 Heavy species momentum equation

In this section, several numerical approaches for the solution of the balance of mass,
momentum and energy are considered for the neutrals and charged particles. Three nu-
merical approaches to solve the heavy species mass and momentum balance equations
are proposed; the first consists in the solution of the approximated Drift-Diffusion (DD)
problem [39, 236], the second an explicit solution of the balance equations in a sequential
fashion, and lastly a solution based on the pressure-based method SIMPLE developed by
Patankar and Spalding [233, 210]. In this analysis, the heavy species energy balance is
reduced to the isotherm relation [70, 209] for the sake of simplicity. For what concerns the
electrons momentum equation, the drift-diffusion assumption is always employed, thus con-
tinuity and energy balance are solved by means of an explicit segregated approach. Lastly,
the Poisson equation is handled through a semi-implicit scheme presented in Sec. 6.3. The
different algorithms employed for solving the coupled balance equations for the heavy
species were compared in terms of accuracy and computational cost.

7.4.1 Numerical strategies

Three numerical strategies have been adopted. First the Drift Diffusion approximation as
shown in Sec. 6.2, has been considered for the heavy species without solving the momentum
equation. The main advantage of this approach consists in the extreme simplification of
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the transport solution as the equations to be solved consist only in the continuity for
each species (see Eq. 6.9). However, this method may be inaccurate with respect to the
solution of the full momentum equation. As a matter of fact, this is the case for low
pressure plasma (tenths of mTorr or lower). Generally, the Drift Diffusion gains validity
when the magnitude of the momentum collision frequency is several orders of magnitude
higher than the total derivative in the momentum equation [220].

Second, the heavy species’ momentum equation and continuity equation have been di-
rectly solved, in an explicit segregated fashion (EXP). The main issue of this methodology
consists in the lack of a coupling algorithm of the equations’ solution. For instance, if the
momentum equation is solved at a certain time step, there is no guarantee that the result-
ing velocity field, when plugged into the continuity equation, will satisfy the conservation
of mass [210]. When strongly coupled problems like the plasma equations are tackled, this
methodology, although simple in its implementation, requires strict space-time resolution
grids. For this reason, the CFL condition [210] must be enforced when using this approach.

Lastly, the Semi-implicit Method for Pressure Linked Equations (Simple) algorithm [210]
has been exploited to solve the coupled pressure-velocity equations for the heavy species.
This algorithm consists in the iterative solution of the momentum equation and of a pres-
sure correction equation built from the continuity, with the goal of solving both a velocity
and pressure fields that satisfy the conservation of mass. First the momentum equation
is solved to compute an intermediate velocity field and mass fluxes, then the pressure
correction equation is solved. The pressure correction is used to correct the velocity and
mass fluxes. The process is iterated until the correction fields drops to zero [210].

7.4.2 Results

For this analysis the length and radius of the HPT source are respectively L = 0.10 m and
R = 0.01 m. The source is filled with argon at T0 = 300 K, and pressure p0 = 30 mTorr.
For the sake of the analysis of different numerical strategies, a uniform antenna’s power
deposition map has been considered with a power deposition density of Pw = 1026 V

sm3 .
Two Helmholtz coils generate the magnetic field. The currents in the coils are inverted
to generate a cusp in the middle to test the different numerical strategies in condition of
strong gradients in the electron fluxes that drive the plasma transport. The peak of the
magnetic field is B0 = 0.05 T , and the topology is shown in Fig. 7.8.

Parameters of the simulations

R 0.01 m
L 0.10 m
B0 0.05 T
T0 300 K
p0 30 mTorr

Table 7.3: Parameters used in the simulations of the Helicon Source.
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Figure 7.8: Magnetic topology with the Helmholtz inverted currents.

(a) (b)

(c)

Figure 7.9: Electron density map computed with a) Drift-Diffusion, b) Explicit method,
c) Simple algorithm.
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The simulation strategies described in Sec. 7.4.1, namely the Drift Diffusion (DD), the
explicit segregated solver (EXP) and the Simple algorithm (SMP), have been employed
in the simulation of the HPT source. In Fig. 7.9-7.10 are shown respectively the electron
density and temperature profiles calculated with the DD, EXP and SMP strategies. The

(a) (b)

(c)

Figure 7.10: Electron temperature map computed with a) Drift-Diffusion, b) Explicit
method, c) Simple algorithm.

physical trends of all the methods are quite in agreement with what expected in reality,
although notable difference can be seen in the magnitude of the density and temperature
profiles. The difference between the peak of electron density between the DD and the EXP
case is about 38%, whereas the difference between the EXP and the SMP case is about
4.4%. It can be seen that the DD provides results notably different with respect to the
solution of the full momentum equation and this is likely due to the drop of the temporal
and spatial gradients which in low pressure plasma can be non-negligible. Analogous
considerations apply to the electron temperature and the effects can be seen also in the
propulsive performance (see Tab. 7.4).

Regarding the computational efficiency, the DD solution required 200 s to reach con-
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vergence, whereas the EXP solution required 700 s. The SMP solution converged in only
70 s being thus the most computationally efficient of the different simulation strategies.
This is mainly due to the fact that the SMP method separates the pressure and veloc-
ity calculations and updates them iteratively, which allows for a larger time step to be
taken, leading to faster convergence and reduced computational time. Additionally, the
SMP method does not require the inversion of large matrices, as the pressure correction
equation is solved using a simple iteration process [210]. This reduces the computational
load compared to explicit methods and generally makes the SMP method a more efficient
option for solving the momentum equations.

Model Thrust [mN] Specific impulse [s] Computational time [s]

DD 6.32 359 200
EXP 4.50 426 700
SMP 4.69 423 70

Table 7.4: Propulsive data computed with the different numerical strategies and related
computational time.

(a) (b)

Figure 7.11: Sensitivity analysis of the different fluid approaches: a) electron density
normalized with the neutral density; b) electron density normalized with the electrostatic
potential.

Finally, a sensitivity analysis has been carried out over the neutral pressure to assess
the range of validity for each numerical approach. The simulation setup is kept the same,
however the neutral pressure is varied from 20 mTorr (low pressure) to 100 mTorr (high
pressure). In Fig. 8.1, the normalized plasma density and temperature are shown for all the
approaches. It can be noted that increasing neutral pressure all the proposed approaches
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converge to the same solution, whereas at low pressure regime the DD diverges with
respect to the EXP and SMP of about 20% in the normalized electron density and of 66%
in the normalized electron temperature. This is due to the fact that the DD neglects the
material derivative in the momentum equation assuming that the collision frequency is
way higher. However, in low pressure regime the plasma becomes weakly collisional and
therefore the convective gradients cannot be neglected. At higher pressure, the collisional
regime is higher and the DD solution becomes similar to the other approaches where the
momentum equation is solved without further assumptions.

7.5 Discussion

The effect produced by different formulations of the plasma chemistry model, the electron
energy equation, and the diffusion coefficients on the electron density and temperature
profiles, along with the thrust and the specific impulse in case of a medium-low power
HPT [8] has been assessed. To this end, a simplified Helicon source for space application
has been studied, plasma profiles are computed with the FLUID module presented in
Chapter 6, and the propulsive performance is estimated with the analytical model shown
in Sec 2.2. Lumping different excitation levels in one or three equivalent species has
a minor effect on the results of the simulation (ne and Te affected for less than 5%).
On the contrary, the energy losses due to radiative decay reactions affect the propulsive
performance up to 40%. Formulating the electron energy equation with the quasi-isotherm
hypothesis or accounting for the heat flux results in estimations of the electron density
that differ for about 30%. Defining the diffusion coefficients according to the classical
formulation or the anomalous transport does not have a major influence on the propulsive
performance (<20%).

Finally, for what concerns the solution of the momentum equation for the heavy species
different numerical strategies have been considered, namely the DD, the explicit segregated
solver and the Simple algorithm, while the electrons have been solved with the Drift-
Diffusion assumption. For every analysis, the HPT source has been evaluated in terms of
electron density, electron temperature, and propulsive performance, namely thrust. The
DD strategy showed notably different behavior with respect to the other two methods
probably due to neglecting the total time derivative in the momentum equations. The
EXP and SMP provided very similar results with little difference in the plasma profiles,
however the SMP showed to be the most computationally efficient among the three meth-
ods with computation times of one order of magnitude lower with respect to the DD
and EXP. Moreover, a sensitivity analysis of the different strategies has been performed
over the neutral pressure in order to assess the validity of each approach both at weak
and high collisional regime. The DD showed that neglecting the convective gradients in
the momentum equations leads to considerable divergence from the solution with the full
momentum equation at low pressure regime, being this due to the low collisional regime
to be expected at lower pressures. Therefore, one must always solve the full momentum
equation without further assumptions on the convective gradients when dealing with low
pressure discharges to accurately predict the plasma parameters and finally the thruster’s
performance.



Chapter 8

Validation of the numerical
approach

8.1 Experiment/simulation set-up

The numerical strategy proposed in Chapter 6 has been benchmarked against experimen-
tal data collected on a Helicon source, namely the Piglet reactor analysed in the work
of Lafleur [237]. Since the reported experiment was carried out on a reactor (i.e., not a
thruster), the propulsive performance is not considered, and the validation is rather tar-
geted on the prediction of the plasma profiles within the reactor. The setup is composed of
a discharge camber (i.e., a dielectric tube) in which the plasma is produced and heated up,
along with an expansion chamber. The discharge chamber is long 0.2 m with a diameter of
0.136 m, and is driven by a double-saddle antenna wrapped around the dielectric tube. The
antenna powered at 250 W and at a frequency of 13.56 MHz generates the plasma within
the discharge chamber. Two 500 turns electro-magnet coils surrounds the RF antenna and
are employed to generate the confining magneto-static field; more specifically two configu-
rations have been considered, namely the Source Coil and Exhaust Coil (see [237, Fig. 1]
for further details). Both the configurations generate a magnetic field of intensity up to
2.1 mT. The source is filled with argon through a port in the diffusion chamber, and the
gas pressure is 2.7 mTorr. The electron density has been measured along the axis of the
discharge with a Langmuir probe operated in ion saturation mode. For further details on
the experimental setup see Lafleur [237]. In Table 8.1, the input parameters considered for
the numerical simulation are reported, and in Fig. 8.1a-8.1b the resulting magnetic field
of the two configurations employed in the experiment [237], namely the Source Coil and
Exhaust Coil, are shown. The generalized formulation of the energy equation is assumed,
the Collisional Radiative chemistry model discussed in Sec. 6.2.2 has been adopted, and
the anomalous diffusion correction (see Sec. 6.2.3) is considered with α = 1/16. The
power deposition profile is calculated with the EM module, and not assumed, in order to
be more adherent with reality. The plasma transport is handled with the FLUID module
and the whole simulation is carried out through the iterative convergence cycle described
in Sec. 6.1. Regarding the chemistry data considered for the simulations, the reaction
rates coefficients reported in Chapter 3 have been adopted. All the boundaries of the
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(a) (b)

Figure 8.1: Axial intensity (Bz) of the magnetic field generated by: a) source coil; b)
exhaust coil.

simulation domain have been treated as walls (see Sec. 6.2.4). Finally, the SIMPLE mo-
mentum coupling strategy discussed in Sec. 7.4 is employed for both the neutrals and the
excited species, while the ions are solved through the Explicit Segregated method. The
fluid domain consists of a 2D-axisymmetric structured hexa-mesh of 11000 elements. For
what concerns the EM domain, the source is made of an unstructured mesh of about 10000
tetrahedral elements.

Parameter Value

Source diameter 0.136 m
Source length 0.2 m
Expansion chamber diameter 0.320 m
Expansion chamber length 0.288 m
RF input power 250 W
Antenna frequency 13.56 MHz
Magneto-static field (axis peak) 2.1 mT
Gas pressure 2.7 mTorr

Table 8.1: Input parameters used to simulate the Piglet reactor [237].

8.2 Results

The numerical strategy presented in Chapter 6 has been compared against the measure-
ment performed on a Piglet Helicon reactor [237]. In particular, the benchmark is done
in terms of the electron density profiles measured on the axis of the Helicon reactor. The
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measurements were performed by means of a Langmuir probe aligned with the reactor’s
axis and the measurement sweeps were such to sample the electron density in different
axial positions. For comparison, the results obtained with the formulation of the FLUID
module proposed in Magarotto [70] have been reported as well in Fig. 8.2-8.3 (labelled as
Old).

In Fig. 8.2, the plasma density profile (labelled as New) obtained in the Source coil
configuration and the reference experimental data are depicted. The electron density
is peaked in the source region (i.e., z < 0 m) under the coil and the antenna. More
specifically, the peak is positioned on the reactor’s axis, i.e., where the Langmuir probe
is positioned. In Fig. 8.2b, the plasma density on the axis of the discharge is depicted.
The experimental values are well reproduced by the numerical results, both in terms of
physical trends and magnitude. In fact, the maximum deviation of the numerical results
from measurements registered on the peak intensity is about 24% whereas the deviation
of the results predicted with the Old model, is roughly 78%. Also in the Exhaust Coil
configuration, the electron density profile predicted numerically is peaked in the source
region in proximity of the axis as shown in Fig. 8.3a. Moreover, the trend predicted
numerically is in very good accordance with the experimental one (see Fig. 8.3b) and the
computed peak of electron density deviates roughly of 25% from the experimental one,
whereas the Old model deviates of 55%.

(a) (b)

Figure 8.2: a) The electron density profile (ne) calculated numerically, and b) the com-
puted electron density on the axis of the discharge, when the magneto-static field is gen-
erated by the Source Coil (dotted line) compared against the experimental data (open
circles), and the Old model (solid line).

The uncertainty related to the experimental measurements are not explicitly reported
in the reference paper [237]. Nevertheless, an uncertainty of ±25% was considered for
this analysis, as discussed in Magarotto et al [70]. For what concerns the simulations, a



104

confidence interval (referred to as numerical envelope) of about ±20% has been associated
to the numerical results. The first source of numerical uncertainty is due to cross-sections.
The variance associated to the choice of this parameter from different sources may be
significant as already demonstrated in Chapter 3. Moreover, an additional source of un-
certainty is related to further approximations on the input parameters of the model. The
assumption of Maxwellian distribution function for the electrons may not always be accu-
rate, e.g., this is particularly true in proximity of the walls where the sheath forms [238],
and in the expansion chamber where a bi-Maxwellian might occur [70]. In addition, the
hypothesis of non-magnetized ions might affect the results as well. However, each of these
errors is expected to be in the order of few percent points [70].

(a) (b)

Figure 8.3: a) The electron density profile (ne) calculated numerically, and b) the com-
puted electron density on the axis of the discharge, when the magneto-static field is gen-
erated by the Exhaust Coil (dotted line) compared against the experimental data (open
circles), and the Old model (solid line).

Finally, the power deposition, the electron temperature and the ion temperature pro-
files have been reported for both the Source Coil and the Exhaust Coil cases (see respec-
tively Figs. 8.4 and 8.5). In the reference paper [237] there are no data to benchmark
these predictions, nonetheless the analysis of these results can give useful insights on the
plasma behavior in this reactor. First, it can be seen that the deposited power density is
not significantly influenced by the topology of the magnetic field: for both the configu-
rations (see Fig. 8.4a and Fig. 8.5a) the power peak is located in the source region close
to the edge of the discharge, i.e., near the antenna location. More significant differences
can be noticed on the plasma temperature profiles (see Fig. 8.4b-8.4c and Fig. 8.5b-8.5c)
which are clearly influenced by the magnetic topology. The position of the electron tem-
perature peak is located near the deposited power peak but shifted in proximity of the
active coil in both the configurations. Therefore, it can be concluded that the magnetic
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field topology affects more the electron density and temperature profiles (i.e., the plasma
transport) than the power deposition. For what concerns the ions, it can be noted that
the peak follows the electrons’ one. However, there is no direct correlation between the
ions and the deposited power as there is for the electrons, i.e., Rε directly drives the elec-
tron energy equation (see Eq. 6.2b) but not the ion energy (see Eq. 6.7c). In fact, the
main mechanism of energy transfer toward the ions consists in the electron collisions.

(a) (b)

(c)

Figure 8.4: The profiles of a) deposited power (Rpow), b) the computed electron temper-
ature (Te), and c) the computed ion temperature (Ti) when the magneto-static field is
generated by the Source Coil.

To conclude, the numerical predictions and the experimental measurements have shown
an excellent agreement. The physical trends are well reproduced and the quantitative dif-
ferences between the numerical and experimental results is always within the uncertainty
bands. In fact, the numerical envelope and the measurements uncertainty band are always
overlapped. In addition, it has been shown numerically that the magnetic topology influ-
ences more the plasma transport rather than the power deposition. To further improve
the agreement between numerical and experimental measurements, several strategies can
be adopted. First, the assumption of a Maxwellian distribution for the plasma particles
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(a) (b)

(c)

Figure 8.5: The profiles of a) deposited power (Rpow), b) the computed electron temper-
ature (Te), and c) the computed ion temperature (Ti) when the magneto-static field is
generated by the Exhaust Coil.

is a simplification and does not always hold in real plasma systems. Plasma particles in
a Helicon Plasma Thruster may exhibit deviations from a Maxwellian distribution due
to a variety of physical processes [92], such as non-uniform heating, cooling, and accel-
eration. These deviations can have a significant impact on the plasma properties, such
as the density, temperature, and velocity distributions, and can therefore affect the accu-
racy of the numerical predictions. To account for non-Maxwellianity, more sophisticated
models that consider the deviation from Maxwellian distributions can be employed. For
example, bi-Maxwellian [237] or Kappa distributions [239] can be used to represent the
particle distributions in the plasma. These models can provide a better description of the
plasma particles and can result in improved numerical predictions compared to using a
Maxwellian distribution alone. In addition, advanced diagnostic techniques can be used
to measure the plasma properties in the experiments and validate the non-Maxwellian
models used in the numerical simulations. This can help to further improve the accuracy
of the numerical predictions and the agreement with experimental data.
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Secondly, improving the boundary conditions can also play a key role in improving
the agreement between experiments and numerical predictions. In particular, the bound-
ary conditions for Poisson’s equation, which governs the electric potential in the plasma,
may have a significant impact on the results. Therefore, using a more accurate and re-
fined representation of the plasma-wall interactions could lead to better agreement with
experimental data.

Finally, improving the numerical methods used in the simulation can also help to
improve the agreement between experiments and numerical predictions. This can involve
the use of more advanced numerical schemes, such as higher order methods and Riemann
HLLC methods [240] to capture the plasma physics more accurately and robustly.
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Conclusions

In this work two main topics have been addressed:

(i) developing a Global Model (GM) with several chemistry models for the analysis of
an HPT working with noble gases and alternative propellants;

(i) developing a multi dimensional numerical tool capable of predicting the plasma gen-
eration and transport across a HPT.

Regarding the first topic, the GM has been firstly used for the analysis of HPT working
with classical propellants such as the noble gases. In this regard, two main topics have been
addressed: (i) presenting a novel lumping strategy to account, in a reasonable computation
time, for the dynamics of the excited states in neon, argon, krypton, and xenon low pressure
(<50 mTorr) discharges; (ii) performing a sensitivity analysis to assess how cross-sections
from different datasets affect the estimation of plasma parameters. Concerning the first
point, the main outcome is a methodology to investigate, in a reasonable computation
time (in the order of few seconds), how the dynamics of the excited states affect the
estimation of plasma density and temperature in low pressure discharges. In this regard,
only 1s and 2p excited states have been simulated. The fine structure energy levels have
been lumped in metastable and resonant 1s (1sM and 1sR respectively), along with 2p.
The proposed methodology relies on the assumption that LTE holds between the fine
structure energy states that are lumped together. Both collisional excitation/de-excitation
and radiative decay reactions have been considered, so no assumption of LTE nor Corona
equilibrium is done between different lumped states [145]. The lumping methodology has
been benchmarked against the results obtained treating all the excited states as separate
species; differences lower than 1% have been registered. Experimental evaluations of
the electron density and electron temperature have been used to validate the proposed
methodology. Specifically an ICP reactor [146] operated with argon, neon, krypton and
xenon has been simulated with a Global Model. Regarding the second point, the choice of
the cross-section dataset can have a non-negligible effect on the results of the simulation,
in particular if radiative decay is modelled. A maximum variance between highest and
lowest density is 30%. A single set of cross-sections that gives results always closer to
experiments has not been found. Therefore in Appendix A an analytical fitting of the rate
coefficients that provide the highest and the lowest density for each gas has been reported.

Moreover, the HPT plasma chemistry has been tackled concerning alternative propel-
lants such as air and iodine. Regarding the former, a chemistry set comprising reactions
of both atomic and molecular oxygen and nitrogen, was implemented in the GM. Results
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have been verificated against numerical simulations taken from literature, showing good
agreement of the numerical models, with a maximum deviation registered of 25% due to
several factors such as different reactions considered in the chemistry, the diffusion mod-
els and different numerical algorithms employed in the solution of the balance equations.
In addition, the on going experimental activities at the University of Stuttgart targeted
on the characterization of an air-breathing HPT with the aim of validating the GM air
chemistry, are reported. In particular, a momentum flux balance and a B-Dot probe have
been calibrated. The first will provide thrust data that can be used for the validation of
the GM with the air chemistry model, while the latter will be employed for demonstrating
the propagation of the Helicon waves.

For what concerns iodine, the propulsive performance of REGULUS, an iodine fed
HPT [12], has been addressed by coupling the GM and a PIC methodology. Numerical
results have been quantitatively compared against experimental measurements [83]. The
GM has been adapted with an iodine chemistry model, taking into account also the effects
of electronegativity in the prediction of the plasma properties. Moreover, the chemistry
model has been adopted also in the PIC code Starfish. The HPT propulsive performance
have been assessed for several power inputs. The predicted results have shown to be in
good agreement with the experimental data, being the maximum error of 12%, which lies
in the uncertainty band of the experimental measurements.

Regarding the second topic addressed, the 3D numerical tool developed in this work,
consists of two main modules, i) the EM module which provides the power deposited by the
antenna into the plasma, and ii) the FLUID module, responsible of predicting the plasma
profiles driven by the deposited power. The two modules run iteratively until a steady
state solution is converged. This tool has been exploited for analysing a HPT in terms of
physical models employed. Specifically, results provided with different formulations of the
argon plasma chemistry (i.e., Collisional Radiative Models) lumping the excited states, the
electron energy equation, and the diffusion coefficients have been quantitatively compared.
The effect produced by each single aspect on the electron density and temperature profiles,
along with the thrust and the specific impulse in case of a medium-low power HPT [8]
has been assessed. To this end, a simplified Helicon source for space application has been
studied, plasma profiles are computed, and the propulsive performance is estimated with
a simplified analytical model [44]. Lumping different excitation levels in one or three
equivalent species has a minor effect on the results of the simulation (ne and Te affected
for less than 5%). On the contrary, the energy losses due to radiative decay reactions
affect the propulsive performance up to 40%. Formulating the electron energy equation
with the quasi-isotherm hypothesis or accounting for the heat flux results in estimations of
the electron density that differ for about 30%. Defining the diffusion coefficients according
to the classical formulation or the anomalous transport does not have a major influence
on the propulsive performance (<20%).

Furthermore, an analysis on the solution of the momentum equation (FLUID module)
for the heavy species, i.e., ions, exciteds and neutrals, was addressed. Different numerical
strategies have been considered, namely the Drift Diffusion (DD), the explicit segregated
solver (EXP) and the Simple algorithm (SMP), in the simulation of a typical HPT source.
For every analysis, the source performance has been evaluated in terms of electron density,
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electron temperature, and propulsive performance, namely specific impulse and thrust.
The DD strategy showed notably different behavior with respect to the other two methods
probably due to neglecting the total time derivative in the momentum equations. The EXP
and SMP provided very similar results with little difference in the plasma profiles (less
than 5%), however the SMP showed to be the most computationally efficient among the
three methods with computation times of one order of magnitude lower with respect to
the DD and EXP.

In conclusion, results provided by the numerical tool with the generalized formulation
of the FLUID module have been benchmarked against measures of the electron density
performed on a Piglet reactor [237]. To this end, both the plasma transport and the
power deposition profiles are solved and simulations are carried out through the iterative
convergence cycle described in Sec. 6.1. The experimental trend is reproduced by numerical
results for the reactor in two different configurations of the magnetic topology, namely the
Source coil and Exhaust coil cases [237]. Generally, an excellent agreement of the physical
trends of the numerical predictions against the measured data, is observed. For both the
cases the disagreement on the plasma density peak is lower than 25%, and the profiles
always within the uncertainty band of the measures.

Finally, it is worth mentioning that self-consistent numerical tools capable of simu-
lating the plasma dynamics in RF sources are of interest not only for space applications,
but also in the fields of material processing [105], lightning [241], along with radar and
telecommunications [242, 243, 244, 245, 246].

Future developments

The GM has proven to be a satisfactory tool for gaining macroscopic insights on the
physics and the performance of HPTs fed with traditional and alternative propellants.
Nevertheless, a number of future developments must be accounted. First, the air chemistry
model must be properly validated against experimental data. To this end, an experimental
campaign is currently undergoing at the University of Stuttgart with the aim of collecting
data for a proper validation. For what concerns both air and iodine chemistry models, a
future work must be dedicated on finding accurate cross-section for the reactions involved
in the model. This may be done via spectroscopic experiments [97] or through calculations
with quantum methodologies [247].

Moreover, the chemistry model addressed in this work will be implemented on the 3D
numerical strategy presented. In this way, it will be possible to accurately simulate the
HPT fed with alternative propellants. Nevertheless, the 3D numerical strategy presented
in Sec. 6.1 will be further improved also in terms of numerical and physical models. The
boundary conditions for the FLUID model will be properly addressed. Physical models
accounting for phenomena such as the Secondary Electron Emission and more realistic
sheath models [238] will be analyzed. For what concerns the balance equations, other ap-
proaches will be considered and in particular the density methods like the HLLC Riemann
methodology [210] as they are well suited for highly compressible fluids, such as plasma.
Finally, since in the plume the distribution function of the charged particles can signifi-
cantly depart from the Maxwellian [68, 69] and the plasma density is order of magnitudes
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lower than in the production stage [42], a PIC strategy might be the best candidate to
obtain accurate propulsive performance data with reasonable computing time. Therefore,
the numerical code SPIS [248] will be employed and coupled with the FLUID module
by means of proper boundary conditions. Once the FLUID module and the PIC will be
integrated, the numerical tool will be employed to optimize the design of the thruster,
namely both Production Stage and Acceleration Stage, in order to improve the thruster’s
efficiency and propulsive performance. In conclusion, a comparison of the models will be
made with respect to experimental measurements of a HPT fed with xenon, iodine and
air for a thorough validation.

Novelty

Finally, it is worth highlighting the innovative contributions associated with this research
work:

(i) The development of a GM with several chemistry models to analyze the performance
of a HPT fed with both noble gases such as argon, neon, krypton and xenon and
innovative propellants such as iodine and air. For what concerns the former, a novel
lumping methodology has been developed. This can be used for dramatically reduc-
ing the computational cost without affecting accuracy when modelling the excited
species in the plasma chemistry for both GM and multidimensional codes. Regarding
iodine, this propellant is becoming of great interest as a valid alternative to xenon in
the electric propulsion field, therefore there is a growing need for models capable of
predicting the thruster performance accounting for its chemistry. In this regard, a
GM with an iodine chemistry set has been developed and cross-sections and reaction
rates have been collected from literature as well. Thanks to this numerical tool it
is possible to design novel thrusters target at the utilization of iodine propellant
and perform preliminary optimizations. For what concerns air, this raised a great
deal of interest recently, due to the application of air-breathing technology [18]. In
this regard, a chemistry model has been set collecting data, namely cross-sections
and transport coefficients, from literature and a GM capable of simulating a HPT
has been developed. This tool allows the preliminary estimation of an air-breathing
thruster performance and can be used to assess both propulsion and system analysis
of the thruster operating at various altitudes. Therefore this tool can provide a valid
contribution in enabling the air-breathing technology with HPT and generally any
RF plasma thruster.

(i) The development of a 3D numerical code capable of simulating an HPT in terms
of plasma generation and transport. It is one of the very few self-consistent (i.e.,
which resolves both the EM wave propagation and plasma transport) numerical
tools which can handle Helicon sources. In particular it is the only which can (i)
treat discharges with a generic 3D geometry, and (ii) model the actual RF antenna,
solving the current distribution thereof. In addition, the code can resolve generic
plasma sources driven by RF antennas (e.g., ICPs and CCPs [30]) if all the plasma
species can be considered Maxwellian. Furthermore, the FLUID module stand-alone
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can also simulate DC discharges [30], provided that the Maxwellian hypothesis is
respected.
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Appendix A

Ar, Ne, Kr, Xe: fitting of the rate
coefficients

The rate coefficients obtained from the cross-section datasets referring to the highest and
lowest density cases (see Sec. 3.3) have been fitted using a polynomial form that reads,

K(Te) =
n∑

i=0

piT
i
e (A.1)

With n = 6, Eq. (A.1) holds true in the range Te = [1, 20] eV for both argon, neon, kryp-
ton and xenon. The fitting coefficients (pi) refer to the collisional-radiative case; for the
highest density they are reported in Tab. A.1-A.4, for the lowest density in Tab. A.5-A.8.
The inverse reactions (i.e., de-excitation) rate coefficients, can be computed using the Prin-
ciple of Detailed Balancing (PDB) and assuming a Maxwellian EEDF. The rate coefficient
formula can be expressed as [139]:

Kji = Kij
gi
gj
exp

(
Uj − Ui

qTe

)
(A.2)
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Table A.1: Lumped rate coefficients fitting constants for the highest density case in argon.

Transition 12 p6 p5 p4 p3 p2 p1 p0 Ref. 3

gs → 1sm 5.127× 10−23 −5.266× 10−21 2.019× 10−19 −3.647× 10−18 2.973× 10−17 −5.543× 10−17 2.173× 10−17 [155, 156]
gs → 1sr −3.619× 10−22 1.990× 10−20 −3.379× 10−19 1.653× 10−19 4.994× 10−17 −1.256× 10−16 5.670× 10−17 [155, 156]
gs → 2p −2.801× 10−22 1.408× 10−20 −1.841× 10−19 −1.287× 10−18 4.144× 10−17 −1.017× 10−16 4.653× 10−17 [154]
1sm → 1sr 6.448× 10−20 −4.580× 10−18 1.301× 10−16 −1.891× 10−15 1.496× 10−14 −6.403× 10−14 1.443× 10−13 [155, 156]
1sm → 2p 4.237× 10−20 −1.939× 10−18 1.204× 10−17 7.987× 10−16 −2.037× 10−14 2.320× 10−13 −7.235× 10−14 [155, 156]
1sr → 2p 1.030× 10−19 −6.072× 10−18 1.228× 10−16 −6.799× 10−16 −1.011× 10−14 1.962× 10−13 −6.453× 10−14 [155, 156]
gs → ion4 −6.207× 10−21 4.196× 10−19 −1.069× 10−17 1.179× 10−16 −3.352× 10−16 2.636× 10−16 −2.385× 10−17 [154]
1s → ion 8.383× 10−20 −5.591× 10−18 1.441× 10−16 −1.762× 10−15 9.393× 10−15 −1.789× 10−15 −2.626× 10−15 [168]
2p → ion 1.57× 10−19 −9.773× 10−18 2.254× 10−16 −2.218× 10−15 5.157× 10−15 5.868× 10−14 −3.014× 10−14 [168]
0 → 05 1.255× 10−19 −8.225× 10−18 2.047× 10−16 −2.31× 10−15 9.416× 10−15 2.265× 10−14 −7.953× 10−15 [154]

1 Transitions refer to electronic collisional reactions.
2 Reverse transitions shall be derived using the Detailed Balance Principle.
3 Reference refer to the set of cross-sections considered for the actual lumped transition.
4 Ionization by electron collision.
5 Elastic scattering of neutral particles.

Table A.2: Lumped rate coefficients fitting constants for the highest density case in neon.

Transition 12 p6 p5 p4 p3 p2 p1 p0 Ref. 3

gs → 1sm −2.883× 10−23 1.588× 10−21 −2.782× 10−20 8.359× 10−20 1.912× 10−18 −5.746× 10−18 2.879× 10−18 [155, 156]
gs → 1sr −1.643× 10−22 1.086× 10−20 −2.686× 10−19 2.811× 10−18 −6.025× 10−18 8.802× 10−19 2.045× 10−18 [155, 156]
gs → 2p −1.104× 10−22 7.115× 10−21 −1.691× 10−19 1.662× 10−18 −3.407× 10−18 −1.259× 10−19 1.638× 10−18 [155, 156]
1sm → 1sr - - - - - - - -
1sm → 2p 1.141× 10−20 5.107× 10−19 −6.216× 10−17 1.803× 10−15 −2.367× 10−14 1.500× 10−13 −5.824× 10−14 [170]
1sr → 2p 2.029× 10−19 −1.064× 10−17 1.635× 10−16 3.213× 10−16 −3.217× 10−14 3.097× 10−13 −1.293× 10−13 [170]
gs → ion4 −1.068× 10−22 1.109× 10−20 −4.296× 10−19 7.386× 10−18 −3.496× 10−17 5.561× 10−17 −2.115× 10−17 [165]
1s → ion 5.721× 10−20 −3.886× 10−18 1.027× 10−16 −1.308× 10−15 7.525× 10−15 −5.076× 10−15 −1.139× 10−16 [168]
2p → ion 1.55× 10−19 −9.868× 10−18 2.366× 10−16 −2.539× 10−15 9.265× 10−15 3.449× 10−14 −2.057× 10−14 [168]
0 → 05 3.175× 10−21 −2.326× 10−19 6.23× 10−18 −6.628× 10−17 −4.102× 10−17 8.1× 10−15 2.857× 10−15 [157]

1 Transitions refer to electronic collisional reactions.
2 Reverse transitions shall be derived using the Detailed Balance Principle.
3 Reference refer to the set of cross-sections considered for the actual lumped transition.
4 Ionization by electron collision.
5 Elastic scattering of neutral particles.
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Table A.3: Lumped rate coefficients fitting constants for the highest density case in kryp-
ton.

Transition 12 p6 p5 p4 p3 p2 p1 p0 Ref. 3

gs → 1sm −3.508× 10−21 2.128× 10−19 −4.594× 10−18 3.683× 10−17 1.321× 10−17 −2.538× 10−16 1.614× 10−16 [160]
gs → 1sr −1.840× 10−22 8.551× 10−21 −8.404× 10−20 −1.427× 10−18 2.823× 10−17 −7.101× 10−17 3.368× 10−17 [160]
gs → 2p −1.875× 10−21 9.642× 10−20 −1.419× 10−18 −2.471× 10−18 1.912× 10−16 −5.224× 10−16 2.553× 10−16 [160]
1sm → 1sr 9.351× 10−19 −8.017× 10−17 2.737× 10−15 −4.757× 10−14 4.448× 10−13 −2.164× 10−12 4.700× 10−12 [160]
1sm → 2p 3.055× 10−19 −1.377× 10−17 1.018× 10−16 4.098× 10−15 −9.285× 10−14 7.405× 10−13 −3.020× 10−13 [160]
1sr → 2p −1.042× 10−18 7.400× 10−17 −2.105× 10−15 3.074× 10−14 −2.462× 10−13 1.062× 10−12 −2.401× 10−13 [160]
gs → ion4 −9.064× 10−21 6.003× 10−19 −1.485× 10−17 1.549× 10−16 −3.252× 10−16 4.18× 10−17 1.116× 10−16 [165]
1s → ion 9.019× 10−20 −5.965× 10−18 1.519× 10−16 −1.824× 10−15 9.332× 10−15 1.234× 10−15 −4.211× 10−15 [168]
2p → ion 1.473× 10−19 −8.987× 10−18 1.997× 10−16 −1.788× 10−15 1.272× 10−15 7.632× 10−14 −3.633× 10−14 [168]
0 → 05 1.417× 10−19 −8.708× 10−18 1.951× 10−16 −1.77× 10−15 2.165× 10−15 4.954× 10−14 −1.645× 10−14 [163]

1 Transitions refer to electronic collisional reactions.
2 Reverse transitions shall be derived using the Detailed Balance Principle.
3 Reference refer to the set of cross-sections considered for the actual lumped transition.
4 Ionization by electron collision.
5 Elastic scattering of neutral particles.

Table A.4: Lumped rate coefficients fitting constants for the highest density case in xenon.

Transition 12 p6 p5 p4 p3 p2 p1 p0 Ref. 3

gs → 1sm 1.142× 10−21 −7.975× 10−20 2.172× 10−18 −2.846× 10−17 1.691× 10−16 −2.222× 10−16 6.016× 10−17 [153]
gs → 1sr −1.623× 10−21 8.309× 10−20 −1.096× 10−18 −9.582× 10−18 3.141× 10−16 −7.064× 10−16 3.025× 10−16 [153]
gs → 2p 7.969× 10−22 −6.896× 10−20 2.358× 10−18 −3.968× 10−17 3.146× 10−16 −5.489× 10−16 2.024× 10−16 [157]
1sm → 1sr 2.180× 10−21 −5.305× 10−20 −2.078× 10−18 9.470× 10−17 −1.348× 10−15 7.811× 10−15 −3.385× 10−15 [118]
1sm → 2p 1.173× 10−19 −5.245× 10−18 4.148× 10−17 1.269× 10−15 −2.624× 10−14 1.791× 10−13 −8.287× 10−14 [118]
1sr → 2p −3.960× 10−19 3.060× 10−17 −9.637× 10−16 1.595× 10−14 −1.494× 10−13 7.833× 10−13 −2.225× 10−13 [118]
gs → ion4 −1.182× 10−20 7.33× 10−19 −1.627× 10−17 1.32× 10−16 2.268× 10−16 −1.25× 10−15 6.844× 10−16 [157]
1s → ion 9.971× 10−20 −6.56× 10−18 1.657× 10−16 −1.963× 10−15 9.733× 10−15 4.011× 10−15 −5.768× 10−15 [168]
2p → ion 1.456× 10−19 −8.759× 10−18 1.894× 10−16 −1.564× 10−15 −1.27× 10−15 9.049× 10−14 −4.146× 10−14 [168]
0 → 05 −8.535× 10−21 2.448× 10−18 −1.339× 10−16 3.084× 10−15 −3.464× 10−14 1.795× 10−13 −4.371× 10−14 [164]

1 Transitions refer to electronic collisional reactions.
2 Reverse transitions shall be derived using the Detailed Balance Principle.
3 Reference refer to the set of cross-sections considered for the actual lumped transition.
4 Ionization by electron collision.
5 Elastic scattering of neutral particles.

Table A.5: Lumped rate coefficients fitting constants for the lowest density case in argon.

Transition 12 p6 p5 p4 p3 p2 p1 p0 Ref. 3

gs → 1sm 6.176× 10−23 −8.633× 10−21 3.823× 10−19 −7.465× 10−18 6.352× 10−17 −1.260× 10−16 5.194× 10−17 [158]
gs → 1sr −7.345× 10−22 3.842× 10−20 −5.515× 10−19 −2.677× 10−18 1.135× 10−16 −2.787× 10−16 1.260× 10−16 [158]
gs → 2p −1.041× 10−21 5.698× 10−20 −9.819× 10−19 2.390× 10−18 8.000× 10−17 −2.298× 10−16 1.126× 10−16 [151]
1sm → 1sr 9.268× 10−18 −6.217× 10−16 1.637× 10−14 −2.141× 10−13 1.451× 10−12 −4.839× 10−12 6.733× 10−12 [160]
1sm → 2p −2.634× 10−19 1.891× 10−17 −5.383× 10−16 7.727× 10−15 −6.107× 10−14 3.320× 10−13 −1.008× 10−13 [160]
1sr → 2p −1.816× 10−18 1.266× 10−16 −3.503× 10−15 4.884× 10−14 −3.587× 10−13 1.301× 10−12 1.789× 10−13 [160]
gs → ion4 −6.207× 10−21 4.196× 10−19 −1.069× 10−17 1.179× 10−16 −3.352× 10−16 2.636× 10−16 −2.385× 10−17 [154]
1s → ion 8.383× 10−20 −5.591× 10−18 1.441× 10−16 −1.762× 10−15 9.393× 10−15 −1.789× 10−15 −2.626× 10−15 [168]
2p → ion 1.57× 10−19 −9.773× 10−18 2.254× 10−16 −2.218× 10−15 5.157× 10−15 5.868× 10−14 −3.014× 10−14 [168]
0 → 05 1.255× 10−19 −8.225× 10−18 2.047× 10−16 −2.31× 10−15 9.416× 10−15 2.265× 10−14 −7.953× 10−15 [154]

1 Transitions refer to electronic collisional reactions.
2 Reverse transitions shall be derived using the Detailed Balance Principle.
3 Reference refer to the set of cross-sections considered for the actual lumped transition.
4 Ionization by electron collision.
5 Elastic scattering of neutral particles.
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Table A.6: Lumped rate coefficients fitting constants for the lowest density case in neon.

Transition 12 p6 p5 p4 p3 p2 p1 p0 Ref. 3

gs → 1sm −4.778× 10−23 2.725× 10−21 −5.159× 10−20 2.55× 10−19 2.148× 10−18 −7.363× 10−18 3.825× 10−18 [157]
gs → 1sr −2.912× 10−22 1.958× 10−20 −4.937× 10−19 5.32× 10−18 −1.409× 10−17 9.289× 10−18 9.533× 10−20 [157]
gs → 2p −2.177× 10−22 1.395× 10−20 −3.282× 10−19 3.17× 10−18 −6.683× 10−18 2.265× 10−19 2.942× 10−18 [157]
1sm → 1sr - - - - - - - -
1sm → 2p 1.141× 10−20 5.107× 10−19 −6.216× 10−17 1.803× 10−15 −2.367× 10−14 1.500× 10−13 −5.824× 10−14 [170]
1sr → 2p 2.029× 10−19 −1.064× 10−17 1.635× 10−16 3.213× 10−16 −3.217× 10−14 3.097× 10−13 −1.293× 10−13 [170]
gs → ion4 −1.068× 10−22 1.109× 10−20 −4.296× 10−19 7.386× 10−18 −3.496× 10−17 5.561× 10−17 −2.115× 10−17 [165]
1s → ion 5.721× 10−20 −3.886× 10−18 1.027× 10−16 −1.308× 10−15 7.525× 10−15 −5.076× 10−15 −1.139× 10−16 [168]
2p → ion 1.55× 10−19 −9.868× 10−18 2.366× 10−16 −2.539× 10−15 9.265× 10−15 3.449× 10−14 −2.057× 10−14 [168]
0 → 05 3.175× 10−21 −2.326× 10−19 6.23× 10−18 −6.628× 10−17 −4.102× 10−17 8.1× 10−15 2.857× 10−15 [157]

1 Transitions refer to electronic collisional reactions.
2 Reverse transitions shall be derived using the Detailed Balance Principle.
3 Reference refer to the set of cross-sections considered for the actual lumped transition.
4 Ionization by electron collision.
5 Elastic scattering of neutral particles.

Table A.7: Lumped rate coefficients fitting constants for the lowest density case in krypton.

Transition 12 p6 p5 p4 p3 p2 p1 p0 Ref. 3

gs → 1sm −8.269× 10−22 4.356× 10−20 −6.× 10−19 −3.501× 10−18 1.523× 10−16 −3.435× 10−16 1.465× 10−16 [155, 156]
gs → 1sr −1.714× 10−23 −2.624× 10−21 2.038× 10−19 −4.925× 10−18 4.708× 10−17 −9.533× 10−17 3.981× 10−17 [155, 156]
gs → 2p −4.624× 10−22 8.278× 10−21 6.258× 10−19 −2.335× 10−17 2.686× 10−16 −5.703× 10−16 2.434× 10−16 [155, 156]
1sm → 1sr 9.351× 10−19 −8.017× 10−17 2.737× 10−15 −4.757× 10−14 4.448× 10−13 −2.164× 10−12 4.700× 10−12 [160]
1sm → 2p 3.055× 10−19 −1.377× 10−17 1.018× 10−16 4.098× 10−15 −9.285× 10−14 7.405× 10−13 −3.020× 10−13 [160]
1sr → 2p −1.042× 10−18 7.400× 10−17 −2.105× 10−15 3.074× 10−14 −2.462× 10−13 1.062× 10−12 −2.401× 10−13 [160]
gs → ion4 −9.242× 10−21 6.128× 10−19 −1.517× 10−17 1.586× 10−16 −3.418× 10−16 6.276× 10−17 1.062× 10−16 [163]
1s → ion 9.019× 10−20 −5.965× 10−18 1.519× 10−16 −1.824× 10−15 9.332× 10−15 1.234× 10−15 −4.211× 10−15 [168]
2p → ion 1.473× 10−19 −8.987× 10−18 1.997× 10−16 −1.788× 10−15 1.272× 10−15 7.632× 10−14 −3.633× 10−14 [168]
0 → 05 1.452× 10−19 −8.848× 10−18 1.954× 10−16 −1.705× 10−15 6.815× 10−16 6.593× 10−14 −2.394× 10−14 [164]

1 Transitions refer to electronic collisional reactions.
2 Reverse transitions shall be derived using the Detailed Balance Principle.
3 Reference refer to the set of cross-sections considered for the actual lumped transition.
4 Ionization by electron collision.
5 Elastic scattering of neutral particles.

Table A.8: Lumped rate coefficients fitting constants for the lowest density case in xenon.

Transition 12 p6 p5 p4 p3 p2 p1 p0 Ref. 3

gs → 1sm 1.011× 10−21 −7.411× 10−20 2.142× 10−18 −3.016× 10−17 1.957× 10−16 −2.820× 10−16 8.728× 10−17 [156]
gs → 1sr −2.919× 10−22 −3.913× 10−23 7.914× 10−19 −2.665× 10−17 3.359× 10−16 −6.299× 10−16 2.421× 10−16 [156]
gs → 2p 3.020× 10−22 −4.962× 10−20 2.422× 10−18 −5.217× 10−17 4.964× 10−16 −9.126× 10−16 3.487× 10−16 [156]
1sm → 1sr −1.029× 10−19 6.702× 10−18 −1.717× 10−16 2.220× 10−15 −1.537× 10−14 4.340× 10−14 2.880× 10−13 [171]
1sm → 2p 1.173× 10−19 −5.245× 10−18 4.148× 10−17 1.269× 10−15 −2.624× 10−14 1.791× 10−13 −8.287× 10−14 [118]
1sr → 2p −3.960× 10−19 3.060× 10−17 −9.637× 10−16 1.595× 10−14 −1.494× 10−13 7.833× 10−13 −2.225× 10−13 [118]
gs → ion4 −1.201× 10−20 7.527× 10−19 −1.703× 10−17 1.461× 10−16 1.01× 10−16 −1.008× 10−15 5.883× 10−16 [165]
1s → ion 9.971× 10−20 −6.56× 10−18 1.657× 10−16 −1.963× 10−15 9.733× 10−15 4.011× 10−15 −5.768× 10−15 [168]
2p → ion 1.456× 10−19 −8.759× 10−18 1.894× 10−16 −1.564× 10−15 −1.27× 10−15 9.049× 10−14 −4.146× 10−14 [168]
0 → 05 −8.535× 10−21 2.448× 10−18 −1.339× 10−16 3.084× 10−15 −3.464× 10−14 1.795× 10−13 −4.371× 10−14 [164]

1 Transitions refer to electronic collisional reactions.
2 Reverse transitions shall be derived using the Detailed Balance Principle.
3 Reference refer to the set of cross-sections considered for the actual lumped transition.
4 Ionization by electron collision.
5 Elastic scattering of neutral particles.



Appendix B

Air chemistry

Table B.1: Chemical reactions considered in the air-breathing model with their respective
reaction rate. Tg and Te are both in K while ε is the mean electron energy in eV [249].
Finally, Tr = (Te − Tg)/(TeTg). In Refs. a (Ref. [195]), b (Ref. [250]), c (Ref. [251])

# Chemical reaction Reaction rate [m3/s] or [m6/s] Refs.

1 e + N+ + M −→ N + M 3.12× 10−35/(T 1.5
e ) a

2 e + e + N+ −→ N + e 1× 10−31 × (Tg/Te)
4.5 a

3 e + N −→ N+ + e + e 1.45× 10−17 × ε2.58 × exp(−8.54/ε) a
4 e + N2

+ −→ N + N 2.8× 10−13 × (300/Te)
0.5 a

5 e + N2
+ + M −→ N2 + M 3.12× 10−35/(T 1.5

e ) a
6 e + e + N2

+ −→ N2 + e 1× 10−31 × (Tg/Te)
4.5 a

7 e + N2 −→ N2
+ + e + e EEDF-CALCULATION c

8 e + O+ + M −→ O + M 3.12× 10−35/(T 1.5
e ) a

9 e + e + O+ −→ O + e 1× 10−31 × (Tg/Te)
4.5 a

10 e + O −→ O+ + e + e 4.75× 10−15 × ε0.61 × exp(−22.1/ε) a
11 e + O + O2 −→ O− + O2 1× 10−43 a
12 e + O + O2 −→ O + O2

− 1× 10−43 a
13 e + O2

+ −→ O + O 2× 10−13 × (300/Te) a
14 e + e + O2

+ −→ O2 + e 1× 10−31 × (Tg/Te)
4.5 a

15 e + O2
+ + M −→ O2 + M 3.12× 10−35/(T 1.5

e ) a
16 e + O2 −→ O + O+ + e + e EEDF-CALCULATION c
17 e + O2 −→ O + O + e 2.03× 10−14 × ε−0.1 × exp(−8.47/ε) a
18 e + O2 −→ O− + O EEDF-CALCULATION c
19 e + O2 −→ O2

+ + e + e EEDF-CALCULATION c

20 e + O2 + O2 −→ O2− + O2 1.4× 10−41 Tg

Te
exp(700Tr − 600

Tg
) a

21 e + O2 + N2 −→ O2
− + N2 1.1× 10−43(

Tg

Te
)2exp(1500Tr − 70

Tg
) a

22 e + NO+ −→ N + O 1.07e− 11/(T 0.85
e ) a

23 e + NO+ + M −→ NO + M 3.12× 10−35/(T 1.5
e ) a

24 e + e + NO+ −→ NO + e 1× 10−31 × (Tg/Te)
4.5 a

Continued on next page
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Table B.1 – continued from previous page

# Chemical reaction Reaction rate [m3/s] or [m6/s] Refs.

25 e + NO + M −→ NO− + e 8× 10−43 a
26 e + NO2

+ −→ NO + O 3.46× 10−12/(T 0.5
e ) a

27 e + NO2 + M −→ NO2
− + M 1.5× 10−42 a

28 e + NO2 −→ O− + NO 1× 10−17 a
29 e + N2O

+ −→ N2 + O 3.46× 10−12/(T 0.5
e ) a

30 e + N2O −→ O− + N2 2× 10−16 a
31 N+ + O −→ O+ + N 1× 10−18 a
32 N+ + O + M −→ NO+ + M 1× 10−41 a
33 N+ + O− −→ O + N 2× 10−13 × (300/Tg)

0.5 a
34 N+ + N + M −→ N2

+ + M 1× 10−41 a
35 N+ + NO −→ NO+ + N 4.72× 10−16 a
36 N+ + NO −→ N2

+ + O 8.33× 10−17 a
37 N+ + NO −→ O+ + N2 1× 10−18 a
38 N+ + NO− −→ NO + N 2× 10−13 × (300/Tg)

0.5 a
39 N+ + O2 −→ NO+ + O 2.7× 10−16 a
40 N+ + O2 −→ O+ + NO 2.8× 10−17 a
41 N+ + O2 −→ O2

+ + N 3× 10−16 a
42 N+ + O2

− −→ O2 + N 2× 10−13 × (300/Tg)
0.5 a

43 N+ + N2O −→ NO+ + N2 5.5× 10−16 a
44 N+ + N2O

− −→ N2O + N 2× 10−13 × (300/Tg)
0.5 a

45 N+ + NO2 −→ NO2
+ + N 3× 10−16 a

46 N+ + NO2 −→ NO+ + NO 5× 10−16 a
47 N+ + NO2

− −→ NO2 + N 2× 10−13 × (300/Tg)
0.5 a

48 N + O+ + M −→ NO+ + M 1× 10−41 a
49 N + O + M −→ NO + M 6.3× 10−45 × exp(140/Tg) a
50 N + O− −→ NO + e 2.6× 10−16 a
51 N + N + M −→ N2 + M 8.3× 10−46 × exp(500/Tg) a
52 N + N2

+ −→ N+ + N2 1× 10−18 a
53 N + NO+ + M −→ N2O

+ + M 1× 10−41 × (300/Tg) a
54 N + NO −→ N2 + O 2.1× 10−17 × exp(100/Tg) a
55 N + O2

+ −→ NO+ + O 1.5× 10−16 a
56 N + O2 −→ NO + O 1.5× 10−17 × exp(−3600/Tg) a
57 N + O2

− −→ NO2 + e 5× 10−16 a
58 N + NO2 −→ N2O + O 5.8× 10−18 × exp(220/Tg) a
59 N + NO2 −→ N2 + O + O 9.1× 10−19 a
60 N + NO2 −→ NO + NO 6× 10−19 a
61 N + NO2 −→ N2 + O2 7× 10−19 a
62 N + NO2

− −→ N2 + O2 + e 1× 10−18 a
63 O+ + O + M −→ O2

+ + M 1× 10−41 a
64 O+ + O− −→ O + O 2× 10−13 × (300/Tg)

0.5 a
65 O+ + NO −→ NO+ + O 1× 10−18 a
66 O+ + NO −→ O2

+ + N 3× 10−18 a

Continued on next page
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Table B.1 – continued from previous page

# Chemical reaction Reaction rate [m3/s] or [m6/s] Refs.

67 O+ + N2 + M −→ NO+ + N + M 6× 10−41 × (300/Tg)
2 a

68 O+ + NO− −→ NO + O 2× 10−13 × (300/Tg)
0.5 a

69 O+ + O2 −→ O2
+ + O 2.1× 10−17 × (300/Tg)

0.5 a
70 O+ + O2

− −→ O2 + O 2× 10−13 × (300/Tg)
0.5 a

71 O+ + N2O −→ N2O
+ + O 6.3× 10−16 a

72 O+ + N2O −→ NO+ + NO 2.3× 10−16 a
73 O+ + N2O −→ O2

+ + N2 2× 10−17 a
74 O+ + N2O

− −→ N2O + O 2× 10−13 × (300/Tg)
0.5 a

75 O+ + NO2 −→ NO+ + O2 5× 10−16 a
76 O+ + NO2 −→ NO2

+ + O 1.6× 10−15 a
77 O+ + NO2

− −→ NO2 + O 2× 10−13 × (300/Tg)
0.5 a

78 O + O− −→ O2 + e 1.4× 10−16 a
79 O + N2

+ −→ O+ + N2 1× 10−17 × (300/Tg)
0.5 a

80 O + N2
+ −→ NO+ + N 1.4× 10−16 a

81 O + NO + M −→ NO2 + M 1× 10−43 × (300/Tg)
1.6 a

82 O + NO− −→ O− + NO 3× 10−16 a
83 O + O2

− −→ O− + O2 3.3× 10−16 a
84 O + O + M −→ O2 + M 3.2× 10−47 × exp(900/Tg) a
85 O + NO2 −→ NO + O2 6.5× 10−18 × exp(120/Tg) a
86 O− + N2 −→ N2O + e 1× 10−18 a
87 O− + NO −→ NO2 + e 2.6× 10−16 a
88 O− + NO + M −→ NO2

− + M 1× 10−41 a
89 O− + N2

+ −→ O + N2 2× 10−13 × (300/Tg)
0.5 a

90 O− + N2
+ −→ O + N + N 1× 10−13 a

91 O− + NO+ −→ O + O + N 1× 10−13 a
92 O− + NO+ −→ O + NO 2× 10−13 × (300/Tg)

0.5 a
93 O− + O2

+ −→ O + O + O 1× 10−13 a
94 O− + O2

+ −→ O + O2 2× 10−13 × (300/Tg)
0.5 a

95 O− + N2O
+ −→ O + N2O 2× 10−13 × (300/Tg)

0.5 a
96 O− + N2O

+ −→ O + O + N2 1× 10−13 a
97 O− + N2O −→ NO− + NO 2× 10−16 a
98 O− + N2O −→ N2O

− + O 2× 10−18 a
99 O− + NO2

+ −→ O + NO2 2× 10−13 × (300/Tg)
0.5 a

100 O− + NO2
+ −→ O + N + O2 1× 10−13 a

101 O− + NO2 −→ NO2
− + O 1.2× 10−15 a

102 N2
+ + NO −→ NO+ + N2 3.9× 10−16 a

103 N2
+ + NO− −→ NO + N2 2× 10−13 × (300/Tg)

0.5 a
104 N2

+ + NO− −→ NO + N + N 1× 10−13 a
105 N2

+ + O2 −→ O2
+ + N2 5× 10−17 a

106 N2
+ + O2

− −→ O2 + N2 2× 10−13 × (300/Tg)
0.5 a

107 N2
+ + O2

− −→ O2 + N + N 1× 10−13 a
108 N2

+ + N2O −→ N2O
+ + N2 6× 10−16 a

Continued on next page
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Table B.1 – continued from previous page

# Chemical reaction Reaction rate [m3/s] or [m6/s] Refs.

109 N2
+ + N2O −→ NO+ + N2 + N 4× 10−16 a

110 N2
+ + N2O

− −→ N2O + N2 2× 10−13 × (300/Tg)
0.5 a

111 N2
+ + N2O

− −→ N2O + N + N 1× 10−13 a
112 N2

+ + NO2 −→ NO+ + N2O 5× 10−17 a
113 N2

+ + NO2 −→ NO2
+ + N2 3× 10−16 a

114 N2
+ + NO2

− −→ NO2 + N2 2× 10−13 × (300/Tg)
0.5 a

115 N2
+ + NO2

− −→ NO2 + N + N 1× 10−13 a
116 N2 + O2

+ −→ NO+ + NO 1× 10−23 a
117 N2 + O2

− −→ N2 + O2 + e 1.9× 10−18(Tg/300)
0.5exp(−4990/Tg) a

118 NO+ + NO− −→ NO + NO 2× 10−13 × (300/Tg)
0.5 a

119 NO+ + NO− −→ NO + N + O 1× 10−13 a
120 NO+ + O2

− −→ O2 + N + O 1× 10−13 a
121 NO+ + O2

− −→ O2 + NO 2× 10−13 × (300/Tg)
0.5 a

122 NO+ + N2O
− −→ N2O + NO 2× 10−13 × (300/Tg)

0.5 a
123 NO+ + N2O

− −→ N2O + N + O 1× 10−13 a
124 NO+ + NO2

− −→ NO2 + NO 2× 10−13 × (300/Tg)
0.5 a

125 NO+ + NO2
− −→ NO2 + N + O 1× 10−13 a

126 NO + NO− −→ NO + NO + e 5× 10−18 a
127 NO + O2

+ −→ NO+ + O2 4.6× 10−16 a
128 NO + N2O

+ −→ NO+ + N2O 2.3× 10−16 a
129 NO + NO2

+ −→ NO+ + NO2 2.75× 10−16 a
130 NO + NO2

− −→ NO− + NO2 2.75× 10−16 a
131 NO− + M −→ NO + M + e 2.4× 10−19 a
132 NO− + O2

+ −→ NO + O2 2× 10−13 × (300/Tg)
0.5 a

133 NO− + O2
+ −→ NO + O + O 1× 10−13 a

134 NO− + O2 −→ O2
− + NO 5× 10−16 a

135 NO− + NO2
+ −→ NO + NO2 2× 10−13 × (300/Tg)

0.5 a
136 NO2

+ + NO− −→ NO + N + O2 1× 10−13 a
137 NO− + N2O

+ −→ NO + N2O 2× 10−13 × (300/Tg)
0.5 a

138 NO− + N2O
+ −→ NO + N2 + O 1× 10−13 a

139 NO− + N2O −→ NO + N2O + e 5.1× 10−18 a
140 NO− + N2O −→ NO2

− + N2 2.8× 10−20 a
141 NO− + NO2 −→ NO2

− + NO 3× 10−16 a
142 O2

+ + O2
− −→ O2 + O2 2× 10−13 × (300/Tg)

0.5 a
143 O2

+ + O2
− −→ O2 + O + O 1× 10−13 a

144 O2
+ + N2O

− −→ N2O + O2 2× 10−13 × (300/Tg)
0.5 a

145 O2
+ + N2O

− −→ N2O + O + O 1× 10−13 a
146 O2

+ + NO2 −→ NO2
+ + O2 6.6× 10−16 a

147 O2
+ + NO2

− −→ NO2 + O2 2× 10−13 × (300/Tg)
0.5 a

148 O2
+ + NO2

− −→ NO2 + O + O 1× 10−13 a
149 O2 + O2

− −→ O2 + O2 + e 2.7× 10−16(Tg/300)
0.5exp(−5590/Tg) a

150 O2 + N2O
+ −→ NO+ + NO2 4.59× 10−17 a

Continued on next page
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Table B.1 – continued from previous page

# Chemical reaction Reaction rate [m3/s] or [m6/s] Refs.

151 O2 + N2O
+ −→ O2

+ + N2O 2.24× 10−16 a
152 O2

− + N2O
+ −→ O2 + N2O 2× 10−13 × (300/Tg)

0.5 a
153 O2

− + N2O
+ −→ O2 + N2 + O 1× 10−13 a

154 O2
− + NO2

+ −→ O2 + NO2 2× 10−13 × (300/Tg)
0.5 a

155 O2
− + NO2

+ −→ O2 + N + O2 1× 10−13 a
156 O2

− + NO2 −→ NO2
− + O2 7× 10−16 a

157 N2O
+ + N2O −→ NO+ + NO + N2 1.2× 10−17 a

158 N2O
+ + N2O

− −→ N2O + N2O 2× 10−13 × (300/Tg)
0.5 a

159 N2O
+ + N2O

− −→ N2O + N2 + O 1× 10−13 a
160 N2O

+ + NO2 −→ NO+ + N2 + O2 4.29× 10−16 a
161 N2O

+ + NO2 −→ NO2
+ + N2O 2.21× 10−16 a

162 N2O
+ + NO2

− −→ NO2 + N2O 2× 10−13 × (300/Tg)
0.5 a

163 N2O
+ + NO2

− −→ NO2 + N2 + O 1× 10−13 a
164 N2O

− + NO2
+ −→ N2O + NO2 2× 10−13 × (300/Tg)

0.5 a
165 N2O

− + NO2
+ −→ N2O + N + O2 1× 10−13 a

166 NO2
+ + NO2

− −→ NO2 + NO2 2× 10−13 × (300/Tg)
0.5 a

167 NO2
+ + NO2

− −→ NO2 + N + O2 1× 10−13 a
168 e + N2 −→ e + N + N DATA-FROM-PLOT b
169 e + N2 −→ e + N2

∗ DATA-FROM-PLOT b
170 e + N2 −→ e + N2 DATA-FROM-PLOT b
171 e + N2

+ −→ e + N2
+ DATA-FROM-PLOT b

172 e + N −→ e + N∗ DATA-FROM-PLOT b
173 e + N −→ e + N DATA-FROM-PLOT b
174 e + N+ −→ e + N+ DATA-FROM-PLOT b
175 e + O −→ e + O∗ DATA-FROM-PLOT b
176 e + O −→ e + O DATA-FROM-PLOT b
177 e + O+ −→ e + O+ DATA-FROM-PLOT b
178 e + O2 −→ e + O2 EEDF-CALCULATION c
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Two-dimensional fluid-dynamics and propulsive performances. Physics of Plasmas,
20(4):043512, 2013.

[46] A Fruchtman, K Takahashi, C Charles, and RW Boswell. A magnetic nozzle calcu-
lation of the force on a plasma. Physics of Plasmas, 19(3):033507, 2012.

[47] Arnab Rai Choudhuri. The Physics of Fluids and Plasmas. Cambridge University
Press, 1998.

[48] J van Dijk, G M W Kroesen, and A. Bogaerts. Plasma modelling and numerical
simulation. Journal of Physics D: Applied Physics, 42:190301, 10 2009.

[49] Filippo Cichocki, Adrián Domı́nguez-Vázquez, Mario Merino, and Eduardo Ahedo.
Hybrid 3d model for the interaction of plasma thruster plumes with nearby objects.
Plasma Sources Science and Technology, 26:125008, 11 2017.

[50] M. Martinez-Sanchez, J. Navarro-Cavallé, and E. Ahedo. Electron cooling and finite
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