
1.  Introduction
Ionospheric Alfvén Resonances (IAR) are generated when Alfvén waves traveling parallel to the Earth's magnetic 
field lines are partially reflected at boundaries in the ionosphere where there are large changes in plasma mass 
density. These boundaries, which are located above the F-region peak and toward the bottom of the ionosphere, 
cause the Alfvén velocity gradient to reach a maximum. This process sets up a resonance in the ionospheric cavity 
centered on the F-region, which was first proposed by Polyakov (1976). Several mechanisms for the production 
of IAR have been considered, including the ionospheric feedback instability at higher latitudes (Lysak, 1991). 
Other energy sources, for example, electromagnetic energy from terrestrial lightning strikes, have been suggested 
(Belyaev et al., 1989; Füllekrug et al., 1998).

IAR can be observed using induction coil magnetometers, especially induction coils with noise levels of better than 
0.1 pT/𝐴𝐴

√

Hz , in the 0.5–30 Hz range. Their existence was first measured and confirmed by Belyaev et al. (1989) at 
mid-latitudes, and have since been found as spectral resonance structures in magnetometer data at high (Belyaev 
et al., 1999; Hebden et al., 2005; Yahnin et al., 2003), mid (Potapov et al., 2014; Molchanov et al., 2004) and low 
latitudes (Bösinger, 2002; Nosé et al., 2017). In these studies, generally the IAR occur during the nighttime and 
the frequencies increase from dusk to local midnight and then decrease from midnight to dawn. The frequency 
range (f) of IAR harmonics is usually between 0.5 and 10 Hz (Belyaev et al., 1989). The harmonic frequency 
separation (Δf) is often used to describe the behavior of IAR as the frequency changes over time. This is because 

Abstract  We extracted the harmonic frequency separation (Δf) of Ionospheric Alfvén Resonances (IAR) 
observed in the Eskdalemuir induction coil magnetometer data for the 9 year data set of 2013–2021. To obtain 
Δf values, we used a machine learning technique that identifies the harmonics and from this we calculated the 
average separation. To investigate the climatology of the IAR, we have modeled the Δf of the IAR for the data 
set using a time of flight calculation with model Alfvén velocity profiles. When analyzing Δf from the model 
and data, we found that in general they follow the same trends. The modeled Δf and Δf from the data both show 
an inverse correlation with foF2, which confirms that the frequencies of the IAR are controlled by electron 
density. It follows that Δf is greater around midnight and during the winter months, due to the decrease in 
plasma mass density. Variability is also reflected when comparing yearly trends in Δf with the sunspot number; 
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Plain Language Summary  Ionospheric Alfvén Resonances occur when waves traveling along 
magnetic field lines in the ionosphere are reflected at boundaries where the change in the velocity of the wave 
reaches a maximum. These waves are observed in data from Eskdalemuir Geophysical Observatory. We have 
modeled the frequency of these waves and compared this with a 9-year data set we obtained from Eskdalemuir, 
enabling us to examine trends and increase our understanding of their behavior. We found that the data and 
the model both reach higher frequencies during the night, winter and during years when the Sun is less active. 
We compared the frequencies of the Ionospheric Alfvén Resonances with models of electron density in the 
ionosphere and found that the frequencies are higher when the density of the electrons is lower. We found cases 
where the frequencies in the data do not match with the frequencies in our model and so we plan to investigate 
these in further studies.
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the fundamental harmonic is often obscured in spectrograms by lower frequency pulsations, and the number of 
harmonics visible varies with time.

IAR have been observed in magnetometer data measured at the Eskdalemuir Geophysical Observatory (51.3°N, 
−3.2°E), which is situated close to the Scottish-English border, UK. Beggan and Musur (2018) investigated the 
occurrence of IAR from September 2012–September 2017 and observed that the IAR occur more commonly 
during winter, although they are also observed in the summer. Beggan and Musur (2018) also found examples of 
IAR that had unexpected variations in Δf. These included smaller scale changes in the frequencies over time, as 
well as harmonics of the IAR reaching frequencies of above 30 Hz on some occasions. There were also instances 
of possible interference of the IAR with Schumann resonances, which are quasi-standing waves in the cavity 
between the Earth and ionosphere generated by lightning (Schumann, 1952). Beggan and Musur (2018) showed 
that the IAR at Eskdalemuir are observed in spectrograms during periods of low or medium geomagnetic activity.

The study completed by Beggan and Musur  (2018) suggested that modeling of the IAR at Eskdalemuir was 
needed in order to understand the IAR behavior, and to understand the relationship between IAR frequencies and 
parameters such as foF2, the critical frequency of F2 layer of the ionosphere. The variation of the IAR frequencies 
at Eskdalemuir over yearly and short term timescales has not been studied and so to further understand the IAR 
we have obtained Δf from the Eskdalemuir data over the period 2013–2021.

To investigate the frequencies of the IAR at Eskdalemuir, we have created a long-term climatological model of Δf. 
The model includes hourly Alfvén velocity height profiles, as the Alfvén velocity varies with altitude due to the 
changing plasma mass density, which we modeled using the International Ionosphere (IRI) (Bilitza et al., 2017). 
We modeled the magnetic field strength using the International Geomagnetic Reference Field (IGRF) (Alken 
et al., 2021). We also consider other models of electron density profiles such as the E-CHAIM model (Themens 
et al., 2017) which is optimized for the ionospheric behavior at higher latitudes, and an ionosonde data driven 
model.

Here we present a statistical analysis of nine years of Δf from the Eskdalemuir data set of 2013–2021, alongside 
comparisons of modeled Δf from the IRI, E-CHAIM and ionosonde models. In Section 2 we obtain Δf from the 
Eskdalemuir magnetometer data, while in Section 3 we model Δf using a time of flight calculation. In Section 4 
we make comparisons between the model and data, and discuss these results, and conclude in Section 5.

2.  Data
The Eskdalemuir Magnetic Observatory is located at a geomagnetic latitude of 57.5°N and a geomagnetic longi-
tude of 83.3°E at an L-shell of ∼3.2 in 2022. There are two induction coil magnetometers, channel 1 (orientated 
to geographic north) and channel 2 (oriented to geographic east). The instruments and recording systems were 
installed by the British Geological Survey Geomagnetism team in summer 2012 with data available from Septem-
ber onwards (British Geological Survey Geomagnetism, 2022). Overall data availability is 95% with short gaps 
or missing data due to occasional equipment failure.

An example day of data is shown in Figure 1. The magnetometer data are plotted as a spectrogram, from 12:00 UT 
on 05/03/2013 to 12:00 UT on 06/03/2013. The local time at the Eskdalemuir magnetometer site is approximately 
equal to UT (longitude −3.2°E). The data have been processed in a similar way to Beggan and Musur (2018). For 
each day, a five pole Butterworth bandpass filter is applied to the calibrated data, to attenuate frequencies below 
0.1 Hz and above 20 Hz. A fast Fourier transform (FFT) with a Hanning window is applied, with a length of 4,096 
points. Each FFT consists of 100s of data, with a 100 points between each window. This results in 864 frequency 
versus power spectra for each day, which are plotted as a spectrogram.

The data in Figure 1 show a typical occurrence of IAR, with the harmonics being visible as bright (i.e., higher 
power) fringes during the nighttime. Here, the IAR are visible from around 19:00 to 02:00 UT in the frequency 
range of approximately 0.5–7 Hz. Δf which has been extracted using the method outlined below is plotted in red, 
with higher orders (2, 3, 4 × Δf) also plotted.

The first Schumann resonance is also visible at around 8 Hz as a diffuse horizontal band. Other features include 
narrow subharmonics of the UK power system at 5 Hz which leak in slightly despite the 50 Hz filtering, and 
vertical lines which indicate lightning strikes within about 2,000 km distance. Below 0.5 Hz there is the standard 
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higher intensity, lower frequency activity from the external magnetic field, which tends to obscure the fundamen-
tal of the IAR.

The IAR fringes appear more strongly in channel 2 (CH2) and so we chose this magnetometer data set to focus 
our analysis on. We examined the complete years of 2013–2021, so that we could undertake a statistical analysis 
on IAR Δf with solar activity and seasonal variability over the 9 years.

Previously, Δf values have been extracted from data manually, such as by using cursor clicking methods (Hebden 
et al., 2005). Δf has been semi-automatically extracted by Odzimek et al. (2006), where IAR are first detected and 
then a fitting method is used to find Δf. Molchanov et al. (2004) used a semi-automatic method to obtain Δf for 
2.5 years of data by performing a Fourier transform of the data and calculating the difference between the peaks 
in frequency. Beggan (2014) used a peak finding algorithm to identify IAR fringes. Nosé et al. (2017) extracted 
Δf by detecting peaks in power spectra and confirming the results visually.

More recently, Marangio et al. (2020) used machine learning techniques to identify the IAR. To automatically 
detect IAR in the data we used this machine learning method to identify the IAR in spectrograms. This method 
employs a U-Net, a fully convolutional neural network (Ronneberger et al., 2015), which does not require a large 
training set. We follow the method provided by Marangio et al. (2020). To train the model, we tried a variety 
of training sets consisting of manually drawn labels from our spectrograms, manually drawn labels from the 
Marangio et  al.  (2020) data set and labels generated automatically by Beggan  (2014). The best results were 
returned using a mixture of all labeled data. Using grayscale images only, we adjusted the brightness limits of 
the spectrograms so that the IAR fringes were most visible. Our final training set consisted of 278 images with 
identified and labeled IAR fringes.

The method given by Marangio et al. (2020) used a time range of 06:00–18:00 UT but suggested that spectrogram 
images covering a wider time range could be used. However, when using a time range of 24 hr the U-Net did 
not train correctly; the output images were blank and no IAR were identified. At frequencies lower than 0.5 Hz 
the IAR are obscured by lower frequency activity and at frequencies above 6.5 Hz the Schumann resonance is 
detected but misidentified as IAR. We found that the U-Net could detect IAR best when the time range was 
between 16:00–08:00 UT, as the IAR appear in the spectrograms during nighttime hours. We set the frequency 
range of 0.5–6.5 Hz to exclude the first Schumann resonance. The output from the U-Net consists of images with 
probability values of each pixel of being an IAR ranging from 0 (not IAR) to 1 (IAR). The output pixel values 

Figure 1.  Eskdalemuir Channel 2 (East-West) spectrogram from 12:00 UT on 05/03/2013–12:00 UT on 06/03/2013. The 
IAR harmonics appear as bright fringes from around 19:00–02:00 UT in the frequency range of approximately 0.5–7 Hz. Δf 
(obtained after IAR are identified by the method of Marangio et al. (2020), see text for details) is plotted in red, with higher 
orders being plotted (2 × Δf, 3 × Δf and 4 × Δf).
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are continuous (as expected) and so we apply thresholds to find the optimal 
selection of IAR. We found a threshold of 0.7 visually matches the manu-
ally identified IAR while reducing the impact of spurious non-IAR features. 
Examples of output and thresholded images can be viewed in the Marangio 
et al. (2020) paper.

Once the U-Net has been trained, classifying IAR in an input image is very 
quick (≪1 s). We computed a spectrogram with the same time and frequency 
range as the training set for each available day in the magnetometer data 
set covering 2013–2021 and applied the trained U-net model to identify the 
harmonics.

The U-Net output images consist of 256 × 256 pixels of frequency versus 
time. By finding the average difference between the maximum peaks in each 
time bin of the image, we obtained the average Δf for each time bin of pixels. 
In order for Δf to be calculated, we used a minimum of 4 peaks (correspond-
ing to 4 harmonics) in each time bin to minimize false positive IAR and avoid 
gaps in the data where possible. Hence, we automatically calculated Δf for 
the full data set and obtained a Δf value every 3.75 min (16 pixels per hour). 
In order to check these results, we plotted Δf × n where n is an integer onto 
the original spectrogram, and we found that the Δf values follow the shape 

of the IAR harmonics, which is apparent in Figure 1 (shown in red). The red lines do not lie on top of the bright 
fringes of the harmonics in the spectrogram, although the harmonic separations match well. This is a consequence 
of simply overplotting Δf, 2 × Δf, 3 × Δf, and 4 × Δf on the spectrogram. However the resonator is not homoge-
neous, as discussed in Section 3, which results in a deviation of Δf for the lowest harmonic (Potapov et al., 2022), 
and so there is in an offset between the bright fringes in the spectrogram and the overplotted red Δf lines.

In Figure 2 we plot the resulting Δf values as a boxplot, with a bin for each hour. As there are up to 16 data points 
in a given hour, we found the mean Δf value for each hour of each day in the data set. We combined these hourly 
averages for the years 2013–2021. The horizontal line in each box is the median value of Δf for each hour. The 
lower and upper boundaries of each box are the first and third quartiles of the frequencies, with the whiskers 
being 1.5 times the inter-quartile range. Circular points show outliers. The frequency on the y-axis has a limit 
of 1.4 Hz so that it can be comparable to other plots and any data points above this value are not included here.

The black crosses show the total number of data points in each bin. The standard deviation of the number of 
hourly binned data points is 2,090. The bins shaded in green contain a total number of points greater than this 
standard deviation, which are contained in the time range 18:00–01:00 UT. Other hour bins are grayed out as we 
assessed there are insufficient data available to make a good statistical analysis during these UTs.

Table 1 summarizes the number of data points for each month of each year. This table shows the number of times 
that the U-Net has identified the IAR. Each point represents a pixel in the output U-Net image. Each hour contains 
16 pixels.

3.  Modeling of IAR Climatology
Lysak (1993) previously modeled the IAR and included the parallel electric field associated with the IAR finding 
that the frequencies scale with VA/2h where VA is the Alfvén velocity in the ionosphere and h is the scale height of 
the ionospheric density. This follows the widely used model from Polyakov and Rapoport (1981) which has been 
used by many others to estimate Δf and its properties at different latitudes (Hebden et al., 2005; Nosé et al., 2017).

As a starting point, the International Reference Ionosphere (IRI) (Bilitza et al., 2017) is often used to parameter-
ize the conditions of the IAR cavity (Potapov et al., 2014; Nosé et al., 2017; Yahnin et al., 2003), specifically the 
plasma mass density as this strongly controls the frequencies of the IAR due to its effect on the Alfvén velocity. 
For example, Potapov et al. (2014) used a time of flight approach alongside the IRI-12 and International Geomag-
netic Reference Field (IGRF-11) to model Δf for 13 days at mid-latitude observatory (Mondy; L = 2.1) and found 
high correlation between measured and observed values.

We have used a similar approach as outlined below. However, as we have an observed Δf value every 3.75 min for 
9 years (where IAR are detected), we modeled Δf for every hour. This large data set provides a new insight into 

Figure 2.  A boxplot of the U-Net detected IAR Δf (left-hand scale) at 
Eskdalemuir, for 2013–2021. The black crosses (right-hand scale) mark the 
number of data points in each hour. Green shaded time bins are where the 
number of data points is above 2,090.
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the behavior of the IAR. To model the IAR Δf at Eskdalemuir, we calculated the time of flight, Tf, for an Alfvén 
wave to travel up and down the IAR cavity and set Δf = 1/Tf. The time of flight is:

𝑇𝑇𝑓𝑓 = 2∫
𝑏𝑏

𝑎𝑎

1∕𝑉𝑉𝐴𝐴d𝑙𝑙𝑙� (1)

The Alfvén velocity, VA, is given by:

𝑉𝑉𝐴𝐴 =
𝐵𝐵

√

𝜇𝜇0𝜌𝜌
� (2)

where B is the magnetic field strength (in Tesla), ρ is the plasma mass density (kg m −3) and μ0 is the permeability 
of free space (H m −1). The integral limits a and b are the bottom and top boundaries of the IAR cavity. The Alfvén 
velocity varies primarily because the plasma mass density changes rapidly with altitude.

To model the plasma mass density, we assumed quasi-neutrality. The IRI, which includes solar, magnetic and 
ionospheric indices, gives altitude profiles of ion composition percentages and electron density, from which 
plasma mass density can be calculated. Values are provided for an altitude range of 80–2,000 km. We computed a 
value for the plasma mass density every 10 km along the field line over Eskdalemuir, for any given hour. As well as 
using the IRI to obtain electron density profiles, we also modeled electron density using the Empirical-Canadian 
High Arctic Ionospheric Model (E-CHAIM) and ionosonde data, as outlined below.

E-CHAIM is designed to better model the ionosphere at higher geomagnetic latitudes of 50°N and above, and 
provides electron density profiles (Themens et al., 2017, 2018, 2019). As Eskdalemuir is located at a geomagnetic 
latitude of 57.5°N, we created a model of plasma mass density using electron density profiles from E-CHAIM 
(v3.1.4, with Storm NmF2 enabled and auroral module not enabled, as recommend by default) combined with ion 
compositions from the IRI, as described above.

The critical frequency of the F2 layer of the ionosphere (foF2) is related to the peak electron density, Ne, by 
𝐴𝐴 𝐴𝐴𝐴𝐴𝐴𝐴2 = 8.98 ×

√

𝑁𝑁𝑁𝑁 . To obtain a data driven model of electron density, we used ionosonde data. The closest 
ionosonde to Eskdalemuir is the Chilton ionosonde (RAL Space, UKSSDC, 2022), which is located 3.7° south 
of Eskdalemuir (at 51.70°N, 358.67°E). We ran the IRI model at the location of Chilton to get foF2 and found 
the difference between this modeled foF2 and the foF2 measured by the ionosonde. From this, we calculated 
the perturbation of the peak electron density between the IRI and ionosonde which is 1 + ((ChiltonNe − IRINe)/
IRINe). We applied hourly perturbations to the IRI electron density profiles at the higher latitude of Eskdalemuir, 
resulting in adjusted plasma mass density profiles. This created three separate models of plasma mass density; 
one modeled solely using the IRI, one with using E-CHAIM for the electron density profile and one using the IRI 
electron density profile adjusted with the Chilton perturbation.

We used the International Geomagnetic Reference Field (IGRF-13) (Alken et al., 2021) to compute the field 
line location and model the magnetic field strength along it. The magnetic field lines have curvature and so we 

Table 1 
Number of Data Points for Each Month of Each Year, Corresponding to the Number of Times the U-Net has Detected an IAR Pixel

January February March April May June July August September October November December

2013 254 226 722 503 202 112 176 637 1,207 968 681 28

2014 444 336 337 166 175 116 190 659 674 543 170 123

2015 566 499 448 230 201 138 127 424 876 491 318 46

2016 195 325 593 623 559 482 769 773 414 362 325 256

2017 161 105 276 533 401 376 466 800 230 367 255 7

2018 232 210 188 586 614 622 818 501 417 474 126 70

2019 112 141 316 512 566 716 540 440 482 129 84 180

2020 106 85 368 551 483 544 518 445 519 381 203 79

2021 64 123 196 550 794 570 514 217 331 468 381 70

Note. Total number of data points is 41,302.
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considered the angle of the field line when finding magnetic field strength. IGRF field lines are not traced at 
constant separations, hence we interpolated over the field lines to points in altitude coincident with the IRI loca-
tion. The angle of a magnetic field line (θ) is given by:

tan 𝜃𝜃 =

(

𝐵𝐵𝑥𝑥
2 + 𝐵𝐵𝑦𝑦

2
)1∕2

𝐵𝐵𝑧𝑧

�

where Bx, By, and Bz are the components of the magnetic field at the given location.

The actual distance the wave travels up the field line for each increment is given by L = 10 km/cosθ. We found 
the 1/cosθ term does not vary significantly, given the high magnetic inclination, but is included in our model of 
the magnetic field strength for completeness.

We next calculated the Alfvén velocity using the plasma mass density profiles and the magnetic field strength, 
resulting in three modeled Alfvén velocity profiles for a given hour. The models have values covering 80–2,000 km; 
however the Alfvén velocity reaches a maximum above the F-region peak so if the cavity size is greater the addi-
tional time taken for the wave to propagate to the upper boundary is negligible. Likewise, the Alfvén wave will 
become a free-space electromagnetic wave below the ionosphere and so will reach velocities up to the speed of 
light. Therefore, we are justified in using the cavity size allowed by the IRI. From the Alfvén velocity profiles 
we computed the time taken for the wave to travel up and down the cavity, using the lower boundary to be 80 km 
and the upper boundary to be 2,000 km (corresponding to integral limits a and b in Equation 1), from which we 
modeled a value for the expected Δf for each hour.

The modeled ion compositions, plasma mass density profiles and Alfvén velocity profiles for 05/03/2013 at 
22:00 UT are presented in Figures 3a–3c. In panel (a), the log of the ion compositions are plotted, which are 
scaled with the IRI electron density profiles. The most dominant ion in this case is O+. The same percentage 
ion compositions are used in all three models. In panel (b), the plasma mass density profiles are plotted. The 
solid black line is the IRI model, where the percentage ion compositions are scaled with the IRI electron density 
models. The red dashed line is the E-CHAIM model, in which the percentage ion compositions are scaled with 
the E-CHAIM electron density profile. The green line is the Chilton adjusted model, where the perturbation 
between the ionosonde measured peak electron density and the IRI modeled peak electron density is applied to 
the electron density profile that scales this model. The Alfvén velocity profiles are plotted in panel (c), demon-
strating the non-uniformity of the IAR cavity. The Alfvén velocity gradients reach a maximum above the F-region 
and toward the bottom of the ionosphere. Hence, the time of flight of the wave within these boundaries is most 

Figure 3.  Models of (a) log of ion compositions modeled by the IRI, (b) plasma mass density profiles and (c) resulting 
Alfvén velocity profiles (x-axis limit of 20,000 km s −1) for 22:00 UT on 05/03/2013. Plasma mass density and Alfvén 
velocity profiles are plotted for the IRI (black), E-CHAIM (red) and Chilton adjusted (green) models.
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important in modeling Δf. Using the limits given by the IRI (80–2,000 km) 
encompasses the region which controls the IAR Δf. These different Alfvén 
velocity profiles lead to different modeled values of Δf.

As an example, Figure 4 presents the IRI Δf model and Δf extracted from 
the data for March 2013. For hours 16:00–08:00 UT, the modeled values 
are shown in green and the data are plotted in red. The absolute difference 
is plotted in blue. Here, the model and data show similar daily variation in 
Δf however there is a larger increase in Δf on 21/03/2013, suggesting that 
the IRI does not accurately reflect the conditions of the ionosphere on this 
day. A large geomagnetic storm took place on the 17 March 2013 which had 
significant and long lasting ionospheric disturbances (Yue et al., 2016). This 
may have had further effects on the IAR Δf.

4.  Results and Discussion
Figure 5 presents the full models for 2013–2021 as boxplots of hourly Δf 
values. Figure 5a shows the IRI model, (c) shows the E-CHAIM model and 
(e) shows the Chilton model. All models reveal an increase in frequency 

during the nighttime hours, however there is a decrease in the frequency just after midnight for the IRI and Chil-
ton models. This feature is most visible in the winter months of the model.

Figure 5b IRI model, 5d E-CHAIM and 5f Chilton model, show boxplots of the portion of the modeled Δf values 
which correspond to times where the U-net has detected IAR and hence there are Δf values from the data. We call 
these "reduced" models as they only contain Δf values when IAR were detected in the spectrograms. Therefore, 
figures showing the reduced models can be directly compared to Figure 2, which shows the data.

In the reduced models, we see a more similar structure to that in the data compared to the full model plots. By 
looking at this selection of the model, the double peak feature, which is clear in the winter months of the full 
models, is removed. This could suggest a sampling bias effect and that the U-Net is detecting fewer instances of 
IAR in the winter, although previously Beggan and Musur (2018) found more occurrences of IAR in the winter. 
This is discussed in Section 4.1.

We calculated the percentage difference between the extracted IAR Δf values and each version of the model, 
as shown in Figure 6. Note the x axis limit is 80%. The black line shows the IRI model, the red line shows the 
E-CHAIM model and the blue line shows the Chilton model. From this analysis we see that in general, all three 
models tend to underestimate Δf. This may be caused by the models overestimating electron density, or that the 
time of flight treatment is not fully capturing the behavior of the IAR.

The absolute median percentage difference is 19% for the IRI model, 20% for the E-CHAIM model and 22% for 
the Chilton model.

Previously Yahnin et al. (2003) compared foF2 measurements with IRI electron density at high latitude at the 
same observatory site as the magnetometer and modeled Δf. They found an improvement in this model in compar-
ison to the model which used IRI electron density profiles. The poorer performance of the Chilton model suggests 
that, although it is data driven, the latitudinal distance between Chilton and Eskdalemuir may be too great. Pertur-
bations in the ionosonde data could be caused by traveling ionospheric disturbances such as Atmospheric Gravity 
Waves (AGWs). Therefore a time shift to the Chilton perturbations would need to be applied at Eskdalemuir for 
cases where an AGW could have occurred. A more careful analysis is needed to investigate this further.

Given the IRI model is statistically the most accurate, for the remainder of this paper we use it in comparisons 
with the IAR data.

4.1.  Seasonal Variation

Figures 7a–7c show the seasonal variation of Δf for the IAR data, IRI model and reduced IRI model. The four 
lines represent the four seasons, with each year being split up relative to the equinoxes and solstices. We have 
defined winter as November–January (blue), spring as February–April (red), summer as May–July (black) and 

Figure 4.  Modeled Δf values at Eskdalemuir using the IRI are plotted in green 
for each day of March 2013, from 16:00–08:00 UT. IAR values extracted from 
the U-Net are shown in red. The absolute difference between the model and 
measured data is plotted in blue.
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autumn as August–September (green). For each season, the average value for each UT is plotted. In the data (a) 
and reduced model (c), UTs outside the range 18:00—01:00 UT are grayed out as they do not have enough data 
points to be considered in the analysis.

In both the data and the model, the winter months (blue) have the highest Δf values and the summer months 
(black) have the lowest. This is consistent with previous studies of IAR at high and mid latitude. At high latitude 
(L = 5.2), Yahnin et al. (2003) examined a data set from June 1995 to December 1999. IAR occurred more in the 
winter months and Δf was also greater. At mid latitude (L = 2.1), Potapov et al. (2014), whose data set consisted 
of 100 hr of data from March 2010 to May 2011 also found that Δf was greatest in the winter. However they did 
not find that occurrence had any seasonal dependence.

In the Eskdalemuir data set, there were the least number of data points in the winter and the most number of 
points in autumn months. This is because the U-Net detected the most IAR during the autumn. Previously, 

Figure 5.  Boxplots of various models of the Δf at Eskdalemuir, for 2013–2021. The left-hand column shows the ionospheric model outputs using all days: (a) uses 
the IRI to model electron density, (c) uses E-CHAIM to model electron density and (e) uses IRI electron density profiles modified in relation to Chilton foF2 data. The 
right-hand column shows reduced versions of these models to include times only where there are IAR data, plotted in the same format as Figure 2 ((b) IRI model, (d) 
E-CHAIM model, (f) Chilton model).
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Beggan and Musur (2018) examined the occurrence of IAR at Eskdalemuir 
for 5 years between 2012 and 2017 and found that the IAR occur most during 
the winter months. In our case, it is likely that the U-Net did not detect as 
many instances of a positive IAR identification during the winter because 
the fringes of the harmonics in the spectrograms are not as bright during the 
winter, and are more diffuse, which makes them more difficult for the U-Net 
to detect.

In the model (Figure 7b), there is a decrease in Δf in the winter months after 
midnight. This comes from an increase in the modeled electron density, 
where we found that there is an increase in density around midnight. This 
is due to the semidiurnal component of foF2 at mid-latitudes, which occurs 
during the winter time (Zolotukhina et  al.,  2014). At around midnight, 
there is an increase in peak electron density. This is not as apparent in the 
data (Figure 7a), which may be due to lack of winter data points. However, 
between 00:00 UT and 04:00 UT there is a decrease in Δf in the winter, which 
then increases again afterward. This may be an indication of the semidiurnal 
component of foF2 which is seen in the model. We plan to investigate this in 
further study.

When directly comparing the data and reduced model, the reduced model 
has lower Δf values than the data in the spring, summer and autumn months; 
the model is underestimating Δf during these seasons. However, in the 
winter months, the reduced model has greater Δf values than the data, and 
so it is overestimating Δf. The mean difference between the average UTs 

(18:00–01:00 UT) of reduced model and data is greatest in the winter and autumn at approximately 0.1 Hz, and 
lowest in the spring and summer at around 0.08 Hz. Interestingly, at low latitude (L = 1.3), Bösinger  (2002) 
examined a data set consisting of half a year of measurements from 1999 to 2000 observed that there was more 
variability in Δf during the winter. However, when they used the IRI to compute expected Δf, this variability was 
not reflected in the model.

4.2.  Yearly Variation

The average UT hourly values of Δf for each year for the data, model and reduced model are plotted in 
Figures 8a–8c. For the data and reduced model, we have included averages in the time range 18:00–01:00 UT. In 
both the data and the model, the years 2017–2020 have the greatest Δf and 2013–2015 have the smallest Δf. This 
is discussed in more detail in relation to the solar cycle in the next section. In the model (Figure 8b) there is a 
larger difference in Δf for years 2013, 2014, and 2015, which have the lowest frequencies, compared to the other 
years. This is not as apparent in the data (Figure 8a).

When comparing the reduced model (c) with the data (a), we found that the mean yearly difference between the 
reduced model and data ranges between 0.07 and 0.12 Hz (for 18:00–01:00 UT), suggesting that on yearly times-
cales, the model works well.

4.3.  Comparison With Geomagnetic and Ionospheric Indices

4.3.1.  foF2

As the IAR Δf is related to plasma mass density by the Alfvén velocity, as outlined in Section 3, we now examine 
any correlation between Δf and foF2. We obtained foF2 values from the Chilton ionosonde (which is at a slightly 
lower latitude compared to Eskdalemuir), as before, for every data point. Figures 9a–9c show boxplots for foF2 
with the data, model and percentage difference between data and model. Each foF2 bin contains the same number 
of data points. Times where the corresponding foF2 measurement was bad (flagged in the ionosonde data as 
99.99) have been removed. The maximum frequency on the plots is capped at 1.4 Hz for ease of comparison 
between the model and the data, which removes some outliers. These are also not included in the total number 
of points.

Figure 6.  A histogram of the percentage differences between the IAR Δf 
models and the IAR Δf data for 2013–2021. The percentage difference is 
calculated by ((model-data)/data). The model using the IRI for electron density 
is in black, the model using E-CHAIM for electron density is in red, and the 
model using the Chilton ionosonde data adjusted IRI for electron density is 
in blue. All three models use the IRI for ion composition and the IGRF for 
magnetic field strength. Bins are given in widths of 10% and the number of 
data points in each bin is shown on the y-axis. The x-axis shows the percentage 
difference and has limits of −80% and 80%.
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From these figures we see that there is an inverse correlation between Δf 
and foF2, so the IAR have greater Δf values when foF2 is lower. Although 
Beggan and Musur  (2018) found little correlation between foF2 and IAR 
Δf for six Eskdalemuir case study days where the behavior of the IAR was 
unusual, we find that when considering the 9 year data set as a whole, there 
is clear anticorrelation. This follows the results of Potapov et al. (2014), in 
which an anticorrelation was also found.

4.3.2.  SYM-H and Kp

SYM-H is a geomagnetic index which is used to describe the ring current. We 
used OMNI data (King, 2005) which gives SYM-H in a 1 min cadence. We 
analyzed the Eskdalemuir data set in comparison to the SYM-H data set in a 
similar way to our analysis of foF2.

In the IAR data set the corresponding values of SYM-H range from −53 
to 44 nT. Most of the times when IAR have been identified correspond to 
SYM-H values between −16 and 8 nT. There are more Δf data points centered 
around 0 nT, which correspond with lower geomagnetic activity. There are no 
extreme values of SYM-H and hence no large geomagnetic storms. Compar-
ing the reduced model and SYM-H reveals no clear correlation of Δf with 
SYM-H. During high geomagnetic activity, when SYM-H is expected to be 
at more extreme values, the spectrograms are saturated with high intensity 
activity. Therefore, any IAR that are present will be obscured and so not 
visible in the data.

Kp (planetary index) is a geomagnetic index which has a value every 3 hr 
(Matzka et  al.,  2021). We obtained Kp values (from the GFZ German 
Research Centre for Geosciences) so that we had a corresponding Kp value 
for each data point.

The Kp index ranges between 0 and 9. The National Oceanic and Atmos-
pheric Administration (NOAA,  2022) defines a minor geomagnetic storm 
as having a Kp of 5. In our data, most of the Δf data points occur with a 
Kp index of 0.67 and the greatest Kp value is 4, which corresponds to low 
geomagnetic activity. For the 5  years of Eskdalemuir data Beggan and 
Musur (2018) analyzed, the IAR occurred at Kp values of 4 and below. Our 
study confirms this is the case for the 9 year data set of 2013–2021. Most 
of the Δf data points occurred at a Kp of 0.67, after which the number of 
data points decreases. This suggests an anticorrelation of the U-net detect-
ing IAR and Kp index. Previous studies across a range of latitudes (Belyaev 
et al., 1989; Yahnin et al., 2003; Hebden et al., 2005; Potapov et al., 2014; 
Nosé et al., 2017) found an anticorrelation of IAR occurrence and Kp.

The Δf values in both the data, model and percentage difference plots do not 
have a correlation with Kp, suggesting that at low levels, geomagnetic activ-
ity does not affect the frequencies of the IAR harmonics.

The IAR at Eskdalemuir have been identified by the U-Net at times during 
low geomagnetic activity for both SYM-H and Kp, and there is no visible 

correlation between Δf and geomagnetic activity (when it is low). During strong periods of geomagnetic activity, 
IAR are not visible in the Eskdalemuir spectrograms. The high intensity activity may obscure the IAR harmonics 
and so we cannot be certain whether there is a relation between geomagnetic activity and IAR Δf, however there 
is no clear correlation with Kp and the IAR Δf that the U-Net has identified. As these parameters did not show 
any correlation, the data are not presented graphically here.

Parent et  al.  (2010) analyzed evolution of IAR Δf during a substorm and found that Δf decreased after the 
substorm event. By looking at digisonde, riometer and all-sky imager data, they suggested that the reason for 

Figure 7.  Average hourly IAR Δf data (a), model (b), and reduced model (c) 
for each season. Winter months (November, December, and January) are in 
blue, spring months (February, March, and April) are in red, summer months 
(May, June, and July) are in black and autumn months (August, September, 
and October) are in green. The black crosses mark the number of data points. 
Hourly averages outside the time range of 18:00–01:00 UT have been grayed 
out as they do not have a significant number of data points.
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this decrease in frequency is because after the substorm, more electrons 
precipitate into the F-region of the ionosphere and hence the plasma mass 
density increases, resulting in a decreased Δf. This suggests that the effects of 
geomagnetic activity may be visible during the days following high activity, 
and so we would not expect to see an instantaneous or simultaneous correla-
tion between Δf and geomagnetic activity.

4.3.3.  Sunspot Number

Finally, we compared the data and model with daily sunspot number (SILSO 
World Data Center, 2013-2021). When looking at daily sunspot number, the 
Δf data set corresponds to days with sunspot numbers in the range of 0–180 
which are relatively low, again suggesting that the IAR are detected at times 
of low geomagnetic activity. At higher sunspot numbers there may be more 
storms which will mask possible IAR on the spectrograms. The data set has 
more instances of IAR being detected during days when the sunspot number 
is lower. Potapov et al.  (2014) found that IAR occur for a longer duration 
during lower sunspot number and hence it follows that the occurrence as we 
have defined it is also greater at lower sunspot number.

Figure 10a shows the Δf values from the data for each year plotted with aver-
age yearly sunspot number, and Figure 10b shows the same for the reduced 
model. In both cases, the years 2016–2020 have the highest median Δf 
values, ranging between 0.57 and 0.62 for the data. These years correspond 
to the lowest average yearly sunspot numbers, which range from 39.8 to 7.0. 
The years 2013–2015 have the lowest median Δf values (the data ranges from 
0.47 to 0.56) which correspond to greatest average yearly sunspot numbers 
(94.0–133.3). It is clear from this figure that there is a relationship between 
sunspot number and Δf, with lower sunspot numbers giving rise to greater 
Δf values. Sunspot number has a linear correlation with foF2, hence at lower 
sunspot numbers and lower foF2 Δf is expected to increase as the Alfvén 
velocity decreases.

In 2013 and 2014, the median Δf values in the data were 0.47 and 0.48 Hz 
respectively. These are the years with the lowest Δf. In 2015 the median 
increased to 0.56 Hz, and remained above this value for the remainder of 
the years. The solar cycle 24 maximum lasted from October 2011 to January 
2015 (Jayalekshmi et al., 2022) and so it is expected that Δf will be lower 
during this time period, as is reflected in both the data and the model.

These results suggest that although the IAR Δf does not change over short 
timescales with geomagnetic activity, it does reflect the variability with the 
solar cycle.

Figure 10c shows the absolute percentage differences between the model and 
data for each year as a boxplot, alongside the corresponding average yearly 
sunspot number. We conducted a two sample Kolmogorov-Smirnov test in 

order to determine if each year of percentage differences are statistically significant from each other. In the test, 
we compared each year to the full 9 year data set of percentage differences. The results of this significance  test 
showed that the individual years are significantly different to each other, with a small probability that the data for 
each year could have been randomly sampled from the data set (with a median p value of 8.15 × 10 −28, close to 0). 
Hence, as the data are statistically significant, we can be confident in the correlation of the percentage differences 
of each year and the solar cycle.

The greatest increase in percentage difference occurred between 2015 and 2018, which corresponds to the 
descending phase of the solar cycle (Jayalekshmi et al., 2022) (descending phase was February 2015–June 2019). 
The yearly medians increased from 20.6% to 25.9% so the IRI model is the least accurate during this phase. 
During the descending phase of the solar cycle, there is an increase in geomagnetic activity caused by coronal 

Figure 8.  Average hourly IAR Δf data (a), model (b), and reduced model (c) 
for each year in the range 2013–2021. Black crosses mark the number of data 
points. Hourly averages are plotted for the time range 18:00—01:00 UT where 
there are a significant number of data points.
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holes on the Sun (Tsurutani et al., 1995), and so this may suggest that the 
model does not capture the effects of these on the IAR.

4.3.4.  Limitations and Future Work

The aim of this research was to model and investigate the climatology of 
the IAR at Eskdalemuir. The IRI and E-CHAIM models follow the same 
seasonal and diurnal trends of Δf. In general, the models tend to slightly 
underestimate Δf. Although we suggest reasons for this, further investigation 
is required to understand this discrepancy.

We have observed more rapid changes in Δf which occur on shorter times-
cales than the expected diurnal variation. These variations are not captured 
in the models and so next we will examine these as case studies and further 
develop our understanding of these days, for example, by including the effect 
of AGWs. Days where the difference between the modeled Δf and the data 
suggest that the ionosphere may be behaving differently to the IRI model and 
so it will be beneficial to study these in more detail, for example, by consider-
ing possible long term effects of geomagnetic activity following geomagnetic 
storms.

The Δf data which we extracted from the Eskdalemuir magnetometer data 
relies on the U-Net's capability of detecting IAR in spectrograms. As the 
U-Net is most efficient when the IAR appearance is bright (or well above 
the background), the data set is biased toward the summer months, where 
the fringes are more intense in the spectrograms. This means our analysis 
is certainly poorer in winter. As the semi-diurnal feature in foF2 appears 
strongly in the winter months of the model, we will analyze these months 
more closely in future studies. To do this we may use a cursor clicking 
technique to extract Δf during the winter on days where we observe the 
semi-diurnal feature in the data.

5.  Conclusions
We have examined the IAR Δf in a nine year data set covering 2013–2021 
obtained from Eskdalemuir Observatory, UK. We used a U-Net machine 
learning algorithm to extract IAR Δf. This method performs best when the 
IAR are more intense which corresponds to the summer months. The large 
data set that we obtained allowed us to conduct a thorough study of IAR 
Δf at a mid-latitude location over most of a solar cycle. At Eskdalemuir, 
we observed a strong anti-correlation with foF2 and Δf, which follows from 
theory, as electron density, and hence plasma mass denisty, strongly controls 
the IAR frequencies. The IAR identified by the U-net tended to occur 
during  times of low geomagnetic activity.

Our model of the IAR at Eskdalemuir using the IRI and E-CHAIM follows 
the same general seasonal and yearly trends as the data. In both, Δf increases 

during the night and is greater during the winter months and during solar minimum. The performance of the 
model decreases slightly during the descending phase of the solar cycle. Our future work involves identifying 
days where the difference between the model and data is greatest, and days where there are more rapid variations 
in Δf, which may suggest other perturbations in the electron density.

Figure 9.  Boxplots of IAR Δf data (a), reduced model (b) with foF2 measured 
by the Chilton ionosonde. Panel (c) is a boxplot of the absolute percentage 
difference between the data and modeled Δf values with foF2, with a y-axis 
limit of 80%. The binned foF2 ranges include the lowest value and up to 
but not including the greatest value. Data points corresponding to missing 
ionosonde data have been removed, resulting in a total number of data points 
of 39,230.
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Data Availability Statement
Eskdalemuir induction coil magnetometer data was retrieved from the British Geological Survey data repository, 
for years 2013–2021 (British Geological Survey, 2022). Data and sample code are available here (search for 
induction coil): https://webapps.bgs.ac.uk/services/ngdc/accessions/index.html. The U-net code which detects 
IAR harmonics was developed by Marangio et al. (2020), and the code is available here: github.com/marangiop/
unet. We used International Reference Ionosphere (IRI) version 2016 (Bilitza et al., 2017). We used International 
Geomagnetic Reference Field (IGRF) version 13 (Alken et al., 2021). E-CHAIM is supported under Defence 
Research and Development Canada contract number W7714-186507/001/SS and is maintained by the Canadian 
High Arctic Ionospheric Network (CHAIN) with operations support from the Canadian Space Agency (Themens 
et al., 2017). The E-CHAIM website is: chain-new.chain-project.net/index.php/projects/chaim/e-chaim. Chilton 
Ionosonde data was used for foF2 measurements (RAL Space, UKSSDC, 2022). We acknowledge use of NASA/

Figure 10.  Boxplots of IAR Δf data (a), reduced model (b) and absolute percentage difference between the data and modeled 
Δf (c), for each year from 2013 to 2021. The right hand y axis shows the average yearly sunspot number for these years, 
plotted by the green line, with each year marked with a green x. Panels (a) and (b) have a y-limit of 1.5 Hz. Panel (c) has a 
y-limit of 80%.
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GSFC's Space Physics Data Facility's ftp service, and OMNI data, from which we retrieved SYM-H data. The 
OMNI website is: omniweb.gsfc.nasa.gov/. The Kp index data (Matzka et  al.,  2021) were obtained from the 
GFZ German Research Centre for Geosciences. The website is: www.gfz-potsdam.de/en/section/geomagne-
tism/data-products-services/geomagnetic-kp-index. Sunspot numbers were obtained from the SILSO world data 
centre (WDC-SILSO, 2022). The data set is available here: www.sidc.be/silso/datafiles.
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