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Abstract: News about personal data breaches or data abusive practices, such as Cambridge Analytica,

has questioned the trustworthiness of certain actors in the control of personal data. Innovations in

the field of personal information management systems to address this issue have regained traction in

recent years, also coinciding with the emergence of new decentralized technologies. However, only

with ethically and legally responsible developments will the mistakes of the past be avoided. This

contribution explores how current data management schemes are insufficient to adequately safeguard

data subjects, and in particular, it focuses on making these data flows transparent to provide an

adequate level of accountability. To showcase this, and with the goal of enhancing transparency to

foster trust, this paper investigates solutions for standardizing machine-readable policies to express

personal data processing activities and their application to decentralized personal data stores as an

example of ethical, legal, and technical responsible innovation in this field.

Keywords: data governance; digital age; transparency; personal data management; identity management

1. Introduction

Data-driven innovations are expected to deliver further economic and societal develop-
ment [1]. Through the analysis, sharing, and (re-)use of data, business models and govern-
ments’ processes have been transformed to benefit from those practices [2]. The emergence
of a data-driven society is being fostered by policy actions from different governments on a
worldwide scale. The European Union (EU) is no exception to this, as the European Com-
mission has put on its agenda the development of “A Europe fit for the Digital Age”. The Eu-
ropean Commission’s strategy and related policy documents can be located at the following
link: https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age_en
(accessed on 26 May 2023). Regardless of whether it is a Big Tech company based in the
United States (US), a large data broker in the EU, or a Chinese government-controlled
entity, current data practices have been questioned by different societal sectors, from in-
dividuals to nongovernmental organizations (NGOs) or from academics to governments.
Trust in many digital services has been compromised [3], which has left individuals asking
themselves “who should I trust with my data”.

In response to this trust crisis, technology has been looked upon to provide answers.
Applied to the field of (personal) data, self-sovereign identity models [4] — as improve-
ments over existing Personal Information Management Systems (PIMS) — have been put
under the spotlight due to their potential, but they are also taken with “a grain of salt”, as
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they are not free from shortcomings [5]. Through them, users would be in direct control of
their information and decide when, how, and who can access such information. Certain
policy strategies, particularly in the EU, seem to appreciate these new technologies, and
despite their infancy, are inclined to include them in the roadmap for the development of
new data governance schemes, such as data trusts or data spaces. As a matter of fact, it is
possible to argue that the EU is making a technological bet to secure more democratic and
participatory data practices through technology [2]. In this scenario, confidence in these
data-intensive practices is promoted by seeking more technologically robust systems that
do not depend on a firm’s reputation so as to balance the power imbalance between data
subjects and data controllers. Particularly, PIMS are supposed to tackle the obscurity found
in many complex data flows by promoting “transparency and control measures”.

The literature around the notion of trust, while rich, is complex given the different
understandings of this concept. In this respect, De Filippi et al. [6] made a distinction
between trust and confidence: “trust depends on personal vulnerability and risk-taking,
whereas confidence depends on internalized expectations deriving from knowledge or
past experiences”. Applying this approach to our research object, given the lack of trust
over what data controllers will do with personal data, data subjects could be interested in
technologies that would allow them to comprehend how their information is involved in
actual data flows.

As such, we expect to explore the ethical and legal challenges in building confidence in
these technological solutions but also in trusting the operators of these systems to provide
a balanced ecosystem for data-sharing practices. In this respect, legal rules can show us
which elements a lawmaker considers relevant to the promotion of trust and the building
of confidence in these technological solutions. While there are many different regulatory
strategies, disclosure-based approaches dominate data-related regulations, particularly in
the EU, with the intention to rely on consent [7] as an enabler of the data economy. These
types of legal rules are intended to mitigate imbalances, i.e., vulnerabilities, between two or
more parties by exposing the potential risks and subsequent harms; however, they are also
intended to deliver key information to the decision-making individual, enabling them to
make a confident choice [8]. Moreover, from an ethical perspective, various norms can be
identified that should be complied with by a person with whom information is shared in
order to be trustworthy. These norms include sincerity, competency, and the permissibility
of the task that the trustor relies upon the trustee to perform [9].

Given the multitude of factors that can have an influence on both trust and confidence,
we limit our analysis to how transparency is pursued as a necessary precondition for the
operation of a given technology (PIMS, in this case), the applicable regulatory framework
(personal data-related rules, limited to the EU context for this paper), and an ethical discus-
sion around data control, as suggested by Bodó’s framework for mediated technological
trust [10]. The particular focus on transparency is based on three grounds: (i) from a
regulatory perspective, transparency is a cornerstone principle of personal data protection
regimes, and it is usually included alongside lawfulness and fairness, as in the General
Data Protection Regulation (GDPR) Article 5.1(a); (ii) transparency includes both its ex-ante
as well as its ex-post elements, the latter including the issue of explainability [11]; and (iii)
it is possible to crack the “black box” that many Artificial Intelligence (AI) systems present
and to identify potential biases towards vulnerable populations by revealing how data
flows and nurtures data-driven innovations through transparency [12].

Consequently, this contribution explores the current and upcoming European data
protection rules with a focus on transparency. Moreover, the ethical impact of centralized
and decentralized technologies on the empowerment of users with respect to the types of
control they can exert over their personal data is examined. By focusing on transparency,
we explore how technology can enable responsible innovation in the field of personal
data management systems through standardizing machine-readable policies for the expres-
sion of personal data-handling activities. Through this joint legal, ethical, and technical
approach, we expect to identify existing gaps in the literature that can be addressed in



Information 2023, 14, 351 3 of 17

future works. The contributions of this work can be summarized by the following research
question: “What are the indicators that provide trust and confidence over parties and technologies
involved in decentralized personal information management systems from an ethical, (EU-oriented)
legal, and technological perspective to secure responsible innovation?”

In this respect, we organize the paper as follows: Section 2 identifies the motivation
that guides this contribution—the emergence of decentralized PIMS; Section 3 provides
an overview of existing and proposed regulatory data protection regimes; Section 4 takes
this legal and technological discussion to the philosophical arena by putting forward the re-
search question of “who should citizens trust with their personal data”; Section 5 discusses
the use of one core aspect of data protection—transparency—to foster ethical and legal
innovation in the field of personal data management, including a comparison of existing
machine-readable solutions for the representation of data protection requirements; Section 6
presents open research directions and ideas for future work; and Section 7 summarizes
the conclusions and presents possible future areas of discussion regarding the use of
decentralized data governance schemes.

2. Motivation—The Emergence of Decentralized PIMS

Managing and governing data flows is not a new issue and, as such, rules to tackle this
task, particularly legal ones, have existed for quite some time: from the Fair Information
Practice Principles principles (FIPPs) produced back in the early 1970s [13] to Convention
108 (Convention 108 and related documents can be located in the following link: https:
//www.coe.int/en/web/data-protection/convention108-and-protocol, (accessed on 26
May 2023), to the latest regulatory frameworks for developing countries such as Brazil or
India. However, a common trend among these provisions was and is the existence of an
accountable and responsible entity, the data controller, which determines the means and
purposes for processing personal data from somebody else, the data subject, who is granted
certain rights to ensure the respect for their information. However, as discussed above,
this model has shown some shortcomings, particularly due to issues such as information
overload that negates any real possibility of consenting to data processing or the use of an
unsuitable legal basis for certain activities [8]. In response, new data governance schemes
are being proposed [14] that could constitute an improvement towards more egalitarian
control over personal data [15], where data subjects are aided in managing their personal
data via data cooperatives, data trusts, or data commons, as is explored further on.

However, these solutions still rely on the fact that most personal data are centralized
in large databases of data controllers or there is a significant transfer of control over a
trusted party. Generally speaking, trust in intermediaries has suffered considerably in the
last two decades: from the financial crisis in the late 2000s, political instability due to the
surface of scandals on both sides of the political spectrum, or more related to our research,
the exploitation and manipulation conducted by these “trusted” data entities and the lack
of concrete enforcement from regulators. Given this background, certain technological
tools have emerged to terminate these “distrustful” intermediaries and allow for pure
peer-to-peer relations where trust in third parties can be circumvented.

In this context, the emergence of decentralized solutions for the Web has gained many
supporters since the development of Bitcoin (https://bitcoin.org/, accessed on 26 May 2023)
and a myriad of other applications. While blockchain and distributed ledger technologies
have received substantial development in the financial services industry, there are other
connected developments, such as the Semantic Web and its stack of technologies [16], that
seek to decentralize access to the data on the Web. While these technologies are not without
their critics, some of them are quite valid, as in the case of the ICOs (Initial Coin Offerings)
scams in 2017 or the appropriation by certain companies of the metaverse, since they
challenged the status quo and opened the discussion about alternative models in an era
where trust was falling.

Among these other applications, we can find certain developments in the field of
personal information management systems, particularly under the banner of “self-sovereign

https://www.coe.int/en/web/data-protection/convention108-and-protocol,
https://www.coe.int/en/web/data-protection/convention108-and-protocol,
https://bitcoin.org/
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identity” solutions. These decentralized systems can allow users to select who can access
their data and, therefore, actually shift the power balance. In practice, decentralized systems
detach the data from the service itself, giving the users full control over the data, as they
can be kept in individual personal data stores. Secondly, these systems address issues such
as data portability and interoperability, making it easier for users to exchange data between
applications, again further reinforcing a new power position for them. Therefore, these user-
managed data systems can be considered the next step towards an actual negotiation of
privacy terms between data subjects and controllers. This represents a considerable change
from the current situation where individuals are presented with the service’s privacy notice
and must usually accept it to access it.

While their promoters back these developments under the premise that data subjects
could become controllers of their own personal data, this view, to a certain extent, is
incompatible with existing regulations [4]. The whole premise of data protection rules is to
identify a responsible party, different from the data subject, and impose a series of duties to
ensure that the data processing does not compromise fundamental rights in the process.
However, these technologies can play a role in facilitating the exercise of data subjects’
rights and provide a much more detailed overview of how personal data are processed in
contrast to the existing landscape [5].

In this context, as was previously pointed out, the use of decentralized PIMS may be
the answer for users to regain control over who has access to their data and under what
conditions. Currently, centralized services dominate the control of data flows on the Web,
regardless of whether we are referring to a US-based Big Tech company, such as Facebook
or Twitter, a CCP-influenced (CCP—Chinese Communist Party) service provider, such as
TikTok or AliPay, or even EU-based entities, such as IAB Europe; while some jurisdictions
are working on improving this, such as Europe with its data spaces initiative [2] , the current
landscape is dominated by very few “gatekeepers” with significant influence over data.
These entities collect large amounts of personal data in their data silos, making it difficult
for the users to access their data, let alone reuse it for other Web services according to the
data subject’s wishes. In addition, the reuse of such data for other purposes, determined by
these controllers, remains unchecked by data protection authorities.

With the data stored in decentralized PIMS, users regain control over what information
the services have access to, and they can actually reuse the same data across different
applications and services. In this context, several personal data stores’ models have
been emerging in the market, such as the Solid project (Solid Technical Reports: https:
//solidproject.org/TR/, accessed on 29 May 2023), the Hub of All Things (https://www.
hubofallthings.com/, accessed on 29 May 2023), and Meeco (https://www.meeco.me/,
accessed on 29 May 2023). While all of these different models were developed with
the goal of giving the users control over how their personal data are used, the Solid
ecosystem has been gaining greater adoption as it is open-source and based on the Linked
Data Collection of inter-related datasets on the Web. More information on Linked Data is
available at https://www.w3.org/DesignIssues/LinkedData.html (accessed on 29 May
2023). It promotes interoperability by relying on already-existing Web standards for identity
management. Identification in Solid is based on the WebID-TLS (WebID Authentication
over TLS, https://www.w3.org/2005/Incubator/webid/spec/tls/, accessed on 29 May
2023) or OIDC (OpenID Connect, https://openid.net/connect/, accessed on 29 May 2023)
protocols and Linked Data resource usage. The core Solid specification relies on the RDF
(Resource Description Framework, hhttps://www.w3.org/TR/rdf11-concepts/, accessed
on 29 May 2023) and LDP (Linked Data Platform,http://www.w3.org/TR/ldp/, accessed
on 29 May 2023) standards, while providing granular access control to Web resources
and collections of resources. To expand on this, we use Solid as a case study of this new
technological development.

Solid, a project led by the inventor of the Web, Tim Berners-Lee, is a specification for
decentralized personal online data stores (“Pods”) based on interoperable Web standards
and protocols. Solid allows its users to take ownership of their data by storing and

https://solidproject.org/TR/
https://solidproject.org/TR/
https://www.hubofallthings.com/
https://www.hubofallthings.com/
https://www.meeco.me/
https://www.w3.org/DesignIssues/LinkedData.html
https://www.w3.org/2005/Incubator/webid/spec/tls/
https://openid.net/connect/
hhttps://www.w3.org/TR/rdf11-concepts/
http://www.w3.org/TR/ldp/
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managing access to them, while Solid applications have access to this information through
dynamic access control rules that the users themselves choose. Moreover, Solid applications
and Pods are interoperable, since the data generated by any Solid app can be stored in
any Pod, independently of the Pod provider. In addition, Solid applications are also
interoperable, since the data generated by one application can be reused by another. A
list of approved Pod providers is maintained by the Solid Community for the users to
choose according to their terms and conditions, and there is also the possibility to self-
host their own Pod. Information on Pod providers and self-hosting is available at https:
//solidproject.org/users/get-a-pod (accessed on 29 May 2023).

Moreover, Solid implements authentication and authorization protocols as two pro-
cesses to improve users’ trust in the privacy and security of their data. When it comes to
the authentication protocol (https://solidproject.org/TR/oidc, accessed on 29 May 2023),
Solid uses the WebID (https://www.w3.org/2005/Incubator/webid/spec/identity/, ac-
cessed on 29 May 2023); https://solid.github.io/authorization-panel/authorization-ucr/
#definitions, accessed on 29 May 2023) specification. A WebID is used to authenticate the
users when logging into Solid applications and for users to manage the data on their Pods.
Additionally, the access rights on a Pod are attached to specific WebIDs, regardless of the
user to which they relate.

On the other hand, the authorization protocol (https://solid.github.io/authorization-
panel/authorization-ucr/, accessed on 29 May 2023) in Solid is based on the Web Access
Control (WAC) (https://solidproject.org/TR/wac, accessed on 29 May 2023) specification.
Using WAC, each resource in a Pod can have a set of authorization statements stored
in the so-called Access Control List resources (ACLs). The ACL ontology is available at
http://www.w3.org/ns/auth/acl#. These statements include the authorized agents and
the modes of access that they have for the resources. Additionally, these authorizations
can be explicitly set for an individual resource, inherited from the parent folder, or even set
at the Pod level, which can be easily set by the users, for instance, using a drag-and-drop
solution, so that they do not have to understand what is happening behind the scenes with
the ACL code.

A decentralized system such as Solid brings in a few advantages. First, by default,
access to the resources is not allowed unless the user gives active consent, which is aligned
with the EU’s GDPR principle of privacy by default and by design in Article 25. Another
strong aspect is related to the fact that permissions can be set to local files or at a broader
level, for instance, over folders or even over the whole Pod, and it is much easier to
update and revoke access than on the usual centralized applications. On the other hand,
some disadvantages still need to be overcome, such as creating a mechanism to specify
prohibitions, e.g., if a user wants to state that they do not want their data to be used to
develop commercial products. Additionally, in line with the previous point, there is still
work to be conducted to be able to write authorizations over specific types of data or
specific purposes [17].

3. Legal Challenges Regarding Data Protection and Decentralized PIMS

As discussed above, new data governance schemes have been proposed to counterbal-
ance existing shortcomings in current rules. While the term “data governance” has several
meanings depending on the context and the approach of the involved stakeholders, our
focus on this concept for this portion of the article is from a regulatory perspective [18–20].
To further specify our analysis, we look into existing data governance schemes mandated
by European regulations as well as proposed future rules.

We limit our analysis to this geopolitical selection for two reasons: (i) the EU pro-
vides more of the most robust and developed legal regimes dealing with data processing
that position individuals and their protection at the core [21]; and (ii) this has led to the
“exportation” of this model under the Brussels effect to many continents, such as Asia,
Latin American, or Africa [22]. Considering that we seek to address the intimate nature
of individuals and their information, our focus shall be placed exclusively on rules deal-

https://solidproject.org/users/get-a-pod
https://solidproject.org/users/get-a-pod
https://solidproject.org/TR/oidc
https://www.w3.org/2005/Incubator/webid/spec/identity/
https://solid.github.io/authorization-panel/authorization-ucr/#definitions
https://solid.github.io/authorization-panel/authorization-ucr/#definitions
https://solid.github.io/authorization-panel/authorization-ucr/
https://solid.github.io/authorization-panel/authorization-ucr/
https://solidproject.org/TR/wac
http://www.w3.org/ns/auth/acl#
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ing with personal data rather than nonpersonal data. We acknowledge that the line that
distinguishes between the two kinds of data is blurry at the current moment, as opinions
from the legal literature and certain guidance from authoritative bodies recognize that the
technical ability to achieve such separation might not be as effective as originally conceived.
Not only that, we also recognize that there is a call for the unification of such distinct legal
regimes given that the processing of nonpersonal data could produce similar effects for
data subjects as the processing of personal data. As part of our interdisciplinary approach
to the research question, this section adopts a legal research methodology by conducting
a descriptive analysis of the existing and upcoming legal framework [23]. As for the first
portion of the analysis, the method to be used serves the purpose of organizing the existing
legal framework alongside its interpretation by authoritative bodies, both administrative
and judicial, as well as being enriched by the legal literature. Beyond the scope of this
section, and when discussing how to effectively secure legally compliant innovation in
this field, an exploratory theoretical analysis [24] on the role of transparency is performed,
alongside joint efforts with the two other disciplines at stake. Particularly in this latter
stage, we decided to opt for a “law + tech” approach [25] to analyze the particular relation
between law and computer science to secure the objective of protecting the right to data
protection. Under this lens, the exploratory theoretical analysis seeks to promote the collab-
oration between law and technology to harness the most desirable solutions to promote the
effective protection of the fundamental rights at stake.

3.1. Existing Data Protection Regulations

The principal existing regulatory framework in Europe for data governance is the
GDPR [26]. The core of the GDPR is structured around the “data controller–data subject”
relation mentioned previously and, from it, all relevant rights and obligations are assigned
and structured [27]. In this respect, the GDPR is anchored around the idea of allowing
data processing when there is a reason for it, a legal basis; the data subject has been in-
formed about it, transparency; and a series of provisions are abided by, principles, duties, and
responsibilities, when handling such information.

While the dichotomy is clearly helpful from a legal point of view, when it comes to
the distribution of rights and obligations between the involved parties, certain unforeseen
consequences have emerged in recent years regarding how these roles have been interpreted
by courts. The GDPR does not forbid the existence of more than one data controller, but
rather, acknowledges that, in particular cases, two or more entities might process personal
data together for a shared purpose. This reflects the reality of current complex data flows
between multiple parties. As such, the GDPR introduced a proper and fully-fledged
regime for the notion of joint controllership [28]. While the notion is clearly helpful to
provide a clear legal framework for those entities processing personal data jointly, the
caselaw from the Court of Justice of the European Union (CJEU) has taken this concept and
considerably expanded its area of application in both pre-GDPR and post-GDPR eras by
considering the existence of joint control without a previous and formal understanding of
the parties [29–31]. From a data governance perspective, this means that certain parties
might end up having far more duties and responsibilities than originally intended.

3.2. Upcoming European Regulatory Data Protection Acts

While data controllers join forces to further process and extract the value out of
collected personal data on different platforms, data subjects look for new mechanisms
to counter the situation and reclaim control over their data, given the citizens’ general
distrust feeling, for example, in the case of financial services [32]. In this respect, there
is a call for new data governance schemes that can improve the current “data controller–
data subject” relation. Recent research has mapped the landscape and identified different
scenarios in this rapidly changing landscape [14]. In this sense, it is possible to point out
the following schemes: (i) data-sharing pools; (ii) data cooperatives; (iii) public data trusts;
and (iv) personal data sovereignty.
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A data-sharing pool can be defined as a partnership between different data subjects
to unite their data and share the responsibility of overseeing their information while
distributing the benefits from the use of their data. Data cooperatives are similar to data-
sharing pools, although the administration and decision-making activities regarding the
data are conducted by a centralized authority, similar to other cooperatives. When this
centralized role is assumed or delegated to a public authority, depending on the concrete
situation, it is possible to consider the existence of a public data trust. Finally, if these tasks
are assumed to be performed directly by the data subject on an individual basis, we can
consider the existence of a personal data sovereignty scheme.

While data-sharing pools, data cooperatives, and public data trusts follow the “data
controller–data subject” logic, they approach personal data by viewing it as a commodity
or something that can be circulated, traded, or donated, depending on the scheme, which
is an approach that might not be compatible with the existence of a fundamental right
to personal data protection and privacy. On the other hand, personal data sovereignty
recognizes this fundamental right characteristic by taking an individual approach to data
governance and granting the individual full control over their data [33].

Certain novel legal rules, for example, the Data Governance Act (DGA), show that
it is possible to preserve fundamental rights by adopting safeguards, particularly those
related to transparency. According to the DGA, these new data governance structures,
particularly those regulated as ‘data intermediation service providers’ as well as ‘data
altruism organizations’, are intended to help data subjects make choices by assisting them
with understanding privacy notices and other meaningful details about relevant personal
data handling activities. By doing so, it is acknowledged that transparency, and its adequate
interpretation, is key to securing the protection of fundamental rights. These would, indeed,
help users to navigate the privacy details of different digital online services. Some of the
initial criticism from Europe’s two main data protection watchdogs—the European Data
Protection Board (EDPB) and the European Data Protection Supervisor (EDPS) [34]—has
been addressed during its legislative process, and we can now only wait to see how things
unfold in the field regarding this new set of rules.

While not dealing directly with personal data governance schemes, the recent pro-
posal to amend the eIDAS Regulation (eIDAS 2) will tackle the issue of personal data
sovereignty [35]. In this regard, the failure of eIDAS to provide a secure digital iden-
tity for online activities—another data governance failure—has triggered the need for an
update [36]. Responding to this, the idea of a European Digital Identity Wallet emerged as
“a product and service that allows the user to store identity data, credentials, and attributes linked
to his/her identity to provide them to rely parties on request and to use them for authentication,
online and offline”. As such, the European Digital Identity Wallet would enable further direct
control by users of the personal data associated with their identities.

When it comes to PIMS, it is possible to argue that they can be deployed within a mul-
tiregulatory context and, consequently, would have to follow numerous rules depending
on the links between the data subject, the data controller, and the technology provider. In
this context, these services are intended to be highly modular and adaptable to different
online services, giving rise to the need for technical tools to achieve these objectives.

4. The Ethical Challenges of Controlling Data and Reclaiming Control over Them

As case law from supervisory authorities demonstrates, the complexity of the data
processing activities has been proved to be complicated for data controllers to explain in
simple terms and when using limited attention resources from data subjects [27]. The lack
of useful information to discern what is happening with the data poses a risk to building
trust between the involved stakeholders. Consequently, individuals are seeking to regain
control over their data and limit how these entities use it [14]. As such, potential new
data governance schemes can improve the knowledge and understanding of data subjects
regarding the use of their personal information by introducing new entities/roles that can
mediate the relationship between them and the data controllers [14,37]. This legal and
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technological debate is again raising the question of “who should I trust with my data?”
for all data subjects.

The significance of answering this question can be found in the concept of “control”,
in the sense that users need someone to trust in order to regain (democratic) control over
their data in the digital age. Emerging data governance models provide legal mechanisms
to help data subjects to acquire their voice. In the data cooperative model, for example,
cooperatives play the role of trustees and manage data on behalf of the data subjects, and,
in turn, data subjects retain and preserve democratic control over their data. In this kind of
data governance scheme, what matters is that a relationship of trust is established between
cooperatives who manage data and data subjects. In some cases, trustees should consult
with data subjects. They provide agreements and contracts for data subjects to inform them.
Data subjects, on the other hand, can express their preferences and decide how to share
their data and for what purposes [14].

Data cooperatives or other trustees play a significant role in enabling data subjects
to retain control over their data and regain their moral position in the digital age. In
particular, personal data sovereignty provides a meaningful return to more democratic
and egalitarian governance as individuals reclaim control over their personal data, or at
least, in theory, it should have this effect [14,38]. As such, personal autonomy and classical
liberal values can be respected once again by fostering trust-based relationships. Moreover,
our current democratic experiences can provide guidance to avoid falling within the same
cracks as we have in the last two centuries, where a significant portion of the population,
particularly in the Global South, have had their rights neglected due to faulty and poor
governance safeguards. In this respect, it is possible to highlight the democratic failures in
Latin America during the last 50 years due to coups d’etat , economic crisis, or environmental
disasters and the lack of strong governance mechanisms to cope with these changes and
situations. For example, the last Argentinian military dictatorship substantially affected
the identity of thousands of individuals who were kidnapped as children and relocated
with new families, erasing their true identities in the process. As a response, collective
organizations emerged to redress this, given the helpless situation that these people were
forced into and their lack of power to push back and reclaim their true identities [39].

Despite the importance of trust in respecting the autonomy and agency of data
subjects [8], the existing methods for fostering trust remain controversial, and there are
unresolved societal issues in digital services and new digital intermediaries [40]. Given
that the issues to be resolved are how to approach trust in practice, how to build trust rela-
tionships between data subjects and data cooperatives, and what the necessary conditions
for fostering trust are, we decided to address these issues using practical methods rather
than theoretical ones. To do so, we organized a public Think-In event where people came
together to discuss the implications of shifting the control over the terms under which per-
sonal data is shared to personal data spaces operated by trusted data intermediaries. One
important advantage of the “citizens’ Think-In” approach, which we selected for public
discussion, is that, unlike a traditional panel discussion or public lecture, it encourages
direct participation from those in attendance. Through small group discussions, a Think-In
provides an opportunity for people from diverse walks of life to deliberate and discuss
topical societal issues arising from Science, Technology, Engineering, and Mathematics
(STEM) innovation. Information about the PROTECT Think-Ins and respective results is
available at https://protect.oeg.fi.upm.es/thinkin/ (accessed on 18 June 2023).

While the full results from such a process go beyond the scope of our intended
contribution, it is possible to highlight that the general public was sensible about the ethical
issues around who to trust and the role of transparency in such a process. Citizens raised
the issue of preventing the GDPR turning into the “tick-box” compliance exercise that has
produced the current form of privacy notices, which would be the case when deploying a
template privacy notice for several different data processing activities. Moreover, disclosure
and oversight over the use of personal data in a practical and useful manner is a key topic

https://protect.oeg.fi.upm.es/thinkin/
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that demands attention. In this sense, meaningful transparency to build trust between
stakeholders is, consequently, a relevant issue.

The resulting insights gleaned from the Citizens’ Think-In discussion provide us
with an important basis to think about how to embed transparency in data processing
agreement terms for personal data stores in both machine-readable and human-readable
forms, allowing data subjects to understand and control the articulation of agreement
terms. In this manner, the navigation of data controllers and data subjects in the complex
data-sharing environment that the platform economy presents would be more firmly under
the control of the subject.

5. Using Transparency to Foster Ethical and Legal Innovation in Personal
Data Management

As highlighted in the previous sections, transparency can play a key role in miti-
gating the ethical and legal challenges around decentralized PIMS, given their relevance.
Transparency is the first step for any governance scheme grounded in a human rights
approach [41]. Given the role of the right to personal data protection, it is only reasonable
to conduct our analysis starting from this element. We begin our analysis by focusing on
power and explaining the role of transparency in enhancing trust which, in turn, helps
to redress the power asymmetry between data subjects and Big Tech. Emerging data
governance models can regulate power relations in the digital age. These models provide
legal mechanisms to return power stemming from aggregated data to individuals through
bottom-up mechanisms. Trustees or data cooperatives, for example, play a significant role
in balancing power between data subjects and big companies that process data and aim to
gain value from that processing. They enable data subjects to regain control over their data,
regaining their power and moral position in the digital age. The precondition for achieving
these benefits is that a relationship of trust should be established between data subjects and
data cooperatives or other trustees. In this respect, transparency is a fundamental pillar
of any (good) governance scheme, and meaningful and thoughtful implementations can
serve to overcome shortcomings caused by power imbalances. Therefore, it is appropriate
to ask how to achieve good transparency in these new decentralized PIMS schemes, such
as the Solid initiative.

In the field of personal data, transparency, as noted previously, is one of the key
principles of data protection regulations worldwide, including the GDPR, and it usually
involves certain obligations imposed on data controllers and associated rights for data
subjects. Privacy notices are typically used as the instrument to comply with most of
the obligations associated with this principle. Through transparency, data subjects can
understand how their information is going to be used as well as react to any situation that
they do not agree with, if possible.

The legal literature on the matter agrees that the current standard privacy notice
consists of a single document that is usually located in an inconvenient location and relies
heavily on complex and highly legal explanations [42]. In this regard, privacy notices are
seen as an obstacle that must be complied with, rather than as a tool to allow data subjects
to monitor how their data are used [43].

Moreover, the GDPR places a great deal of importance on transparency for the data
subjects. While certain scholars have pointed out that privacy notices have been improved
in terms of the provided information, this has come at a cost in terms of the length,
complexity, and user accessibility [44]. In this regard, European authorities, national
supervisory authorities, and legal scholars have started to act to change current practices
related to drafting privacy notices [45,46]. The risk-based approach demands a careful and
tailored design of the information provision at the right stages and in the right medium
for data subjects. While a template from a supervisory authority can constitute a starting
point for simple data processing activities, the reality, from both economic and regulatory
perspectives, is that data processing activities can only be expected to become more complex.
Not only that but decisions from supervisory authorities, in particular, high-profile cases
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such as WhatsApp [47], demand this approach from data controllers. While the previously
mentioned decision regarding WhatsApp constitutes a highly relevant case, several other
supervisory authorities have also tackled this matter, particularly the Spanish supervisory
authority with heavy fines given to banks [48,49].

In addition, the terms and conditions of these services are sometimes presented to
users in a manner that is not transparent regarding their data handling practices and in
ways that do not allow users to specify and enforce their privacy preferences. Furthermore,
with the emergence of privacy and data protection laws that specify how personal data can
be collected, used, and shared, these services can no longer rely on these types of “yes/no”
consent management systems to comply with the legislation. However, PIMS provide a
fertile ground for integrated “law + tech” approaches, where technology plays a role in
facilitating compliance with existing regulations, while at the same actually empowering
data subjects, rather than just pretending to do so with spectacular claims but little delivery
on the ground. As mentioned before, the fact that new data governance regulations,
such as the DGA or eIDAS 2, are moving forward in this direction should be taken as a
clear statement from policymakers and regulators regarding the actual adoption of these
technologies. The question now is how exactly can these PIMS help data subjects to better
understand the involved data flows and their conditions.

Most of the suggested techniques are a consequence of a multidisciplinary approach to
the issue of drafting effective privacy policies [50]. Moreover, the involvement of computer
science expertise in the field of privacy allows for further interaction and integration
between what is happening to personal data and what is being told to data subjects. In
any case, the main purpose of this collaborative process is to enhance the effectiveness of
privacy notices in the wild.

In this context, semantic machine-readable policy languages have been developed
since the early 1990s. The main purpose of these languages revolves around the represen-
tation of the handling and sharing practices of an individual or organization in relation
to a given data resource. Policy languages are, therefore, a natural candidate for repre-
senting privacy notices required by the GDPR’s transparency obligations. The pioneer
solution—P3P (Platform for Privacy Preferences) [51]—was created in 1998, reached the
W3C Recommendation status in 2002, but was turned obsolete in 2018 due to a lack of
adoption and enforcement mechanisms. It is an XML-based (XML (Extensible Markup
Language) is a markup language for storing, transmitting, and reconstructing arbitrary
data (https://www.w3.org/TR/xml/, accessed on 18 June 2023)) specification to allow
websites to express their data-collection practices with a limited set of recipients, data cate-
gories, retention values, and purposes. Its extension, APPEL (A P3P Preferences Exchange
Language) [52], was also developed for users to express their privacy preferences in a
similar fashion. In the following years, a set of different solutions emerged:

(i) ODRL (Open Digital Rights Language) [53]—An RDF-based solution that provides
a model and vocabulary (Vocabulary available at https://www.w3.org/TR/odrl-
vocab/, accessed on 18 June 2023) with deontic concepts, i.e., permissions, prohibi-
tions, and duties, to express actionable policies related to digital assets.

(ii) AIR (Accountability in RDF) [54]—An abstract, rule-based N3Logic [55] policy lan-
guage that supports rule nesting by assigning a unique URI to each rule which is
intended to be domain-agnostic and thus does not provide any taxonomies of terms.

(iii) PPO (Privacy Preference Ontology) [56]—A lightweight, domain-agnostic, RDF-based
language that can be used to express permissive and restrictive privacy preferences
for RDF documents.

(iv) SPECIAL (Scalable Policy-awarE linked data arChitecture for prIvacy, trAnsparency
and compLiance) [57]—SPECIAL (https://specialprivacy.ercim.eu/, accessed on 18
June 2023), an H2020-funded project, developed a usage policy language with the
core goal of expressing user consent. It allows for the expression of policies with
restrictions on the data, purpose, processing activities, storage, and recipients and

https://www.w3.org/TR/xml/
https://www.w3.org/TR/odrl-vocab/
https://www.w3.org/TR/odrl-vocab/
https://specialprivacy.ercim.eu/
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provides a set of taxonomies for each. It has now been largely superseded by the Data
Privacy Vocabulary (DPV).

(v) BPR4GDPR (Business Process Re-Engineering and Functional Toolkit for GDPR
Compliance) [37]—A H2020-funded project (https://www.bpr4gdpr.eu/, accessed
on 18 June 2023) that developed an OWL-based (Web Ontology Language, https:
//www.w3.org/TR/owl2-overview/, accessed on 18 June 2023) policy language and
an information model, focused on specifying entities’ roles related to organizations
processes’ life cycles. It provides taxonomies for purposes, actors, roles operations,
and organizations.

(vi) DPF (Declarative Policy Framework) [58]—a policy language that is built upon
domain-specific OWL ontologies to support the definition of time-limited permissive
and prohibitive privacy preferences for specific data categories and data requesters.

Nevertheless, the most relevant solutions for machine-readable policy languages
related to privacy, briefly described above, are obsolete or have been without new devel-
opments in recent years, as their adoption and application are not on the agenda of the
main players in the Big Tech sector. However, since the enforcement of the GDPR, a new
wave of vocabularies has emerged with the purpose of providing data-protection-related
taxonomies that can be used, for instance, to populate privacy notices. Details about each
identified solution are provided below:

(i) DPO (Data Protection Ontology) [59]—Pre-GDPR OWL-based ontology based on the
data protection principles of the 1995 Data Protection Directive [60], which models
data subject’s rights, data processing categories, and entities.

(ii) GDPRov (GDPR Provenance ontology) [61]—RDF-based ontology focused on mod-
eling the provenance of consent and respective data collection, usage, and storage
activities for GDPR compliance.

(iii) GDPRtEXT (GDPR text EXTensions) [62]—RDF-based vocabulary that aims to model
GDPR concepts and connect them with their respective GDPR chapter, article, and/or
point.

(iv) GConsent (GDPR Consent ontology) [63]—RDF-based ontology focused on modeling
the consent life cycle, as presented in the GDPR, including terms to represent the
status of consent.

(v) PrOnto (Privacy Ontology for legal reasoning) [64]—Closed-access legal ontology that
models privacy agents, data types, processing operations, and deontic concepts to
support compliance with the GDPR.

(vi) DPV (Data Privacy Vocabulary) [65]—The DPV provides a set of taxonomies to model
entities, data, purposes, processing, and their context, technical and organizational
measures, legal bases, location and jurisdiction, risks, rules, and rights in RDF and
OWL serializations.

In this context, we used the following criteria to analyze the previously identified
policy language and vocabulary solutions:

Q1. Does it provide a framework to specify machine-readable privacy policies?
Q2. Does it continue to be maintained, or are new improvements being developed?
Q3. Are the resources available on an open and accessible platform?
Q4. Can it be used to model GDPR concepts and principles?
Q5. Does it provide a vocabulary of terms to populate the policies?
Q6. Does it implement any mechanisms to assist with compliance?

Then, using Table 1 as a reference, it is possible to compare them in terms of their
responsiveness to the criteria defined above. The solutions are sorted by the number of
supported criteria, in descending order, and then alphabetically to improve the readability.

https://www.bpr4gdpr.eu/
https://www.w3.org/TR/owl2-overview/
https://www.w3.org/TR/owl2-overview/
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Table 1. Categorization of privacy and data protection policy languages and vocabularies.

Solution Q1 Q2 Q3 Q4 Q5 Q6

DPV [65] Yes Yes Yes Partially Yes No
ODRL [53] Yes Yes Yes Partially Yes No
SPECIAL [57] Yes No Yes Partially Yes Yes
BPR4GDPR [37] Yes Yes No Partially Yes No
GConsent [63] No Yes Yes Partially Yes No
GDPRov [61] No Yes Yes Partially Yes No
GDPRtEXT [62] No Yes Yes Partially Yes No
P3P [51] Yes No Yes Partially Yes No
AIR [54] Yes No Yes No No Yes
DPF [58] Yes Yes No Partially No Yes
DPO [59] No No Yes Partially Yes No
APPEL [52] Yes No Yes No No No
PrOnto [64] No No No Partially Yes No
PPO [56] Yes No No No No No

Therefore, as can be concluded from Table 1, of all the examined solutions, only ODRL,
DPF, the BPR4GDPR vocabularies, GConsent, GDPRov, GDPRtEXT, and DPV continue to
be actively maintained and developed. Apart from BPR4GDPR, DPF, PrOnto, and PPO,
most of the presented solutions are open-source.

Furthermore, most policy languages include references to a few GDPR concepts and
can partially represent the transparency needs brought on by GDPR Articles 13 and 14,
although most of them were developed before this legislation came into force. P3P, ODRL,
BPR4GDPR, and SPECIAL developed taxonomies of terms that can be used to partially
populate privacy notice terms as well as DPO, GDPRov, GDPRtEXT, PrOnto, GConsent,
and DPV. A complete analysis of the vocabularies and policy languages discussed above,
as well as their adequacy to cover the representation needs brought by the GDPR, was
recently published by [66].

DPV must be highlighted, as it is an extension of the SPECIAL vocabularies that
incorporates the most complete list of taxonomies, including vocabularies for personal
data categories, purposes, processing categories, technical and organizational measures,
legal entities, and legal basis, as described before, and specific extensions for GDPR (DPV-
GDPR) (https://www.w3id.org/dpv/dpv-gdpr, accessed on 2 June 2023), which models
the GDPR’s legal basis for the processing and transfer of personal data and GDPR’s data
subject rights, DPV-PD (https://www.w3id.org/dpv/dpv-pd, accessed on 2 June 2023),
an extension with personal data categories, and the DPV-LEGAL (https://www.w3id.org/
dpv/dpv-legal, accessed on 2 June 2023), DPV-TECH (https://www.w3id.org/dpv/dpv-
tech, accessed on 2 June 2023), and RISK (https://www.w3id.org/dpv/risk, accessed
on 2 June 2023) extensions for jurisdiction-relevant, technology, and risk assessment and
management concepts, respectively. Notably, ODRL is a W3C Recommendation for digital
rights management that is already being used with DPV to create a profile for access control
in Solid [17].

6. Future Research Directions

Through the analysis performed in Section 5, it can be concluded that there is still a
gap in the representation of concepts related to privacy notices that needs to be addressed
to have a language that can completely model all the terms described in GDPR Articles 13
and 14, as well as to allow data subjects to manage who has access to their data and assist
data controllers in the process of compliance with their GDPR obligations. Even though
DPV’s taxonomies already provide a good basis to represent most terms that are necessary
to deal with the GDPR’s information requirements, GDPR points 13.2(e), 13.2(f), and 14.2(g),
related to statutory and contractual requirements and the existence of automated decision-
making, are still not covered and need to be further explored. Concepts to justify the data
subjects’ right-related requests also need to be included, as well as concepts to represent

https://www.w3id.org/dpv/dpv-gdpr
https://www.w3id.org/dpv/dpv-pd
https://www.w3id.org/dpv/dpv-legal
https://www.w3id.org/dpv/dpv-legal
https://www.w3id.org/dpv/dpv-tech
https://www.w3id.org/dpv/dpv-tech
https://www.w3id.org/dpv/risk
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the data controller’s ground to not comply with such requests. The modeling of personal
data breaches and respective compliance documentation is also missing. Moreover, the
requirements and information flows brought on by the DGA, eIDAS 2, and other data-
related regulations and proposals for the regulation of the EU must also be a target of future
research. In this context, the authors recently published an ODRL profile that proposes a
model to define transparent access control policies for individual and group-shared PIMS,
while tackling DGA requirements [67].

Furthermore, as we mentioned before, transparency plays a key role in a (good) data
governance scheme. The existing regulatory data governance scheme demands that data
controllers disclose all relevant required elements regarding the data processing activity to
the data subjects. In this sense, the regulation places a lot of weight on these stakeholders to
ensure that other parties are adequately informed regarding what is happening with their
personal data in any given situation. Under the accountability principle, data controllers
(and also data joint controllers) are left on their own to figure this out. While it is true that
large platform gatekeepers would be able to take all relevant measures to comply with
these data governance requirements, smaller firms and individuals that are caught in a
joint controllership with them are not in the same situation. Regardless, these situations do
not radically change the existing status quo regarding securing adequate data governance.
While data processing activities might become more complex, from a technical and/or
organizational perspective, the involved stakeholders have a consolidated legal tradition
that can guide them in this process. Nevertheless, the development of open-source tools
to support the controllers in the reporting of compliance documentation, which can be
automated through the usage of semantic vocabularies and Linked Data, should be further
investigated.

The real questioning comes from these new governance schemes proposed by the
Data Governance Act. In this respect, we can still see the same governance logic of a
data controller disclosing details to a data subject. All three, data-sharing pools, data
cooperatives, and public data trusts, engage in the same process. As certain scholars argue,
the real challenge is making sense of the terms used in the DGA and the GDPR to achieve
sensible systematic application of the rules [68]. However, personal data sovereignty entails
a truly new governance scheme where the individual recovers a relevant voice and has
a considerable say in how their personal data are managed. Through these legislative
proposals, European regulators are envisaging a future where data subjects are assisted
by technology in their data-related choices. As future work, the development of a digital
personal assistant, together with a personal data dashboard, might be an important tool
to help users to make informed choices, for instance, regarding which health data they
want to provide to a data altruism organization or which intermediary they want to use to
govern the access to their location data.

This shift in how personal data are managed also entails a change in stakeholders’
power. Individuals are now the ones who choose which personal data are associated with
them, and, by design, any decision regarding them should be decided, either manually or
automatically, by the person. While the exact details of how personal data sovereignty fits
with existing regulatory data governance schemes, such as the GDPR, are still an open and
unanswered question [4], it is clear that data flows and, consequently, decisions about data
are going to change. Taking this into account, as future work, we also plan to research how
these new laws fit together and how they can be applied to such decentralized systems.

New governance schemes mean that we need to engage in new relations for which the
existing categories and terminologies might be sufficient. As such, common terminology
is needed to allow communication between the involved parties, whether it is person-to-
person, person-to-machine, or machine-to-machine. In this sense, a common ontology could
serve as a bridge for identifying elements that serve to foster trust through transparency
about data protection practices in a context where data-sharing activities are increasing
within the platform and data subjects seek to reclaim their data and control their digital
identity via personal sovereignty. Consequently, and given the novelty of these mechanisms,
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it is impossible to identify meaningful work that looks at how individuals feel regarding
these alternative data governance schemes, in particular, whether or not these can be
trusted with a sensible task, such as advising on personal data choices and preferences,
making it also an excellent candidate for further research.

7. Conclusions

Data subjects are exposed to a considerable number of data processing activities about
themselves and, in some cases, those related to them. In this sense, they can be considered
stakeholders in many different situations. However, it is possible to question whether they
can actually engage in a significant manner in these processes. As such, there are incentives
(mainly regulatory) placed on the other stakeholders to help data subjects to exercise their
control to govern their personal data, mainly through data rights and information.

Technological developments have emerged in the form of personal data stores that
may help data subjects have more choice and say in the management and use of their data.
In this regard, our focus was placed on transparency measures that enable data subjects
to understand data activities and explanations, allowing them to make the informed
decisions required to give consent for data processing. Furthermore, the new legislative
proposals in the EU, either adopted as the DGA or, in other works, as eIDAS 2, contain
a provision to classify and encourage trust in data-sharing intermediaries, such as the
providers of personal data spaces’ software and servers. With this stage in mind, we
provided a foundational discussion that will assist in the further development of common
models for the drafting of data protection notices, using technological resources such as
ODRL, DPV, and other ontological models, to address the requirements of data subjects
in fully understanding and controlling the articulation of these agreement terms (human-
readable forms) and for capturing data processing agreement terms in machine-readable
forms. In this context, the adoption of legally-aligned machine-readable policy languages
and vocabularies in a decentralized environment, such as the one provided by the Solid
ecosystem, might be the answer to the research question posed in this work, as they
provide a secure and responsible innovation environment that respects the data protection
laws and ethical values that guide the EU and represent a trustworthy and transparent
solution to give individuals more direct and stricter control over how their data are used by
different controllers. In this sense, some emerging solutions in this field have been recently
proposed to bridge these domains discussed in this work [67].

Ultimately, the discussion on new data governance schemes belongs to a broader
debate regarding power structures in the digital age and the underlying political per-
spectives on society. While our existing data governance regulations were inspired by
traditional liberal perspectives on human autonomy, and individuals are presumed to be
capable of making informed decisions, reality shows us that certain stakeholders have
stronger positions in comparison to them. In this respect, these large gatekeepers and
consolidated platforms can guide and nudge human behavior to their benefit. Moreover,
as this work shows, a gap in the literature still exists in the representation of knowledge
related to transparency and trust in the context of a joint technical, legal, and ethical ap-
proach to data protection. Considering this, the development of common data models
and vocabularies that can provide the relevant shared criteria and terminology to both
data controllers and data subjects should be encouraged so that all parties understand
what is happening with the involved personal data at any given time in a highly modular,
multistakeholder data-sharing environment where individuals have a greater degree of
control over their data.
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