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A B S T R A C T

Invasive alien species (IAS) threaten world biodiversity, ecosystem services, and economic welfare. While
existing literature has characterized the optimal control of an established IAS, it has not considered how
research and development (R&D) into new removal methods or technologies can affect management decisions
and costs over time. R&D can lower the costs of control in a management plan and creates an intertemporal
trade-off between quick but costly control and gradual but cheaper removal over time. In this paper, we
develop and solve a continuous time dynamic optimization model to study how investment in R&D influences
the optimal control of an established invasive species. After characterizing the dynamic model solution, we
solve the model numerically to study the benefits from R&D in the management of the brown tree snake (Boiga
irregularis), and explore how optimal solutions vary across economic and biological conditions. We find that the
introduction of R&D significantly reduces overall costs of IAS and management and that the cost reductions
substantially outweigh research expenditure. These results imply that policymakers seeking to control IAS
should consider R&D as a vital component of cost effective control strategies.

1. Introduction

Harmful invasive alien species (IAS) pose immediate danger to the
global environment, threatening international biodiversity, ecosystem
services, and economic welfare (Wilcove et al., 1998; Chew, 2015). IAS
are capable of imposing significant economic damages through preda-
tion of agricultural commodities, property damage, and disease trans-
mission (Pimentel et al., 2005; Shwiff et al., 2017). In the economic
literature studying invasive species and their management, researchers
typically assume convex control costs, but do not account for the
possibility that R&D investment in new and better control methods may
lower future costs of population reduction. Ongoing patterns of inter-
national trade and climate change are likely to increase the probability
of invasive species distribution (Perrings et al., 2002; Hellmann et al.,
2008; Hulme, 2017), in spite of greater focus on prevention. In light
of this, devoting attention to cost-effective population management,
in addition to prevention, will become even more important. In this
paper, we introduce R&D investment in control technology efficacy
as an endogenous management decision and examine its impact on
optimal management paths, total management costs, and the benefits
of research spending relative to the cost.

When specifying a management strategy, the planner must consider
the reduced cost of population reduction in the future from research
conducted in the present. The addition of a dynamic R&D decision

∗ Corresponding author.
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highlights the important role of research investment in IAS manage-
ment that has yet to be studied rigorously in the economic literature on
invasive species. After characterizing the model analytically, we apply
it to the management of a specific invasive species, the brown tree
snake (Boiga irregularis, BTS). Labeled a “catastrophic” invasive species
(Burnett et al., 2012), the brown tree snake is a historically damaging
invader on the island of Guam that has imposed both ecological and
economic harm, and threatens a similar invasion on Hawai’i (Savidge,
1987; Burnett et al., 2008; Shwiff et al., 2010). The United States
government has targeted this species for eradication from the island
of Guam (US Congress, 2004), and has pursued this goal with both
population control and active research investment (USGS Brown Tree
Snake Lab, USDA National Wildlife Research Center, USDA Wildlife
Services). We find that when R&D is endogenous to the management
decision,targeted population reduction can be achieved for substan-
tially lower costs than in its absence. Additionally, these results show
that the cost-savings can outweigh the R&D investment, suggesting that
research can be a valuable part of an efficient of an IAS management
program.

The focus of this article is measuring benefits from research on inva-
sive species removal efficacy. The current literature on the economics
of IAS management has yet to provide a precise examination of this
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aspect of real-world invasive species management. Additionally, we
demonstrate how adding research spending to management plans can
influence the timing and magnitude of IAS removal.

The remainder of the paper is organized as follows: Section 2
reviews the two main bodies of literature that will be used to inform the
present study. Section 3 outlines the bioeconomic model, its analytical
foundations, and characteristics of optimal solutions. Section 4 provides
numerical results for the BTS specification as well as a categorical
analysis of the benefits of R&D based on species characteristics. Finally,
Section 5 discusses the model solutions and their implications for policy
and future work

2. Literature review

Bioeconomic models introduce biological processes into models of
economic decision-making. While this type of model has been used in
a variety of environmental economic studies, they have taken a promi-
nent role in the literature regarding invasive species (Epanchin-Niell,
2017). The contribution of this paper is the introduction of additional
management options in the form of R&D investment, which influences
the cost of population reduction over the management horizon. The
practice of modeling R&D and its economic impacts is common in
macroeconomic growth models (Romer, 1990; Grossman and Helpman,
1994), microeconomic study of patents (Griliches, 1990; Hall et al.,
2001), and analyses of environmental protection (Jaffe et al., 2003;
Acemoglu et al., 2012). Despite the growing role of technological
change in environmental economics, this practice has not extended to
economic study of invasive species.

Of the limited examples on the topic of R&D in IAS manage-
ment, Kim et al. (2010, 2012) demonstrate that technological change
lowering IAS management costs generate welfare gains relative to
conventional methods. While there are many opportunities for R&D to
improve management outcomes, focusing attention on reducing costs
allows us to build on the work of those existing studies. The present
research differs in the use of a deterministic link between research
investment and cost-saving technology, via a knowledge production
function. This function allows our model to incorporate research in-
vestment as an explicit choice on the part of resource managers and
characterize intertemporal tradeoffs between population reduction and
research activity.

2.1. Economics of invasive species

Economic study of IAS has experienced a period of substantial
growth in the past few decades. There are several comprehensive re-
views of the literature (Lovell et al., 2006; Olson, 2006; Marbuah et al.,
2014; Lodge et al., 2016; Epanchin-Niell, 2017), but the main branches
of research have focused on damage estimation (OTA, 1993; Pimentel
et al., 2005; Shwiff et al., 2010), the use of dynamic optimization
to inform management strategies (Eiswerth and Johnson, 2002; Olson
and Roy, 2002; Leung et al., 2002; Mehta et al., 2007; Burnett et al.,
2008; Epanchin-Niell et al., 2012; Jardine and Sanchirico, 2018), and
economic analysis of invasive species policy (Margolis et al., 2005;
McAusland and Costello, 2004; Akter et al., 2015; Bartkowski et al.,
2015).

The present study is most relevant to the second branch of the
literature, relating to the use of dynamic optimization for invasive
species management. Existing research has demonstrated the use of
continuous time optimal control (Eiswerth and Johnson, 2002; Burnett
et al., 2008; Haight and Polasky, 2010) and discrete dynamic program-
ming (Olson and Roy, 2002; Mehta et al., 2007; Hyytiäinen et al.,
2013). Epanchin-Niell (2017) suggests that the main contributions of
this literature to policy design are enhancement of prevention efforts,
cost-effective surveillance and monitoring, optimal management of
established invasions, private control of spread, and accounting for
uncertainty.

Within the IAS literature, studies that focus on changing control
costs typically have not incorporated R&D within their models. Dis-
cussions of changing control costs through environmental and spatial
factors ( Burnett et al., 2007; Epanchin-Niell and Hastings, 2010), case
studies of adopting pre-defined technologies (Adams and Lee, 2012),
or sensitivity analyses are more common (Hyytiäinen et al., 2013).
The dearth of research in this area may be due to a preference for
analyzing IAS prevention, as it has been shown to be a more cost-
effective method of IAS management, particularly given the challenge
of eradicating established IAS (Leung et al., 2002). However, changes
in the climate are expected to increase the likelihood of IAS disper-
sal, making study of control costs increasingly important (Hellmann
et al., 2008; Hulme, 2017). This paper examines the introduction of
R&D investment, knowledge accumulation, and endogenous control
cost reductions within the dynamic model. This is an apt extension as
economically valuable knowledge is often structured as a dynamic stock
that changes over time with additional research.

2.2. R&D modeling in environmental economics

Technological change has become an important topic of study
within environmental economics, much as it has been in agricultural
economics for some time (Babcock et al., 1992). Jaffe et al. (2003)
present a general overview of studies on technological change within
the literature. Like economic study of IAS, this body of literature has
made great use of dynamic optimization modeling (Parry et al., 2000;
Goulder and Mathai, 2000; Popp, 2004; Vogt-Schilb et al., 2018).
Most commonly, research has focused on carbon dioxide reduction,
and technological change or investment is motivated by private firms’
incentive to avoid fines or other penalties related to their emissions.
In these studies the CO2 imposes damages and exhibits natural decay,
while economic activity adds to the stock. When studying invasive
species there is also a harmful stock pollutant, but it exhibits the
opposite dynamics: growing naturally and being reduced by manage-
ment activity. A common outcome in these models is that optimal
investment occurs early in the planning stage (Goulder and Mathai,
2000; Popp, 2004; Vogt-Schilb et al., 2018). This result is intuitive as
these investments lower the cost of future abatement, and this early
action has the greatest long-run impact.

Despite the methodological similarity between studying invasive
species and other environmental stock pollutants, the IAS literature has
done little to introduce dynamic R&D decisions into the bioeconomic
models. Kim et al. (2010, 2012) appear to be the only examples of
scholarly work focusing on technological development in the context
of IAS management. This pair of papers studies the effect that techno-
logical development has on IAS management, but their model does not
incorporate research investment as a choice variable within their of the
model.

By introducing R&D to the management model we depart from the
typical invasive species literature by relaxing the control cost function.
As discussed in Jardine and Sanchirico (2018) the convention within
the IAS literature is to specify a convex control cost that reflects the
diminishing returns of control as effort is scaled up. This convexity
reflects that at higher levels of control, it becomes more challenging
to capture the reduced number of species. However, such an approach
does not account for R&D that can lower control costs through in-
vestments in productivity. In light of this, we develop a model with
convex control costs but with endogenous R&D that lower control costs
over time. This represents a synthesis of the two research categories
while also providing a more accurate portrayal of invasive species
management.
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3. Model

3.1. Problem statement and Pontryagin conditions

To examine optimal R&D strategies in the control of IAS, we develop
a bioeconomic model in which a manager chooses control levels and
R&D expenditure to minimize the present value of total social costs,
including control, R&D, and damage costs. In each period 𝑠 ∈ [𝑡, 𝑇 ] the
manager chooses levels of population control 𝑥𝑠 and research invest-
ment 𝐼𝑠, anticipating the impact these decisions have on future costs.
The stock of IAS is represented by 𝑛𝑠 while knowledge stock is given by
𝐾𝑠. In the present context we assume that the species has an established
population in the ecosystem, but there are no additional introductions
or migrations. IAS management can be initiated at different levels of
species establishment but we focus our attention to the case where the
population is at carrying capacity to demonstrate the incentives for
research at their greatest potential benefit.

Total IAS costs are given in (1) as the sum of population control
costs 𝐶(𝑥𝑠, 𝐾𝑠), the damages caused by invasive species, 𝐷(𝑛𝑠), and the
cost of R&D investment, 𝑅(𝐼𝑠).

𝑇𝐶(𝑥𝑠, 𝑛𝑠, 𝐼𝑠, 𝐾𝑠) = 𝐶(𝑥𝑠, 𝐾𝑠) +𝐷(𝑛𝑠) + 𝑅(𝐼𝑠) (1)

Control costs are a function of the control effort1 and knowledge stock;
higher levels of population control increase costs at an increasing rate
(𝐶𝑥 > 0, 𝐶𝑥𝑥 > 0), while the stock of economically valuable knowledge
lowers total and marginal control costs (𝐶𝐾 < 0, 𝐶𝑥𝐾 < 0). The
convex costs of population control reflect that, in a given time period,
increasing control effort creates higher expenses such as overtime pay,
additional resources, etc. Developing new knowledge can lead to lower-
cost control methods. We assume increasing costs of IAS damage and
research investment, but do not make further assumptions as these will
be specific to the management context (𝐷𝑛 > 0, 𝑅𝐼 > 0).

Population growth is composed of a biological growth function,
𝑔(𝑛𝑠) net of population control harvest ℎ(𝑛𝑠, 𝑥𝑠):

�̇� = 𝑔(𝑛𝑠) − ℎ(𝑛𝑠, 𝑥𝑠) (2)

Biological growth is strictly a function of the IAS population in time
𝑠 while the harvest is a function of the population as well as control
effort. Marginal growth of the species may be increasing or decreasing,
given the population 𝑔𝑛 ≷ 0. It is assumed that harvest is a generally
increasing function of the effort and population ℎ𝑥 > 0, ℎ𝑛 > 0, and
ℎ𝑥𝑛 = ℎ𝑛𝑥 > 0. Additional information about the exact shape of these
functions will depend on the species being managed. An important
characteristic of this formulation is that the harvest rate is a function of
the IAS population, and as populations decrease, the marginal success
of control falls. Effectively, this means that at low population levels
there must be additional effort expended in order to continue harvest-
ing IAS. Pairing this with the convex control costs featured in 𝐶(𝑥𝑠, 𝐾𝑠)
creates a circumstance of stock-dependent costs in line with theory
established by Olson and Roy (2008).

The state equation for knowledge is referred to as the knowledge
production function (KPF):

�̇� = 𝜂(𝐾𝑠, 𝐼𝑠;𝐴) (3)

1 The choice to model IAS removal in terms of effort and subsequent
successful harvest is made to more accurately depict the decision-making
process of IAS managers. In other IAS studies, the choice variable is modeled
as the number of IAS removed rather than the effort devoted to said removal.
Our modeling choice is made to capture the imperfect relationship between
removal effort and how productive that effort is. Examples of other studies
that opt for this approach include Sanchirico et al. (2010) and Kling et al.
(2017). In the numerical model, we use a rich data set for brown tree snake
management to estimate the efficacy of population control behavior translating
to successful culling.

The KPF describes the ability of researchers to generate new knowl-
edge as a function of investment and the current knowledge stock,
conditional on a research productivity parameter 𝐴. We assume that
investment has a non-negative impact on knowledge creation 𝜂𝐼 ≥ 0.
Depending on the relevant research characteristics, a wealth of prior
knowledge may contribute to the growth of knowledge as researchers
“stand on the shoulders of giants”, alternatively if there appears to be
some finite quantity of valuable knowledge, the research can experi-
ence diminishing returns with respect to the stock, or there could be
no impact on future innovation at all 𝜂𝐾 ⋛ 0. Finally, we treat research
productivity as an exogenous scaling parameter 𝐴 > 0.

Combining the model components above, the IAS manager’s dy-
namic optimization problem is:

𝑚𝑖𝑛
𝑥𝑠 ,𝐼𝑠 ∫

𝑇

𝑡
[𝑒−𝑟𝑠[𝐶(𝑥𝑠, 𝐾𝑠) +𝐷(𝑛𝑠) + 𝑅(𝐼𝑠)]]𝑑𝑠 (4)

𝑠.𝑡. �̇� = 𝑔(𝑛𝑠) − ℎ(𝑛𝑠, 𝑥𝑠) (5)

�̇� = 𝜂(𝐼𝑠, 𝐾𝑠;𝐴) (6)

𝑛(𝑡) = 𝑛0 > 0, 𝑔𝑖𝑣𝑒𝑛 (7)

𝐾(𝑡) = 𝐾0 > 0, 𝑔𝑖𝑣𝑒𝑛 (8)

At 𝑠 = 𝑡 there is a positive IAS population stock since we are considering
an established invasive species and ecosystem closed to additional
introduction. Noting that minimization is equivalent to maximizing the
negative of costs, the problem’s current-value Hamiltonian is:

𝐻 = −[𝐶(𝑥𝑠, 𝐾𝑠)+𝐷(𝑛𝑠)+𝑅(𝐼𝑠)]−𝜆𝑠[𝑔(𝑛𝑠)−ℎ(𝑛𝑠, 𝑥𝑠)]+𝜇𝑠𝜂(𝐼𝑠, 𝐾𝑠;𝐴) (9)

Invasive species impose harm upon society and the environment and
are recognized as a social “bad”, implying that their shadow value
be negative. Consequently, 𝜆𝑠 > 0 is the marginal social benefit of
reducing the IAS stock. 𝜇𝑠 ≥ 0 is the marginal social benefit of the stock
of knowledge. The Pontryagin (necessary) conditions for optimality,
assuming an interior solution, are given as:
𝜕𝐻
𝜕𝑥𝑠

= −𝐶𝑥 + 𝜆𝑠ℎ𝑥 = 0 (10)

𝜕𝐻
𝜕𝐼𝑠

= 𝑅𝐼 − 𝜇𝑠𝜂𝐼 = 0 (11)

𝜕𝐻
𝜕𝑛𝑠

= −𝐷𝑛 − 𝜆𝑠[𝑔𝑛 − ℎ𝑛] = �̇� − 𝑟𝜆𝑠 (12)

𝜕𝐻
𝜕𝐾𝑠

= −𝐶𝐾 + 𝜇𝑠𝜂𝐾 = 𝑟𝜇𝑠 − �̇� (13)

�̇� = 𝑔(𝑛𝑠) − ℎ(𝑛𝑠, 𝑥𝑠)

�̇� = 𝜂(𝐼𝑠, 𝐾𝑠;𝐴)

Solving the model also requires transversality conditions that describe
the state and co-state values at time 𝑇 , but these depend on manage-
ment goals and are left for later discussion.

The Pontryagin conditions provide the necessary requirements for
an optimal solution, but do not ensure that the model will generate a
cost-minimizing solution. The second-order conditions for an optimum
solution require that (9) be concave for all relevant variable combi-
nations. We detail this process in Appendix A, with the conclusions
that optimality is dependent on control and research cost functions
being strictly convex, while the damage function must be non-concave.
In addition, we find that if there are increasing returns to knowledge
growth from research investment that the second order conditions
cannot be fulfilled. The combination of convex investment costs and
non-convex research growth is intuitive; if these conditions were not
fulfilled, then there would be incentive for endless investment, which
is unrealistic.
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3.2. Optimal flow conditions

Using (10)–(13), we characterize the optimal solution paths analyt-
ically. These flow conditions describe the economic decision-making
process of the IAS manager when choosing levels of population control
and research investment.

3.2.1. IAS stock management
Condition (10) describes the manager’s decision for population

control, and can be rearranged to find the following:

𝜆∗𝑠 =
𝐶𝑥(𝑥∗𝑠 , 𝐾

∗
𝑠 )

ℎ𝑥(𝑛∗𝑠 , 𝑥∗𝑠 )
(14)

𝜆∗𝑠 > 0 is the marginal social benefit of reducing the IAS stock in any
period 𝑠 ∈ [𝑡, 𝑇 ]. (14) shows that the optimal level of population control
corresponds to the per-unit marginal cost of IAS removal being equal
to the marginal benefit of removal. It can be seen that marginal costs
of population reduction are doubly affected by the population control
choice. First, 𝐶𝑥 > 0, so any additional control effort will increase
costs, but increased effort further impacts costs via the stock effect of
control efficacy. We have stated ℎ𝑥 > 0, but if the harvest function
exhibits constant or diminishing returns, the marginal cost per-unit of
IAS removal is increasing because the convexity of the control cost
function.

Examining the marginal benefit of reduction more closely allows
us to draw more insight from (14). We solve for 𝜆𝑠 from the Pontrya-
gin conditions to show how different model components impact the
marginal benefit of harvest directly. Co-state Eq. (12) can be arranged
as the following first-order ordinary linear differential equation:

�̇� + 𝜆𝑠[𝑔𝑛 − ℎ𝑛 − 𝑟] = −𝐷𝑛 (15)

First order ordinary differential equations can be solved analytically
using an integrating factor (Simon and Blume, 1994), which is shown
in detail in Appendix B.

𝜆𝑠 = ∫

𝑇

𝑠
[𝑒∫

𝑢
𝑠 [𝑔𝑛−ℎ𝑛]𝑑𝜏𝑒−𝑟(𝑢−𝑠)𝐷𝑛]𝑑𝑢 + 𝜆𝑇 𝑒∫

𝑇
𝑠 [𝑔𝑛−ℎ𝑛]𝑑𝜏𝑒−𝑟(𝑇−𝑠) (16)

(16) shows that in any period, 𝑠, the marginal benefit of reducing
IAS is equivalent to the discounted sum of marginal damages over
time, accounting for changes in the growth rate of the population,
and the marginal social value of IAS in the final management period.
Considering both (14) and (16), we see that control efforts should be
pursued to the point where the marginal cost per individual captured is
equivalent to the present value of future IAS damages and the terminal
marginal value of the IAS stock.

The first term in (16) summarizes the discounted benefit of popu-
lation control via its impacts on marginal damage from the IAS stock.
There are two distinct effects being shown, one reflecting the impact of
current population on future marginal growth and the other showing
the role of discounting over time. In (16), we see that the marginal
social value of control is a function of the pace of species growth
relative to harvest rate at that period in time, 𝑠. This is represented
by the factor 𝑒∫

𝑢
𝑠 [𝑔𝑛−ℎ𝑛]𝑑𝜏 pre-multiplying the marginal damages from

the population. When the population is growing quickly, represented
by marginal growth outpacing marginal removal (𝑔𝑛−ℎ𝑛 > 0), then the
marginal social value of control is greater as it mitigates accelerating
marginal damages. The opposite is true in periods when the rate of
removal outpaces the species growth.

The first term in (16) summarizes the discounted benefit of popu-
lation control via its impacts on marginal damage from the IAS stock.
There are two distinct effects being shown, one reflecting the impact of
current population on future marginal growth and the other showing
the role of discounting over time. 𝑒∫

𝑢
𝑠 [𝑔𝑛−ℎ𝑛]𝑑𝜏 shows that because pop-

ulation control at time 𝑠 impacts IAS stock, it will also have an impact
on the marginal rate of IAS growth in future periods. We see that if
population control in 𝑠 leads to IAS populations growing quickly in

some future period 𝑢 (𝑔𝑛 > ℎ𝑛), this leads to greater marginal damages
in the future. On the other hand, if population control causes the rate
of growth to diminish in 𝑢, (𝑔𝑛 < ℎ𝑛), then marginal damages will be
smaller in the future. The marginal growth rate for any given stock
level, 𝑛𝑠, will vary based on the functional forms of 𝑔(𝑛𝑠) and ℎ(𝑛𝑠, 𝑥𝑠).

The presence of non-constant marginal IAS growth illustrates the
additional complexity in the manager’s population control choice. By
lowering IAS stock they will reduce the damages from the species, but
depending on how this affects the growth of the species such action
may lead to even higher damage in the future. The effect of time on
the marginal value of control is determined by the discounting factor
𝑒−𝑟(𝑢−𝑠), which is the discount rate 𝑟 multiplied by the passage of time
(𝑢 − 𝑠).

The presence of 𝜆𝑇 in (16) provides insight into how different
management goals impact the optimal behavior of the manager and
is dependent on the transversality conditions that correspond to man-
agement goals associated with 𝑛(𝑇 ). If 𝑛(𝑇 ) is chosen optimally, then
management will be suspended when 𝜆𝑇 = 0. If, instead, the manager
has a specific population target such as, but not limited to, eradi-
cation then 𝜆𝑇 is solved endogenously within the model when the
current-value Hamiltonian (9) is equal to zero in the terminal period:

𝜆𝑇 =
𝜇𝑇 𝜂(𝐼𝑇 , 𝐾𝑇 ) − [𝐶(𝑥𝑇 , 𝐾𝑇 ) +𝐷(𝑛𝑇 ) + 𝑅(𝐼𝑇 )]

𝑔(𝑛𝑇 ) − ℎ(𝑛𝑇 , 𝑥𝑇 )
(17)

3.2.2. Research investment
The manager’s optimal investment decision is characterized in a

similar way as control effort. (11) describes the optimal investment
behavior, and shows that optimal R&D spending equates the marginal
social benefit of knowledge creation with its marginal cost:

𝜇∗ =
𝑅𝐼 (𝐼∗)

𝜂𝐼 (𝐼∗, 𝐾∗;𝐴)
(18)

Rearranging (18) as an ordinary first-order differential equation then
integrating allows us to describe the marginal benefit of knowledge
accumulation (details found in the mathematical Appendix):

𝜇𝑠 = −∫

𝑇

𝑠
[𝑒∫

𝑢
𝑠 [𝜂𝐾 ]𝑑𝜏𝑒−𝑟(𝑢−𝑠)𝐶𝐾𝑢 ]𝑑𝑢 + 𝜇𝑇 𝑒

∫ 𝑇𝑠 [𝜂𝐾 ]𝑑𝜏𝑒−𝑟(𝑇−𝑠) (19)

Keeping in mind our assumption that knowledge corresponds to lower
control costs (𝐶𝐾 < 0), (19) shows that the marginal social value of
knowledge for IAS management is equal to the discounted sum of its
future cost-savings, adjusted for the impact of investment on marginal
knowledge accumulation, plus a discounted terminal marginal value.
Together, (18) and (19) show that optimizing research investment rests
on equating the present value of future cost-savings, adjusted for the
management goal, with the marginal costs of knowledge production.

The first term in (19) shows that marginal benefits of research
investment have a direct impact in terms of reducing control costs,
but also have an indirect impact since investment may affect future
knowledge production. Depending on the KPF, it is possible that a
wealth of knowledge contributes to more rapid technological develop-
ment 𝜂𝐾 > 0, which would make the marginal benefits of investment
even greater. On the other hand, if this growth effect diminished, or if
there is some limit to the ability for research to lower costs, it might
restrain the potential benefits of R&D and discourage investment.

The relationship between stock-dependent knowledge growth 𝜂𝐾
and the discount rate 𝑟, plays an important role in determining the mag-
nitude of the marginal social benefit of R&D spending. In the special
case that discounting is exactly offset by the growth of knowledge, the
marginal benefit is simplified to the sum of all future cost-savings (plus
the terminal value determined by the transversality condition). When
this equality does not hold, it drives a wedge between the marginal
benefit of R&D spending and future costs savings. The comparison of 𝜂𝐾
and 𝑟 amounts to whether the potential returns of building up a stock
of knowledge outweigh the effect of discounting those future benefits.
When 𝜂𝐾 < 𝑟 the potential savings overstate the marginal benefit since
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they are not experienced immediately. Alternatively, if 𝜂𝐾 > 𝑟 R&D
is even more valuable since it builds a stock of knowledge that yields
high returns in the future that are increasing even in the presence of
discounting. We return to this relationship when examining the steady
state condition for knowledge below.

3.3. Optimal steady state

The previous section described the behavioral rules that determined
the manager’s population control and research choices at any point in
the planning horizon. We turn our attention to identifying the optimal
steady state solutions of the model.

The solution of a dynamic bioeconomic model is characterized by
a series of differential equations that dictate how the state and co-
state values change over time. The equations of motion for the stock
variables (IAS population and knowledge) are given in the problem set
up, (2) and (3), while the co-state equations can be found from (12)
and (13). As a final step, we apply the optimality conditions (14) and
(18) to the co-state equations to find the dynamic system in state and
co-state space:

�̇� = 𝑔(𝑛𝑠) − ℎ(𝑛𝑠, 𝑥𝑠) (20)

�̇� = (
𝐶𝑥
ℎ𝑥

)[𝑟 − (𝑔𝑛 − ℎ𝑛)] −𝐷𝑛 (21)

�̇� = 𝜂(𝐼𝑠, 𝐾𝑠) (22)

�̇� = (
𝑅𝐼
𝜂𝐼

)[𝑟 − 𝜂𝐾 ] + 𝐶𝐾 (23)

When this system of equations equals zero, there is no incentive to
increase or decrease the stock of IAS or knowledge and the system is
at rest. It is clear that IAS populations are constant (�̇� = 0) whenever
natural growth is exactly equal to the rate of IAS removal, while the
steady state condition for knowledge production (�̇� = 0) will depend on
the form of the KPF. Analysis of the steady state conditions for (21) and
(22) can provide valuable insight into the determinants of the steady
state levels for IAS and knowledge.

𝑔𝑛 = 𝑟 + ℎ𝑛 −
ℎ𝑥𝐷𝑛
𝐶𝑥

(24)

The steady state condition in (24) mirrors a familiar outcome in the
management of biological resources such as fisheries (Anderson and
Seijo, 2011), with the notable exception that the biological stock in this
case is harmful rather than beneficial. 𝑔𝑛 shows the marginal impact
that the IAS stock has on population growth. A higher discount rate
corresponds to a higher marginal growth rate, implying a lower steady
state IAS stock. The interpretation of this result in a fisheries context is
that when future benefits of the resource are discounted, then managers
harvest more in the present leading to a smaller steady state population.
In the present case where the biological stock is harmful, the discounted
benefits are the damages avoided in the future as seen in (16). A
larger discount rate reduces the discounted value of future harm,
lowering the marginal social value of removal and leading to larger
steady state populations. ℎ𝑛 reflects the marginal effect that the IAS
population has on the productivity of control efforts. Sensibly, when
IAS control is more effective (larger ℎ𝑛) there is a lower steady state
population. The final term represents the marginal damages avoided
per dollar spent on population control. The fraction is positive, and
thus its negative will lower the marginal growth rate, implying higher
steady state stock. Again, this term is common to extraction problems
concerning biological stocks and effectively this shows that as marginal
costs of effort increase it puts upward pressure on the steady state IAS
population. However, this term is particularly important to the present
study as the marginal cost is a function of the endogenously determined
knowledge stock (𝐶𝑥(𝑥𝑠, 𝐾𝑠)). Recall that 𝐶𝑥𝐾 < 0, implying that a
larger steady state value of knowledge actually increases the optimal
IAS population. At first blush this may seem counterintuitive, but the
same result was found in a study examining the impact of endogenous

technological change on CO2 abatement (Goulder and Mathai, 2000).
In what was termed the “shadow cost effect”, we see that the ability
of R&D to reduce the marginal cost of control makes the damage from
IAS less worrisome and allows for a larger stock of IAS at the steady
state.

Similarly, at a steady state (23) yields the following condition:

𝜂𝐾 −
𝐶𝐾𝜂𝐼
𝑅𝐼

= 𝑟 (25)

The steady state condition presented in (25) shows that a steady state
knowledge stock is achieved when the economic gains of investment
are equal to the social discount rate. The terms on the left-hand-side of
(25) represent the marginal economic benefits of R&D spending. The
first term is simply the marginal productivity of the knowledge stock
in producing new information, while the second term represents the
marginal impact of research investment on control costs (recall that
𝐶𝐾 < 0, by assumption). We see that at an optimal interior steady state,
investment is suspended when the net marginal economic yield is equal
to the social discount rate. This is an intuitive result as knowledge stock
exhibits the positive characteristics of a conventional form of capital,
unlike the invasive species stock that imposes social harm.

4. Numerical model

In this section we specify functional forms and parameter values,
then solve our model numerically to illustrate the economic signifi-
cance of R&D in IAS control. The optimal control model laid out in
Section 3 is presented in continuous time, but does not lend itself to
producing analytical solutions. We opt to approximate the continuous
time solution by discretizing the problem using the first order necessary
conditions as a set of ordinary differential equations (ODEs). This
system of ODEs can be solved numerically using established methods
programmed in Matlab.

We begin with a specific examination of brown tree snake manage-
ment on Guam to measure the impact of technological advancement for
a given species, followed by a sensitivity analysis using three species
categories to assess the impact of research under varying biological
and economic conditions. Invasive species, by definition, impose harm
upon society and management often seeks to eliminate them from non-
native ranges. However, the role of stock-dependence on control costs
can make this outcome particularly challenging to model. Rather, we
present a management goal with a positive but ambitious population
target. The prospect of eradication is returned to in the discussion.

4.1. Brown tree snake management

The brown tree snake has been a persistent nuisance on Guam since
they were introduced to the island following World War II by return-
ing military vessels (Rodda et al., 1992). Since that time they have
become a prime example of a catastrophic invasive species; causing
the extirpation or extinction of 11 of the 13 native bird species on the
island (Savidge, 1987) while also representing a significant economic
threat to the island and its trade partners (Fritts, 2002; Shwiff et al.,
2010). The Brown Tree Snake Eradication Act of 2004 formally targeted
the elimination of the species on Guam (US Congress, 2004), an issue
made more pressing by an ongoing U.S. military buildup on the island.
To support this goal, several branches of the U.S. government are
currently engaged in BTS research, namely USDA - Wildlife Services
and the US Geological Survey. The specific eradication target, the
island’s geographic isolation, and the research emphasis create a precise
management scenario that is aligned with the bioeconomic model we
have constructed.
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4.2. Functional forms and parameters

We briefly present functional forms for each model component,
describe model parameters, and relevant parameter restrictions. Fol-
lowing exposition of the functional forms and generic parameters, we
provide a summary of the parameter values and sources.

Total costs reflect the sum of population control costs, BTS damage,
and research investment costs. The population control cost function is
influenced by both the effort devoted to reducing BTS population (in
hours) and the knowledge stock.

𝐶(𝑥𝑠, 𝐾𝑠) = �̄�
𝑥𝛿𝑥𝑠
𝐾𝛿𝐾
𝑠

In this function �̄� is the baseline hourly cost of population control
effort (captures all labor and capital costs), which is pre-multiplied
by the ratio of control effort to knowledge stock. 𝛿𝑥 and 𝛿𝐾 represent
the elasticity of control costs to control effort and knowledge stock,
respectively. To be consistent with the assumptions made in the analyt-
ical section the elasticity parameters must satisfy certain conditions. To
have convex costs with respect to control effort, we must specify 𝛿𝑥 >
1. To satisfy the assumption that both marginal and total population
control costs are decreasing in the stock of knowledge, we must have
𝛿𝐾 > 0.

We employ a simple IAS damage function that is both flexible and
common in the literature.

𝐷(𝑛𝑠) = 𝑑𝑛𝛿𝑛𝑠

Damages are determined by a damage coefficient 𝑑, and an elasticity
𝛿𝑛 that determines the degree of non-linearity in damage as a function
of the species stock. The only restriction on the characteristics of the
damage function is 𝛿𝑛 ≥ 1, allowing for a high degree of flexibility in
the damage function while remaining consistent with the demands of
the second order conditions.

The research investment function employs a likewise simple and
flexible form.

𝑅(𝐼𝑠) = 𝜌𝐼𝛿𝐼𝑠

The cost of investment depends on a generic research cost coefficient
𝜌 and the investment elasticity 𝛿𝐼 . Investment costs are assumed to
increase in the level of research effort, and we do not expect the
marginal costs to diminish, implying that 𝛿𝐼 ≥ 1.

We assume that biological IAS growth follows a logistic pattern with
Allee effects (Sun, 2016) and the harvest function is represented by a
Gordon-Schaefer production function (Gordon, 1953; Schaefer, 1957).

𝑔(𝑛𝑠) = 𝜙(𝑛𝑠 − 𝑛𝑚𝑖𝑛)(1 −
𝑛𝑠 − 𝑛𝑚𝑖𝑛
𝑀

)

ℎ(𝑛𝑠, 𝑥𝑠) = 𝛼(𝑛𝑠 − 𝑛𝑚𝑖𝑛)𝑥𝑠

In the biological growth function, 𝜙 is the instantaneous rate of growth
in the IAS stock, while 𝑀 reflects the natural carrying capacity of the
species. Allee effects describe the notion that a population’s growth may
be dependent on a minimum stock. For instance, it may not be possible
for growth to occur when there is only one animal and no available
mate (Savidge et al., 2007). However, Burnett et al. (2012) point out
that the BTS exhibit extremely strong allee effects, even 𝑛𝑚𝑖𝑛 = 2
and as such a target of 𝑛𝑚𝑖𝑛 would effectively be eradication. Within
the harvest function 𝛼 is the familiar Gordon-Schaefer catchability
coefficient that describes the proportion of the species captured by one
unit of effort. Due to the decision to make the control costs a function
of knowledge, we do not treat catchability as being impacted directly
by knowledge stock in order to minimize the risk of double-counting
the effect of R&D in the model. Both of these functions are common
within bioeconomic models and are used to capture the dynamics of
the BTS population.

The KPF builds on work from Goulder and Mathai (2000), but is a
common function in growth literature.

𝜂(𝐾𝑠, 𝐼𝑠) = 𝛽𝐾𝑠 + 𝐴𝐼𝜃𝑠𝐾
𝛾
𝑠

Respectively, 𝛽 and 𝐴 represent the presence of autonomous knowl-
edge growth and the ability of investment and knowledge to spur
new technological development. 𝛽 is left unrestricted to allow for
knowledge to naturally grow, decay, or remain constant. 𝐴 ≥ 0
reflects an assumption that R&D investment will not reduce the stock of
knowledge, though it does not guarantee an increase in the stock either.
The parameters 𝜃 and 𝛾 describe the returns to research investment,
and existing knowledge, respectively. The only restriction on these
parameters is that 𝜃 ∈ (0, 1) to remain consistent with the demands
of the second order conditions. As discussed in the construction of the
analytical model, returns to knowledge stock are left flexible to explore
how their values affect IAS management allow for nuances of stock-
dependent knowledge growth. The KPF plays a prominent role in the
analysis, and ideally we could rely on empirical foundations for these
parameters, but as yet these do not exist for research on IAS species.
Specification of an empirically grounded KPF is an important avenue
for future research.

4.3. Solution overview

Using these functional forms, the necessary first order conditions
of the dynamic optimization problem can be expressed as a system of
ordinary differential equations presented in (27)–(30).

�̇� = 𝜙(𝑛𝑠 − 𝑛𝑚𝑖𝑛)(1 −
𝑛𝑠 − 𝑛𝑚𝑖𝑛
𝑀

) − 𝛼𝑛𝑠(
𝛼
�̄�𝛿𝑥

𝜆𝑠𝑛𝑠𝐾
𝛿𝐾
𝑠 )(

1
𝛿𝑥−1

) (26)

�̇� = 𝜆𝑠[𝑟 + 𝛼(
𝛼
�̄�𝛿𝑥

𝜆𝑠𝑛𝑠𝐾
𝛿𝐾
𝑠 )(

1
𝛿𝑥−1

) − 𝜙(1 −
2(𝑛𝑠 − 𝑛𝑚𝑖𝑛)

𝑀
)] − 𝑑𝛿𝑛𝑛

(𝛿𝑛−1)
𝑠 (27)

�̇� = 𝛽𝐾𝑠 + 𝐴(
𝐴𝜃
𝛿𝐼𝜌

𝜇𝑠𝐾
𝛾
𝑠 )

𝜃
(𝛿𝐼−𝜃)𝐾𝛾

𝑠 (28)

�̇� = 𝜇𝑠[𝑟 − 𝐴𝛾(
𝐴𝜃
𝛿𝐼𝜌

𝜇𝑠𝐾
𝛾
𝑠 )

𝜃
(𝛿𝐼−𝜃)𝐾𝛾−1

𝑠 ] −
�̄�𝛿𝐾
𝐾𝛿𝐾+1
𝑠

( 𝛼
�̄�𝛿𝑥

𝜆𝑠𝑛𝑠𝐾
𝛿𝐾
𝑠 )

𝛿𝑥
𝛿𝑥−1 (29)

The solution of the dynamic system, which requires an appropri-
ate transversality condition, yields solution paths for IAS population,
knowledge stock, and the co-state variables. Transversality conditions
determine the value of state, co-state, and time variables within the
model and vary with the specific circumstances of management. In this
analysis, we focus on a terminal population that represents 1% of total
carrying capacity of the IAS population. This population target must be
achieved by an exogenous time horizon 𝑇 , which is identified by the
planning authority. The corresponding transversality condition is the
marginal social value of population reduction in the final planning pe-
riod, 𝜆(𝑇 ), is endogenously determined within the model. The optimal
stock of knowledge, 𝐾(𝑇 ), may not be known prior to management,
and is solved endogenously as part of the optimization problem. The
transversality condition is thus 𝜇(𝑇 ) = 0, implying that investment is
suspended at the point where there is no longer any marginal social
benefit to devote resources to R&D.

4.4. Brown tree snake management

Parameters for the model were selected from literature studying
the biological characteristics and economic impacts of BTS, as well
as studies on the effects of R&D on the provision of environmen-
tal public goods. Where possible, the parameters are also informed
using empirical data and personal communication on BTS manage-
ment received from USDA-Animal and Plant Health Inspection Services
(APHIS). While a significant amount of research has focused on learning
more about the BTS species and its impact as an invasive, many of
these values are still uncertain and we must rely on point estimates.
In selecting values for the analysis, we conducted thorough review of
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Table 1
Parameter values.

Parameter Value Description

𝐴 Range 0–0.02 KPF productivity (discussed below)
𝛼 0.0049 Catchability coefficient (Schaefer, 1957, Calculated with BTS data)
𝛽 0 Ruling out possibility of intrinsic knowledge growth
𝑑 122.31 BTS damage per snake in $US (Burnett et al., 2008)
𝛾 0.5 Returns to knowledge stock in KPF (Goulder and Mathai, 2000)
𝑀 2.6 BTS carrying capacity in millions of snakes (Rodda et al., 1999)
𝑛𝑚𝑖𝑛 2 Minimum feasible population for BTS growth (Burnett et al., 2012)
𝜙 0.6 Annual intrinsic growth of BTS population (Burnett et al., 2008)
𝑟 0.05 Discount rate (Epanchin-Niell and Liebhold, 2015)
𝜌 117 Per-hour cost of investment in $US (discussed below)
𝜃 0.5 Returns to R&D investment (Goulder and Mathai, 2000)
�̄� 117 Baseline per-hour cost of control in $US (Unpublished USDA data)
𝛿𝑥 2 Cost elasticity of Pop. Control (Eiswerth and Johnson, 2002)
𝛿𝐼 2 Cost elasticity of investment
𝛿𝑛 1 Cost elasticity of IAS damage
𝛿𝐾 1 Cost elasticity of knowledge

the literature and worked directly with BTS managers to identify the
most accurate values with the information available.

Each control variable is measured in hours of effort, all monetary
values are expressed in $US. The time horizon used is informed by
the scheduled military build up on Guam, which the Brown Tree
Snake Eradication Act of 2004 was motivated by, at least in part. This
buildup is ongoing, and will likely continue into the early 2020s. Using
the legislation from congress as an approximate beginning point for
management and the anticipated end of the buildup as the deadline,
we solve the model over a 20-year time horizon with a time unit of
1-year.

As our analysis focuses on the effect of research on management,
the KPF productivity given by 𝐴 is the primary parameter of interest.
We choose to employ a range of research productivities in order to
comment on how the model responds to changes in technological
development. The lower bound of zero describes research as completely
ineffective, while the upper bound was selected based on productiv-
ity estimates in Goulder and Mathai (2000), as well as numerical
tractability.

The catchability coefficient 𝛼 is calculated using available data
on BTS removal efforts from operations on the island recorded in
the USDA Management Information System (MIS). This data included
records of removal effort and snakes collected but the nuances of BTS
management make the process difficult to measure with a high degree
of accuracy. Specifically, there is a paucity of information on actual
“removal” of species because the majority of efforts are in the appli-
cation of acetaminophen baits which are highly toxic for the snakes
but the snakes remain mobile after bait consumption (Savarie et al.,
2001). Further, bait take rates have proven high and non-target impacts
low suggesting effective BTS removal, despite absence of postmortem
evidence (Clark and Savarie, 2012; Engeman et al., 2018). The result is
that there is a record of bait distribution but not a clear link to number
of snakes removed. The current status of BTS management provides
some convenient context, however, as their focus on aerial dispersal
yields some new findings that make our choice of 𝛼 plausible although
on the higher end of values.

The biological growth rate, 𝜙, and carrying capacity, 𝑀 , and min-
imum population, 𝑛𝑚𝑖𝑛, were taken from the existing literature on BTS
growth and management.

The parameters selected for 𝛽, 𝛾, and 𝜃 produce a constant-returns
Cobb–Douglas knowledge production function, which follows Goulder
and Mathai (2000), Jones (2005), and Abis and Veldkamp (2021).
The structure of the KPF is further supported by the second order
conditions, which show that if knowledge grows too rapidly relative
to costs the solution may be unstable.

The damage coefficient 𝑑 was taken from Burnett et al. (2008)
and represents productivity losses, human health impacts, and loss of
endangered species on the island. The control cost coefficient �̄� is

inclusive of all fixed and variable costs of BTS management on the
island and was informed by data on BTS management provided by
APHIS offices operating on Guam. As discussed above, research on BTS
has been ongoing since the snake was targeted for eradication, however
detailed research costs were more difficult to ascertain than costs for
removal of the species. Consequently, we treat the research coefficient,
𝜌 as equal to the control cost coefficient. This approach is taken for
numerical simplicity, but highlights a demand for better research cost
information. Given the uncertainties around discount rates with respect
to natural rates of time preference, we chose to follow conventional
choices from associated literature. The discount rate 𝑟 = 0.05 was
chosen based on observation of its use in dynamic optimization models
of invasive species management (Sanchirico and Springborn, 2011;
Epanchin-Niell and Wilen, 2012; Epanchin-Niell and Liebhold, 2015)).
However, given the resources at stake this may be on the high end
of the range of appropriate discount rates and could possibly lead to
an understatement of the marginal social value of control contributing
to the conservative nature of our estimates. In the event that this
rate is higher than true time preference, the incentive to avoid future
damages is weakened and there may be less control than would be seen
otherwise. However, it is also possible that true discount rates could be
higher than 5%, in which case managers might engage in more control.

Finally, the cost elasticities represent an important set of infor-
mation in the model. Empirical estimates of these parameters are
unavailable, so they were instead informed by the second order suffi-
ciency conditions for optimality. We find that in order to satisfy the
sufficiency conditions, it is imperative that control costs are strictly
convex however damages and can be linear. The cost elasticity of
knowledge stock being equal to one was found to fit within the second
order conditions, which is consistent with Goulder and Mathai (2000).

4.5. R&D and IAS management

Using the BTS parameterization, we examine the effect of R&D on
management by varying levels of research productivity. Our analysis
focuses on three different measures, first and foremost being the ability
of R&D to reduce the overall cost of a given management plan. We then
investigate the specific investment behaviors, and then explore whether
the benefit of research investment is worth the cost in a pseudo return
on investment calculation.

The results in Table 2 show that the present value, discounted
at 5% annually, of reaching the target population falls with greater
levels of research productivity. While the present value of these man-
agement costs is strictly decreasing, the reductions at each level of
productivity become smaller, suggesting diminishing returns to re-
search productivity. We will return to this notion throughout the
following discussion.

Fig. 1 shows the patterns of R&D spending that characterize the
eradication solution. For all cases, investment is shifted toward the
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Table 2
Management costs by research productivity.

Research productivity 𝐴 Present value of total
management costs ($US Million)

0 29.4997
0.005 16.3842
0.01 13.7952
0.015 12.6345
0.02 11.8620

Fig. 1. Research investment for different levels of A.

earliest management periods, then falls over time. Such a result is
intuitive, as it allows for lower control costs over a greater proportion of
the management horizon. These investment paths are almost identical
by year 5, with the exception of 𝐴 = 0 where there is never any
investment. For this reason, and to highlight the differences in initial
research behavior, the figure demonstrates solutions for 𝑠 ∈ [1 ∶ 5].

We see that when research is more productive, it prompts managers
to invest more at the onset of management, but with each increase
in A the shift in initial investment decreases. Further, as research
productivity improves, the cost-minimizing investment paths do not
shift in a parallel manner, but rather investment decreases over time
at faster rate. These outcomes echo the result seen in Table 2, which
implied that research productivity exhibits diminishing returns in terms
of cost-savings.

A corresponding effect of this research activity is that it impacts the
timing of population reduction, which is delayed to allow for lower
control costs from R&D. The dynamics reflect the tradeoffs between
managing damages, research costs, and control costs. The initial control
effort is to drive down the population to a level where damages have
fallen but the species is not at its terminal level. Focus then transi-
tions to moderate population control while investing in economically
valuable knowledge that lowers costs so that by the end of the period
it is possible to engage in more control at a lower cost and meet the
terminal population target. Fig. 2(a) demonstrates this effect, however
we present the results of only three levels of research productivity for
clarity of exposition. The general pattern is consistent across all models.
In Fig. 2(b), it can be seen that despite the delay in activity, the effect
is a more rapid reduction in BTS populations.

Table 2 showed that research investment lowers total management
costs, albeit at a decreasing rate. To take this a step further, we
calculate the cost-effectiveness ratio (CER) for research spending at
each level of research productivity. By comparing the cost-savings of
R&D relative to the baseline without any research investment, we can

demonstrate these diminishing effects quickly and concisely as seen in
Fig. 3

𝐶𝐸𝑅 =
𝑇𝐶𝐵𝐿 − 𝑇𝐶𝑅&𝐷|𝐴

𝑅(𝐼)|𝐴
(30)

We see that at each level of research productivity, there are eco-
nomically significant cost-savings relative to the expense of the research
investment surpassing ratios of 5:1 in all cases. However, we see that
the relative savings of research does not increase monotonically with
the productivity of research. Table 2 and Fig. 1 present an intuitive
explanation for why we see this pattern. Research productivity is able to
lower the present value of management costs, but at a decreasing rate,
implying that the numerator in (30) becomes smaller as A increases.
However, when research is more effective it also prompts more research
spending, which increases the size of the denominator.

The results above show two key points regarding the role of R&D in
invasive species management. First, it is clear that, in the case of Brown
Tree Snakes on Guam, there are real benefits to investing in control
efforts in order to reduce the cost of population reduction. Second, the
benefits of R&D productivity do not increase monotonically because
total R&D costs increase while total IAS management costs fall with
productivity.

4.6. Sensitivity analysis: Varying 𝑤 and 𝑑

The sensitivity analysis examines optimal species management un-
der varying parameter values for control cost, 𝑤, and IAS damage,
𝑑. These parameters are of particular importance to effective IAS
management, as they describe the central components of total cost.
Comparative dynamic analysis based on these parameters offers ad-
ditional insight to how management behavior depends on biological
and economic characteristics in addition to providing an opportunity
to validate the numerical model against the analytical foundations of
the study.

Using “high” and “low” estimates of control cost and damage from
the IAS literature (details in Section 4.7) to present four alternative
scenarios of control and damage costs, while keeping all other param-
eters from Table 2 constant. The four scenarios characterize a range of
IAS scenarios that might be considered low-impact (low damage, low
control cost) to high-impact (high damage, high control cost) and their
intermediates. Fig. 4 presents the optimized IAS population paths and
knowledge accumulation for each case.

In Fig. 4(a), the 𝑥-axis has been restricted to showing the first ten
management periods only to highlight the details of the solution paths
in the early periods. There is practically no difference in the managed
stock after 𝑡 = 10. We can see that timepaths for population vary slightly
across the four scenarios, and the effects can be broadly summarized
into two key findings. First, high damage species are targeted more ag-
gressively than low-damage ones. This effect is seen where population
stock of both the high-damage species is driven down more rapidly
than their low-damage counterparts. Second, there is a small effect
of lower control costs leading to faster population reduction. These
results correspond directly to the analytical foundations of the model,
notably that there is greater incentive to reduce populations when the
discounted sum of future damages is greater. This effect appears to be
stronger with respect to damage than control cost.

While the optimal approach to population management exhibits
moderate differences across parameterizations, 4(b) panel (b) in Fig. 4
shows substantial variation in knowledge accumulation. Again, the
effects naturally coalesce into two findings. We see that optimizing
managers respond strongly to high control costs by committing to im-
mediate and significant knowledge accumulation, regardless of species
damage. IAS damages appear to be responsible for the overall magni-
tude of knowledge accumulation with greater damages leading to larger
values of 𝐾.
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Fig. 2. Control and state variable solution paths.

Fig. 3. Cost-effectiveness ratios.

4.7. Effect of research for varied species type

Results from the preceding analysis demonstrate the role of research
investment in the eradication of the brown tree snake. To develop
insight about the broader benefits of research in IAS management, we
apply the model to three categories of invasive species determined
by biological and economic characteristics. Our motivation for this
exercise is to demonstrate that the model is not intended for the
individual case but may be adopted in a more general assessment of
resource management when targeting established invasive populations.
By working with managers for a particular species control project
or reviewing literature on the bioeconomic characteristics for some
species of interest, this model can offer some preliminary insight on
how to organize scarce funds and project paths for control and research
activities. Additionally, by looking at a range of different impact cate-
gories, we can develop some broad intuition on what types of species
management benefit from aggressive research plans as opposed to those
where the research can be conducted more gradually.

The categories are framed in terms of the overall impact that a
species may impose on the invaded ecosystem and economy. Based
on the comprehensive review of invasive species provided by Pimentel
et al. (2005), we select representative species that correspond to low-
(e.g. Wild horses (Equus caballus)), medium-(e.g. Mongoose (Herpestus

auropunctatus)), and high-impact (e.g. Feral pig (Sus scrofa)) categories.
The model parameters distinguishing these categories are the damage
coefficient (𝑑), baseline cost of population reduction (�̄�), intrinsic
growth rate (𝜙), the carrying capacity (𝑀), and catchability coefficient
(𝛼). Table 3 summarizes the parameterizations for each category, solved
at a constant research productivity 𝐴 = 0.01, and all other model
parameters are the same as in Table 1.

In order to inform all relevant parameters in Table 3, we supplement
the Pimentel et al. (2005) review with species specific studies (Garrott
and Taylor, 1990; Bieber and Ruf, 2005; Harper and Bunbury, 2015;
Fukasawa et al., 2013; Johnson et al., 2016). Despite these additional
resources, there is very little information regarding control efficacy of
these species. Consequently, we specify the 𝛼 parameters based on the
impact category.

Table 4 shows the present value of total management costs for each
species.

The values in Table 4 show the wide range of impacts that can
be imposed by invasive species. The management costs of high impact
species, such as feral pigs, can be extraordinary, reaching the billions
of dollars. Given that current estimates of annual damage are approx-
imately $800 million, we believe that this is a reasonable measure
of potential costs for an ambitious population reduction program like
the one we have modeled. The cost of addressing moderately harmful
species are in the same range as that seen for our analysis of the Brown
Tree Snake, and the least harmful species have fairly low management
costs.

Research investment varies widely across species and is shown in
Fig. 5. For the high- and medium-impact species, we truncate the x-
axis due to most investment behavior occurring in the earliest stages
of management, much like in the BTS specification. For the low-impact
species, however, we see much different research behavior across the
entire management period. The main takeaway from the examination
is that for species with characteristics like low risk factors there is not
only less incentive for knowledge generation, there may also be less
urgency in the optimal research behavior.

These results reinforce the notion that IAS management should not
be approached as a one-size-fits-all endeavor. The nuances of each
species may require significantly different distribution of resources
across time as well as between population reduction and research into
effective management.

5. Discussion and conclusion

This paper models IAS management decisions in the presence of
R&D and shows that in addition to reducing total management costs,
there are meaningful implications for the timing of population re-
duction versus research investment. Despite the growth in dynamic
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Table 3
Parameter values for impact categories.

Category 𝑑 ($US per animal) �̄� ($US per hour) 𝜙 𝑀 (Million animals) 𝛼

High impact 200 150 0.8 4 0.004
Medium impact 100 100 0.49 0.5 0.005
Low impact 20 50 0.18 0.05 0.007

Fig. 4. Comparative dynamics: 𝑤 and 𝑑.

Fig. 5. Research investment for different species.
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Table 4
Management costs for varied species.

Species Present value of total management costs ($US Million)

Feral pig 4904
Mongoose 26.45
Feral horse 0.5867

optimization studies in IAS management strategies, there has been
little to no examination of the role that research investment plays in
managing an established population. We feel that the results of this
study are a first step toward a more deliberate examination of how IAS
managers navigate complex strategies with multiple decision variables.

By modeling a range of parameters for R&D productivity, we show
that cost-savings are not dependent on high expectations for inno-
vation. At every positive level of research productivity, the savings
outweighed research spending by a factor of 5:1, at least. Diminishing
returns in these net benefits may limit the ability of research to combat
convex population control costs. When research is more productive,
it prompts greater levels of investment, and a larger R&D expense,
which is consistent with the theoretical characteristics established in
the generalizable model (e.g (19)).

By modeling a range of parameters for R&D productivity, we show
that cost-savings are attainable with modest expectations for innova-
tion. Across all measures of R&D productivity in our selected range,
benefits of research outweigh the expense by a factor of 5:1, at a mini-
mum. There are, however, diminishing returns that represent limits to
the ability of research to combat the convex population control costs
that characterize IAS management programs. The diminishing returns
are a consequence of the dual effect that R&D spending has on total
costs: investing in population reduction technology has the potential to
make reaching the target population cheaper, but it is accompanied by
its own costs. Our numerical results are consistent with the theoretical
characteristics established in the generalizable model (e.g (19)), which
suggests that this pattern is not limited to the specific case study or
parameterization central to our analysis.

We are able draw several conclusions about the effect of including
R&D into the management scheme., First, Fig. 1 shows that when
research is productive and pursued by managers, there is an inverse
relationship with population reduction effort. After the initial research
investments, the relationship reverses and population control is pursued
at high rates without much additional research spending. This effect is
magnified when research is more productive, with the peak levels of
control effort being pushed higher but also delayed longer. One of the
most notable outcomes is that, for a given target population, the control
effort needed to reach this terminal value decreases with research
productivity. This is especially interesting as it relates to the goal of
eradication. The nature of stock-dependent harvest (and thus stock-
dependent costs) demands higher removal effort at lower populations,
but our findings suggest that research is able to lower the effort needed
to achieve a given population target.

The model developed in this study represents a synthesis of several
bodies of research within economics, applying models of technological
change common in the climate change economics literature to invasive
species issues. The key similarity between these two environmental
issues is the management of a harmful environmental pollutant; the key
difference is that in the case of IAS the stock exhibits biological growth
as opposed to natural deterioration. The introduction of research-driven
knowledge accumulation to the cost function is the primary contribu-
tion of this research. Knowledge reduces the costliness of population
control, which can lead to higher levels of more cost effective control.

This research demonstrates the impacts that research investment
and knowledge creation can have on IAS management. However, there
are a number of important areas for future work. Results presented
above suggest that research investment could possibly address some of
the challenges associated with targeting eradication in the presence of

stock-dependent costs. This is an important topic within the literature
that demands additional exploration. Future research should look at
the prospect of optimal eradication. In addition, the prominent role
of knowledge creation in the model makes it important to improve
the foundations of the KPF and its relevant parameters. Estimating
an empirical KPF to inform the parameters for returns to investment
and previous knowledge would build greatly on the current analysis.
Finally, several simplifying assumptions were made to ensure model
tractability. Future work could relax these assumptions by introducing
more complex biological dynamics such as: allowing for secondary
invasions that contribute to the established population, incorporating
a density-dependent damage function (Yokomizo et al., 2009), and
considering the role of knowledge spillovers from R&D.

We show that the ability for R&D to improve the efficacy of IAS
control affects the timing and magnitude of control efforts. It also
leads to economically significant reductions in the total cost of IAS
management. Therefore, significant gains exist from the incorporation
of R&D into IAS management plans and budgets.
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Appendix A. Second order sufficiency conditions for optimality

The Pontryagin conditions provide the necessary requirements for
an optimal solution, but do not ensure that the model will gener-
ate a cost-minimizing solution. The second-order sufficiency condi-
tions (SOSC) for an optimum solution requires that the Hamiltonian
functional be concave for all relevant variable combinations.

𝐻 = −[�̄�
𝑥𝛿𝑥𝑠
𝐾𝛿𝐾
𝑠

+ 𝑑𝑛𝛿𝑛𝑠 + 𝜌𝐼𝛿𝐼𝑆 ]

+ 𝜆𝑠[𝜙(𝑛𝑠 − 𝑛𝑚𝑖𝑛)(1 −
𝑛𝑠 − 𝑛𝑚𝑖𝑛
𝑀

) − 𝛼𝑥𝑠(𝑛𝑠 − 𝑛𝑚𝑖𝑛)] + 𝜇𝑠[𝛽𝐾𝑠 + 𝐴𝐼𝜃𝑠𝐾
𝛾
𝑠 ]

Determining the concavity of the above Hamiltonian requires an
examination of its Hessian matrix (time indices have been suppressed
to economize on space.): (see Box I).

If the Hessian is negative semi-definite, then we can state that
the SOSC are met for a minimum2 and examine the intuition of the
conditions observed from that analysis.

Simon and Blume (1994) provide the necessary and sufficient con-
ditions for negative semi-definite matrices. In the present context, the
leading principal minors must alternate in sign with odd ones being
≤ 0.

|𝑃𝑀1| = −
𝛿𝑥(𝛿𝑥 − 1)�̄�𝑥𝛿𝑥−2

𝐾𝛿𝐾
< 0

The determinant of the first principal minor will always be negative
when control costs are strictly convex.

The determinant of the second principal minor must be positive to
fulfill the second order sufficiency conditions: (see Box II). The second

2 Because we are modeling the cost-minimization problem by maximizing
the negative of costs, we study the SOSC for identifying a maximum.
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𝐻 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

− 𝛿𝑥(𝛿𝑥−1)�̄�𝑥𝛿𝑥−2

𝐾𝛿𝐾
0 −𝛼𝜆 𝛿𝑥𝛿𝐾 �̄�𝑥𝛿𝑥−1

𝐾𝛿𝐾+1

0 𝜇𝜃(𝜃 − 1)𝐴𝐼𝜃−2𝐾𝛾 − 𝛿𝐼 (𝛿𝐼 − 1)𝜌𝐼𝛿𝐼−2 0 𝜇𝜃𝛾𝐴𝐼𝜃−1𝐾𝛾−1

−𝛼𝜆 0 − 2𝜆𝛼𝜙
𝑀 − 𝛿𝑛(𝛿𝑛 − 1)𝐷𝑛𝛿𝑛−2 0

𝛿𝑥𝛿𝐾 �̄�𝑥𝛿𝑥−1

𝐾𝛿𝐾+1 𝜇𝜃𝛾𝐴𝐼𝜃−1𝐾𝛾−1 0 𝜇𝛾(𝛾 − 1)𝐴𝐼𝜃𝐾𝛾−2 − 𝛿𝐾 (𝛿𝐾+1)�̄�𝑥𝛿𝑥
𝐾𝛿𝐾+2

⎤

⎥

⎥

⎥

⎥

⎥

⎦

Box I.

|𝑃𝑀2| = −
𝛿𝑥 ∗ 𝑤 ∗ 𝑥𝛿𝑥 ∗ (𝛿𝑥 − 1) ∗ (𝐼𝛿𝐼 ∗ 𝛿𝐼 ∗ 𝜌 − 𝐼𝛿𝐼 ∗ 𝛿2𝐼 ∗ 𝜌 + 𝐴 ∗ 𝐼𝜃 ∗ 𝐾𝛾 ∗ 𝜇 ∗ 𝜃2 − 𝐴 ∗ 𝐼𝜃 ∗ 𝐾𝛾 ∗ 𝜇 ∗ 𝜃)

(𝐼2 ∗ 𝐾𝛿𝐾 ∗ 𝑥2)
> 0

Box II.

principal minor will be positive whenever the following condition
holds:
(𝐼𝛿𝐼 ∗ 𝛿𝐼 ∗ 𝜌 − 𝐼𝛿𝐼 ∗ 𝛿2𝐼 ∗ 𝜌 + 𝐴 ∗ 𝐼𝜃 ∗ 𝐾𝛾 ∗ 𝜇 ∗ 𝜃2 − 𝐴 ∗ 𝐼𝜃 ∗ 𝐾𝛾 ∗ 𝜇 ∗ 𝜃)

< 0

This can be re-written as...

𝐼𝛿𝐼 ∗ 𝛿𝐼 ∗ 𝜌 ∗ (1 − 𝛿𝐼 ) + 𝐴 ∗ 𝐼𝜃 ∗ 𝐾𝛾 ∗ 𝜇 ∗ 𝜃 ∗ (𝜃 − 1) < 0

The condition depends on the rate of growth in research costs rela-
tive to knowledge growth from research. The principal minor can be
positive if research costs are non-convex and knowledge is convex.
Such a scenario would likely result in persistent spending and intense
knowledge growth, but is unrealistic. It is much more likely that costs
are strictly convex knowledge growth is diminishing or linear, at best.

The determinant of the third principal minor is given as:

|𝑃𝑀3| =

− (𝐼𝛿𝐼 𝛿𝐼𝜌 − 𝐼𝛿𝐼 𝛿2𝐼𝜌 + 𝐴𝐼
𝜃𝐾𝛾𝜇𝜃2 − 𝐴𝐼𝜃𝐾𝛾𝜇𝜃)

(2𝛿𝑥𝜆𝑛2𝜙�̄�𝑥𝛿𝑥 − 2𝛿2𝑥𝜆𝑛
2𝜙�̄�𝑥𝛿𝑥 +𝐾𝛿𝐾𝑀𝛼2𝜆2𝑛2𝑥2 −𝐷𝑀𝛿2𝑛𝛿

2
𝑥𝑛
𝛿𝑛𝑤𝑥𝛿𝑥

(𝐼2𝐾𝛿𝐾𝑀𝑛2𝑥2)
−

𝐷𝑀𝛿𝑛𝛿𝑥𝑛𝛿𝑛 �̄�𝑥𝛿𝑥 +𝐷𝑀𝛿𝑛𝛿2𝑥𝑛
𝛿
𝑛�̄�𝑥

𝛿𝑥 +𝐷𝑀𝛿2𝑛𝛿𝑥𝑛
𝛿𝑛𝑤𝑥𝛿𝑥 )

(𝐼2𝐾𝛿𝐾𝑀𝑛2𝑥2)
< 0

The negative coefficient on the entire quotient, paired with the fact
that the denominator must be positive means the sign of the principal
minor depends on the product observed in the numerator. The first set
of terms in parentheses is the same as that studied in determining the
sign of the second principal minor, which must be negative to fit the
SOSC. Thus, the third principal minor will be positive when the term
in the numerator is negative:

Collecting like terms allows the condition to be written as :

2𝛿𝑥𝜆𝑛2𝜙�̄�𝑥𝛿𝑥 (1 − 𝛿𝑥) +𝐾𝛿𝐾𝑀𝛼2𝜆2𝑛2𝑥2

−𝐷𝑀𝛿𝑛𝛿𝑥𝑛
𝛿𝑛 �̄�𝑥𝛿𝑥 (𝛿𝑛𝛿𝑥 + 𝛿𝑥 + 𝛿𝑛 − 1) < 0

When control costs and damages are convex, the first term is nega-
tive and the third term is positive, which combined with the negative
in front of the third term implies that the condition is met when the
following condition is true:

2𝛿𝑥𝜆𝑛2𝜙�̄�𝑥𝛿𝑥 (1−𝛿𝑥)−𝐷𝑀𝛿𝑛𝛿𝑥𝑛
𝛿𝑛 �̄�𝑥𝛿𝑥 (𝛿𝑛𝛿𝑥+𝛿𝑥+𝛿𝑛−1) > 𝐾𝛿𝐾𝑀𝛼2𝜆2𝑛2𝑥2

Dividing by 1
𝑥2𝑛2

yields:

2𝛿𝑥𝜆𝜙�̄�𝑥𝛿𝑥−2(1−𝛿𝑥)−𝐷𝑀𝛿𝑛𝛿𝑥𝑛
𝛿𝑛−2�̄�𝑥𝛿𝑥−2(𝛿𝑛𝛿𝑥+𝛿𝑥+𝛿𝑛−1) > 𝐾𝛿𝐾𝑀𝛼2𝜆2

The determinant of the fourth principal minor has hundreds of terms
and was solved using Matlab’s symbolic toolbox. Determining |𝑃𝑀4| >

0 was approached by expressing the determinant as follows:

|𝑃𝑀4| =
1

𝐾2𝛿𝐾
𝜓

(𝐼2𝐾2𝑀𝑛2𝑥2)

𝜓 is an additively separable function of the model variables and param-
eters. The coefficient on 𝜓 and the denominator will always be positive,
so the sign of |𝑃𝑀4| depends on the sign of 𝜓 . This term is expanded
below, with each additively separable term identified by a different line
in the equation array below:

𝜓 =

2𝐼𝛿𝐼 𝛿𝐼𝛿𝐾𝛿𝑥𝜆𝑛2𝜙𝜌𝑤2𝑥2𝛿𝑥 (1 + 𝛿𝐾 + 𝛿𝐼𝛿𝑥 − 𝛿𝑥 − 𝛿𝐼 − 𝛿𝐼𝛿𝐾 )

+𝐷𝐼𝛿𝐼𝑀𝛿𝐼𝛿𝐾𝛿𝑛𝛿𝑥𝑛
𝛿𝑛𝜌𝑤2𝑥(2𝛿𝑥)(𝛿𝑥 + 𝛿𝑛 + 𝛿𝐼 + 𝛿𝐾𝛿𝑛 + 𝛿𝐼𝛿𝐾 + 𝛿𝐼𝛿𝑛𝛿𝑥

− 𝛿𝐾 − 𝛿𝑛𝛿𝑥 − 𝛿𝐼𝛿𝑥 − 𝛿𝐼𝛿𝑛 − 1 − 𝛿𝐼𝛿𝐾𝛿𝑛)

+ 𝐼𝛿𝐼𝐾𝛿𝐾𝑀𝛼2𝛿𝐼𝛿
2
𝐾𝜆

2𝑛2𝜌𝑤𝑥𝛿𝑥𝑥2(𝛿𝐾 − 𝛿𝐼 )

+ 2𝐴𝐼𝜃𝐾𝛾𝛿𝐾𝛿
2
𝑥𝜆𝜇𝑛

2𝜙𝜃2𝑤2𝑥2𝛿𝑥 (𝛿𝐾 − 𝛿𝑥 −
1
𝜃
)

+ 𝐴2𝐼 (2𝜃)𝐾 (2𝛿𝐾 )𝐾 (2𝛾)𝑀𝛼2𝛾𝜆2𝜇2𝑛2𝜃𝑥2(𝜃 + 𝛾 − 1)

+ 𝐼𝛿𝐼𝐾𝛿𝐾𝑀𝛼2𝛿𝐼𝛿𝐾𝜆
2𝑛2𝜌𝑤𝑥𝛿𝑥𝑥2(1 − 𝛿𝐼 )

+ 2𝐴𝐼𝜃𝐾𝛾𝛿𝐾𝛿𝑥𝜆𝜇𝑛
2𝜙𝜃�̄�2𝑥(2𝛿𝑥)(𝜃 + 𝛿𝑥 − 𝛿𝐾 )

− 2𝐴2𝐼 (2𝜃)𝐾𝛿𝐾𝐾 (2𝛾)𝛿2𝑥𝛾𝜆𝜇
2𝑛2𝜙𝜃�̄�𝑥𝛿𝑥 (𝜃 + 𝛾)

+ 𝐴𝐷𝐼𝜃𝐾𝛾𝑀𝛿𝐾𝛿𝑛𝛿𝑥𝜇𝑛
𝛿𝑛𝜃�̄�2𝑥(2𝛿𝑥)

× (1 − 𝛿𝑛𝛿𝑥𝜃 + 𝛿𝐾𝛿𝑛𝜃 − 𝜃 − 𝛿𝑥 − 𝛿𝑛 + 𝛿𝐾 )

+ 2𝐴2𝐼 (2𝜃)𝐾𝛿𝐾𝐾 (2𝛾)𝛿𝑥𝛾𝜆𝜇
2𝑛2𝜙𝜃�̄�𝑥𝛿𝑥 (𝜃 + 𝛾 + 𝛿𝑥 − 1)

+ 𝐴𝐷𝐼𝜃𝐾𝛾𝑀𝛿𝐾𝛿𝑛𝛿𝑥𝜇𝑛
𝛿𝑛𝜃�̄�2𝑥(2𝛿𝑥)(𝛿𝑥𝜃 + 𝛿𝑛𝜃 + 𝛿𝑛𝛿𝑥 − 𝛿𝐾𝜃 − 𝛿𝐾𝛿𝑛)

− 𝐴2𝐷𝐼 (2𝜃)𝐾𝛿𝐾𝐾 (2𝛾)𝑀𝛿𝑛𝛿𝑥𝛾𝜇
2𝑛𝛿𝑛𝜃�̄�𝑥𝛿𝑥

× (𝛿𝑛𝛿𝑥𝜃 + 𝛿𝑛𝛿𝑥𝛾 + 𝜃 + 𝛾 + 𝛿𝑥 + 𝛿𝑛)

+ 𝐴𝐼𝜃𝐾𝛿𝐾𝐾𝛾𝑀𝛼2𝛿𝐾𝜆
2𝜇𝑛2𝜃�̄�𝑥𝛿𝑥𝑥2(𝛿𝐾 + 𝜃 − 1)

+ 𝐴𝐼𝛿𝐼 𝐼𝜃𝐾𝛾𝐾 (2𝛿𝐾 )𝑀𝛼2𝛿𝐼 𝛾𝜆
2𝜇𝑛2𝜌𝑥2(𝛿𝐼 𝛾 + 1)

+ 𝐴2𝐷𝐼 (2𝜃)𝐾𝛿𝐾𝐾 (2𝛾)𝑀𝛿𝑛𝛿𝑥𝛾𝜇
2𝑛𝛿𝑛𝜃�̄�𝑥𝛿𝑥 (𝛿𝑥𝜃 + 𝛿𝑥𝛾 + 𝛿𝑛𝜃 + 𝛿𝑛𝛾 + 𝛿𝑛𝛿𝑥)

+ 𝐴𝐼𝜃𝐾𝛿𝐾𝐾𝛾𝑀𝛼2𝛿𝐾𝜆
2𝜇𝑛2𝜃2𝑤𝑥𝛿𝑥𝑥2(𝜃 − 𝛿𝐾 )

− 𝐴𝐼𝛿𝐼 𝐼𝜃𝐾𝛾𝐾 (2𝛿𝐾 )𝑀𝛼2𝛿2𝐼 𝛾𝜆
2𝜇𝑛2𝜌𝑥2(𝛾 + 𝛿𝐼 )

+ 2𝐴𝐼𝛿𝐼 𝐼𝜃𝐾𝛿𝐾𝐾𝛾𝛿𝐼𝛿𝑥𝛾𝜆𝜇𝑛
2𝜙𝜌�̄�𝑥𝛿𝑥 (𝛿𝑥𝛾 + 𝛿𝐼 𝛾

+ 𝛿𝐼𝛿𝑥 + 1 − 𝛿𝐼𝛿𝑥𝛾 − 𝛾 − 𝛿𝑥 − 𝛿𝐼 )

Each element of 𝜓 includes a term that compares cost elasticities and/or
the knowledge growth elasticities from the KPF. To identify the sign of
𝜓 , we make use of the following conditions identified by signing the
previous three principal minors:

• 𝛿𝑥 ≥ 1
• 𝛿𝑛 ≥ 1
• 𝛿𝐼 ≥ 1
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Additionally, we assume a constant-returns Cobb–Douglas knowl-
edge production function following Goulder and Mathai (2000), Jones
(2005), and Abis and Veldkamp (2021, NBER working paper).

• 𝛿𝐾 = 1
• 𝜃 = 𝛾 = 0.5

Applying these values to the equations above, we then organize the
positive and negative equations to provide an inequality assuring 𝜓 > 0.
(Note: Several terms in 𝜓 become zero under the conditions referenced
above.)

2𝐴𝐼𝜃𝐾𝛾𝛿𝐾𝛿𝑥𝜆𝜇𝑛
2𝜙𝜃�̄�2𝑥(2𝛿𝑥)(𝜃 + 𝛿𝑥 − 𝛿𝐾 )

+ 2𝐴2𝐼 (2𝜃)𝐾𝛿𝐾𝐾 (2𝛾)𝛿𝑥𝛾𝜆𝜇
2𝑛2𝜙𝜃�̄�𝑥𝛿𝑥 (𝜃 + 𝛾 + 𝛿𝑥 − 1)

+ 𝐴𝐷𝐼𝜃𝐾𝛾𝑀𝛿𝐾𝛿𝑛𝛿𝑥𝜇𝑛
𝛿𝑛𝜃�̄�2𝑥(2𝛿𝑥)(𝛿𝑥𝜃 + 𝛿𝑛𝜃 + 𝛿𝑛𝛿𝑥 − 𝛿𝐾𝜃 − 𝛿𝐾𝛿𝑛)

+ 𝐴𝐼𝜃𝐾𝛿𝐾𝐾𝛾𝑀𝛼2𝛿𝐾𝜆
2𝜇𝑛2𝜃�̄�𝑥𝛿𝑥𝑥2(𝛿𝐾 + 𝜃 − 1)

+ 𝐴𝐼𝛿𝐼 𝐼𝜃𝐾𝛾𝐾 (2𝛿𝐾 )𝑀𝛼2𝛿𝐼 𝛾𝜆
2𝜇𝑛2𝜌𝑥2(𝛿𝐼 𝛾 + 1)

+ 𝐴2𝐷𝐼 (2𝜃)𝐾𝛿𝐾𝐾 (2𝛾)𝑀𝛿𝑛𝛿𝑥𝛾𝜇
2𝑛𝛿𝑛𝜃�̄�𝑥𝛿𝑥 (𝛿𝑥𝜃 + 𝛿𝑥𝛾 + 𝛿𝑛𝜃 + 𝛿𝑛𝛾 + 𝛿𝑛𝛿𝑥)

+ 2𝐴𝐼𝛿𝐼 𝐼𝜃𝐾𝛿𝐾𝐾𝛾𝛿𝐼𝛿𝑥𝛾𝜆𝜇𝑛
2𝜙𝜌�̄�𝑥𝛿𝑥

× (𝛿𝑥𝛾 + 𝛿𝐼 𝛾 + 𝛿𝐼𝛿𝑥 + 1 − 𝛿𝐼𝛿𝑥𝛾 − 𝛾 − 𝛿𝑥 − 𝛿𝐼 )

>

𝐼𝛿𝐼𝐾𝛿𝐾𝑀𝛼2𝛿𝐼𝛿
2
𝐾𝜆

2𝑛2𝜌𝑤𝑥𝛿𝑥𝑥2(𝛿𝐾 − 𝛿𝐼 )

+ 2𝐴𝐼𝜃𝐾𝛾𝛿𝐾𝛿
2
𝑥𝜆𝜇𝑛

2𝜙𝜃2𝑤2𝑥2𝛿𝑥 (𝛿𝐾 − 𝛿𝑥 −
1
𝜃
)

+ 2𝐴𝐼𝜃𝐾𝛾𝛿𝐾𝛿
2
𝑥𝜆𝜇𝑛

2𝜙𝜃2𝑤2𝑥2𝛿𝑥 (𝛿𝐾 − 𝛿𝑥 −
1
𝜃
)

+ 2𝐴2𝐼 (2𝜃)𝐾𝛿𝐾𝐾 (2𝛾)𝛿2𝑥𝛾𝜆𝜇
2𝑛2𝜙𝜃�̄�𝑥𝛿𝑥 (𝜃 + 𝛾)

+ 𝐴𝐷𝐼𝜃𝐾𝛾𝑀𝛿𝐾𝛿𝑛𝛿𝑥𝜇𝑛
𝛿𝑛𝜃�̄�2𝑥(2𝛿𝑥)

× (1 − 𝛿𝑛𝛿𝑥𝜃 + 𝛿𝐾𝛿𝑛𝜃 − 𝜃 − 𝛿𝑥 − 𝛿𝑛 + 𝛿𝐾 )

+ 𝐴2𝐷𝐼 (2𝜃)𝐾𝛿𝐾𝐾 (2𝛾)𝑀𝛿𝑛𝛿𝑥𝛾𝜇
2𝑛𝛿𝑛𝜃�̄�𝑥𝛿𝑥

× (𝛿𝑛𝛿𝑥𝜃 + 𝛿𝑛𝛿𝑥𝛾 + 𝜃 + 𝛾 + 𝛿𝑥 + 𝛿𝑛)

+ 𝐴𝐼𝜃𝐾𝛿𝐾𝐾𝛾𝑀𝛼2𝛿𝐾𝜆
2𝜇𝑛2𝜃2𝑤𝑥𝛿𝑥𝑥2(𝜃 − 𝛿𝐾 )

− 𝐴𝐼𝛿𝐼 𝐼𝜃𝐾𝛾𝐾 (2𝛿𝐾 )𝑀𝛼2𝛿2𝐼 𝛾𝜆
2𝜇𝑛2𝜌𝑥2(𝛾 + 𝛿𝐼 )5

Appendix B. Solving for 𝝀𝒕

We derive Eq. (16): using an integrating factor methodology typical
for these types of problems (Simon & Blume p. 639–640). The first step
is to identify the integrating factor, identified as 𝜓𝑠. The selection of
this term will become apparent momentarily, but for now it is given
as:

𝜓𝑠 = 𝑒∫
𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏 (31)

The parameter 𝑠 represents some time period within the interval
[𝑡, 𝑇 ] while 𝜏 is a constant of integration. Both functions 𝑔𝑛𝜏 and ℎ𝑛𝜏
are defined for all 𝑠 ∈ [𝑡, 𝑇 ]. We will pre-multiply (14) by 𝜓𝑠:

𝑒∫
𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏 �̇� + 𝑒∫

𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝜆𝑠[𝑔𝑛𝑠 − ℎ𝑛𝑠 − 𝑟] = 𝑒∫

𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝐷𝑛𝑠

(32)

The integrating factor was constructed such that the LHS of (32) is
equivalent to 𝑑𝜓𝑠𝜆𝑠

𝑑𝑠 .

𝑑𝜓𝑠𝜆𝑠
𝑑𝑠

=
𝑑𝑒∫

𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝜆𝑠

𝑑𝑠

𝑑𝑒∫
𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝜆𝑠

𝑑𝑠

= 𝑒∫
𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏 �̇� + 𝑒∫

𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝜆𝑠(

𝑑 ∫ 𝑠𝑡 [𝑔𝑛𝜏 − ℎ𝑛𝜏 − 𝑟]𝑑𝜏
𝑑𝑠

)

The first fundamental theorem of calculus states that 𝐹 (𝑥) = ∫ 𝑥𝑎 [𝑓 (𝑡)]
𝑑𝑡, then 𝑑

𝑑𝑥𝐹 (𝑥) =
𝑑
𝑑𝑥 ∫

𝑥
𝑎 [𝑓 (𝑡)]𝑑𝑡 = 𝑓 (𝑥). Applying this to the final term

in the last equation allows us to identify the LHS of (32)

𝑑
𝑑𝑠 ∫

𝑠

𝑡
[𝑔𝑛𝜏 − ℎ𝑛𝜏 − 𝑟]𝑑𝜏 = 𝑔𝑛𝑠 − ℎ𝑛𝑠 − 𝑟

We have shown that the LHS of (32) can be interpreted as the time
derivative of 𝜓𝜆𝑠

𝑑𝑒∫
𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝜆𝑠

𝑑𝑠
= 𝑒∫

𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝐷𝑛𝑠 (33)

Moving forward, it will be convenient to separate the constant 𝑟
from 𝑒∫

𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏 . So (33) becomes:

𝑑𝑒∫
𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 ]𝑑𝜏𝑒−𝑟(𝑠−𝑡)𝜆𝑠

𝑑𝑠
= 𝑒∫

𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 ]𝑑𝜏𝑒−𝑟(𝑠−𝑡)𝐷𝑛𝑠 (34)

Integrating both sides of (34) from t to T:

∫

𝑇

𝑡
[
𝑑𝜆𝑠𝑒

∫ 𝑠𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝑒−𝑟(𝑠−𝑡)

𝑑𝑠
]𝑑𝑠 = ∫

𝑇

𝑡
[𝑒∫

𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 ]𝑑𝜏𝑒−𝑟(𝑠−𝑡)𝐷𝑛𝑠 ]𝑑𝑠

(35)

Through familiar application of the second fundamental theorem of
calculus, the LHS becomes:

𝜆𝑇 𝑒
∫ 𝑇𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝑒−𝑟(𝑇−𝑡) − 𝜆𝑡𝑒

∫ 𝑡𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝑒−𝑟(𝑡−𝑡)

Clearly, the exponential functions on the second term of the LHS
collapse to 𝑒0 = 1, so that we are left with

𝜆𝑇 𝑒
∫ 𝑇𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝑒−𝑟(𝑇−𝑡) − 𝜆𝑡 = ∫

𝑇

𝑡
[𝑒∫

𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 ]𝑑𝜏𝑒−𝑟(𝑠−𝑡)𝐷𝑛𝑠 ]𝑑𝑠 (36)

With some quick algebra we can now offer a qualitative statement
for the co-state variable 𝜆𝑡:

𝜆𝑡 = 𝜆𝑇 𝑒
∫ 𝑇𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 −𝑟]𝑑𝜏𝑒−𝑟(𝑇−𝑡) − ∫

𝑇

𝑡
[𝑒∫

𝑠
𝑡 [𝑔𝑛𝜏 −ℎ𝑛𝜏 ]𝑑𝜏𝑒−𝑟(𝑠−𝑡)𝐷𝑛𝑠 ]𝑑𝑠 (37)

Appendix C. Solving for 𝝁𝒕

𝜃𝑠 = 𝑒∫
𝑠
𝑡 [𝜂𝐾𝑢−𝑟]𝑑𝑢 (38)

The function 𝜂𝐾𝑢 is defined for all 𝑠 ∈ [𝑡, 𝑇 ] and 𝑢 is an integrating
variable. Following the same process as above:

𝑒∫
𝑠
𝑡 [𝜂𝐾𝑢−𝑟]𝑑𝑢�̇� + 𝑒∫

𝑠
𝑡 [𝜂𝐾𝑢−𝑟]𝑑𝑢𝜇𝑠[𝜂𝐾𝑠 − 𝑟] = 𝑒∫

𝑠
𝑡 [𝜂𝐾𝑢−𝑟]𝑑𝑢𝐶𝐾𝑠 (39)

𝑑𝜇𝑠𝑒
∫ 𝑠𝑡 [𝜂𝐾𝑢−𝑟]𝑑𝑢

𝑑𝑠
= 𝑒∫

𝑠
𝑡 [𝜂𝐾𝑢−𝑟]𝑑𝑢𝐶𝐾𝑠 (40)

Integrating each side over the time horizon [𝑡, 𝑇 ] and applying the
second fundamental theorem of calculus:

∫

𝑇

𝑡
[
𝑑𝜇𝑠𝑒

∫ 𝑠𝑡 [𝜂𝐾𝑢−𝑟]𝑑𝑢

𝑑𝑠
]𝑑𝑠 = ∫

𝑇

𝑡
[𝑒∫

𝑠
𝑡 [𝜂𝐾𝑢−𝑟]𝑑𝑢𝐶𝐾𝑠 ]𝑑𝑠

𝜇𝑇 𝑒
∫ 𝑇𝑡 [𝜂𝐾𝑢 ]𝑑𝑢𝑒−𝑟(𝑇−𝑡) − 𝜇𝑡𝑒

∫ 𝑡𝑡 [𝜂𝐾𝑢 ]𝑑𝑢𝑒−𝑟(𝑡−𝑡) = ∫

𝑇

𝑡
[𝑒∫

𝑠
𝑡 [𝜂𝐾𝑢 ]𝑑𝑢𝑒−𝑟(𝑠−𝑡)𝐶𝐾𝑠 ]𝑑𝑠

(41)

Again, we see the exponential functions on 𝜇𝑡 collapse to 1, then
rearrange to find:

𝜇𝑡 = 𝜇𝑇 𝑒
∫ 𝑇𝑡 [𝜂𝐾𝑢 ]𝑑𝑢𝑒−𝑟(𝑇−𝑡) − ∫

𝑇

𝑡
[𝑒∫

𝑠
𝑡 [𝜂𝐾𝑢 ]𝑑𝑢𝑒−𝑟(𝑠−𝑡)𝐶𝐾𝑠 ]𝑑𝑠 (42)
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