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Abstract 
Vegetation dynamics and phenology play an important role in inter-annual vegetation changes in 
terrestrial ecosystems and are key indicators of climate-vegetation interactions, land use/land cover 
changes, and variation in year-to-year vegetation productivity. Satellite remote sensing data have 
been widely used for vegetation phenology monitoring over large geographic domains using various 
types of observations and methods over the past several decades. The goal of this paper is to present 
a detailed review of existing methods for phenology detection and emerging new techniques based 
on the analysis of time-series, multispectral remote sensing imagery. This paper summarizes the ob-
jective and applications of detecting general vegetation phenology stages (e.g., green onset, time or 
peak greenness, and growing season length) often termed “land surface phenology,” as well as more 
advanced methods that estimate species-specific phenological stages (e.g., silking stage of maize). 
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Common data-processing methods, such as data smoothing, applied to prepare the time-series re-
mote sensing observations to be applied to phenological detection methods are presented. Specific 
land surface phenology detection methods as well as species-specific phenology detection methods 
based on multispectral satellite data are then discussed. The impact of different error sources in the 
data on remote-sensing based phenology detection are also discussed in detail, as well as ways to 
reduce these uncertainties and errors. Joint analysis of multiscale observations ranging from satellite 
to more recent ground-based sensors is helpful for us to understand satellite-based phenology de-
tection mechanism and extent phenology detection to regional scale in the future. Finally, emerging 
opportunities to further advance remote sensing of phenology is presented that includes observa-
tions from Cubesats, near-surface observations such as PhenoCams, and image data fusion tech-
niques to improve the spatial resolution of time-series image data sets needed for phenological 
characterization. 
 
Keywords: land surface phenology, species-specific phenology, remote sensing, data smoothing, 
phenological metrics extraction 
 
1. Introduction 
 
The word “phenology” is derived from the Greek word “phaino,” which means to show 
or appear. From a scientific perspective, phenology is defined as the study of recurring 
plant and animal life cycle stages by Lieth (1974) that is often composed of specific botan-
ical and agronomic plant-growth stages (e.g., bud burst, leaf emergence, and flowering). 
Traditionally, vegetation phenology refers to specific life cycle events based on visual, 
ground observations of individual plant changes such as budbreak, leaf out, and leaf se-
nescence of forest and emergence, flowering, and maturity of cereal crops (Verhegghen et 
al., 2014; de Beurs and Henebry, 2005). The observation of these traditional phenological 
stages corresponding to specific vegetation physiological processes provide natural re-
source management. Precision agriculture is a particular area in which crop-specific phe-
nological monitoring plays an important role in farm management decisions such as 
fertilization, irrigation, and other chemical applications, as well as can serve as an indicator 
of crop productivity (Sakamoto et al., 2013; Funk and Budde, 2009). 

While, from a remote-sensing perspective, many of these specific phenological events 
cannot be directly detected at the spatial resolutions of satellite imagery and thus more 
general descriptors of vegetation dynamics termed “land surface phenology” (LSP) are 
calculated. de Beurs and Henebry (2005) defined LSP as the spatio-temporal development 
of the vegetated land surface as revealed by spectral observations from satellite sensors. 
LSP metrics are typically associated with general inter-annual vegetation changes inter-
pretable from spectral remote sensing imagery such as start of greening/season (SOS), the 
peak of growing season, onset of senescence or end of the season (EOS), and growing sea-
son length (Beurs and Henebry, 2010; Reed et al., 1994), as well as other transition stages 
(e.g., maturity (Zhang et al., 2003)). 

Phenological stages can be detected from several types of observations that include: 
(1) human visual observations, (2) near-surface measurement, and (3) satellite remote sens-
ing. Human visual observations of plant phenology stages have been conducted for more 
than a century for many locations, and there are major observer networks in several parts 
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of the world, such as the Pan European Phenology Network (PEPN) (Templ et al., 2018; 
Vliet et al., 2003) and the National Phenology Network (NPN) (Mayer, 2010) in the United 
States. Although these efforts are critical and provide detailed plant phenology infor-
mation at species-scale or individual plant scale (e.g., common lilac, Syringa vulgaris), they 
represented only a small localized area and are often limited in number. Such visual ob-
servations provide detailed and accurate phenology information that is vital for calibration 
and validation of remote sensing–based models for vegetation phenology estimation. 
Near-surface observations generally include imagery acquired from conventional visible-
wavelength digital cameras with typically RGB (Red, Green, and Blue) bands (Wingate et 
al., 2015; Vrieling et al., 2018; Nijland et al., 2016), continuous carbon flux measurements 
(Wu et al., 2013), and spectral reflectance sensors with multiband radiometer similar to the 
sensors carried on the satellites but mounted on tripod, fence post, meteorological tower 
or carried on aerial platform, e.g. unmanned aerial vehicle (UAV) (Berra et al., 2019). Near-
surface measurements such as these can provide higher temporal resolution and greater 
spatial coverage than visual observations and can be used to analyze site-level phenologi-
cal variation and mechanisms, train satellite remote sensing–based phenological models, 
and evaluate the results (Vrieling et al., 2018), bridging the scale between visual observa-
tions and satellite-based imagery (Sonnentag et al., 2012). 

Specifically, automated digital camera imagery offers economical, objective, and high 
temporal and spatial resolution observations that have been increasingly used in localized 
phenology studies (Sonnentag et al., 2012; Julitta et al., 2014; Wingate et al., 2015; Nijland 
et al., 2016; Vrieling et al., 2018). Unlike the multispectral radiometer carried on satellites, 
due to the absence of near-infrared channel, digital cameras use the RGB-based vegetation 
index (VI) (e.g., the green chromatic coordinate (GCC)) to quantify canopy greenness 
(Klosterman et al., 2014a,b). Digital cameras have been implemented by various networks 
(Richardson et al., 2011; Klosterman et al., 2014a,b; Moore et al., 2016; Nasahara and Nagai, 
2015; Wingate et al., 2015). For example, the PhenoCam network (https://phenocam.sr.unh 
.edu/webcam/) provides freely accessed digital images from tower-mounted web cameras 
across a range of ecosystem types at continental scale (Liu et al., 2017b; Sonnentag et al., 
2012; Richardson et al., 2011). PhenoCam network was started in 2006 and increasingly 
used in phenology studies in the last decade (Zhang et al., 2018; Liu et al., 2017b; Kloster-
man et al., 2014b, 2014a; Hufkens et al., 2012; Richardson et al., 2018). 

Visual and near-surface observations (hereinafter both of them refer as ground-based 
observations (Graham et al., 2010; Sonnentag et al., 2012)) at a site-level scale are usually 
limited in number and spatial coverage. Satellite-based remote sensing offers global cov-
erage data for large-scale phenological research (Zhang et al., 2006; Brown et al., 2012). 
Landsat was the first space-borne sensor used to characterize the seasonality of vegetation 
at regional scales (Thompson and Wehmanen, 1979). The Landsat series of satellite-based 
sensor, with a nominal 16-day temporal resolution and 30-m spatial resolution and with a 
data archive extending from the early 1970s to present, has been appropriate for many 
landscape characterization applications such as land cover classification, change detection 
and vegetation stress monitoring. However, the use of Landsat imagery LSP applications 
is limited because many phenological changes occur more rapidly than the 16-day revisit 
time of Landsat and cloud cover contamination issues of the optical satellite observations 
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further reduce the number of Landsat images available to adequately detect many pheno-
logical events. The Advanced Very High Resolution Radiometer (AVHRR) has been col-
lecting a near-daily global coverage of coarse-to-moderate spatial resolution (1- and 8-km) 
providing a consistent time-series of temporallycomposited (e.g., bi-weekly or monthly) 
observations that have been widely applied for LSP studies at regional to global scales for 
more than 25 years (Moody and Johnson, 2001; Lloyd, 1990; Duchemt al. 1999; Moulin et 
al., 1997; Heumann et al., 2007; Reed et al., 1994). 

Since the early 2000s, the Moderate Resolution Imaging Spectrometer (MODIS) has pro-
vide an improved times-series of multispectral observations acquiring a near-daily global 
coverage of multispectral imagery with a high temporal (near daily) and moderate spatial 
resolution (250–500 m) with 7 land-related spectral bands for vegetation applications. The 
MODIS instrument, with higher spatial resolution in two relevant land-related bands (vis-
ible red and near infrared), was a marked improvement over AVHRR. As a result, MODIS 
data have become increasingly used for phenology studies and vegetation monitoring over 
large geographic regions (Wardlow and Egbert, 2008; Ahl et al., 2006; Fisher and Mustard, 
2007; Tan et al., 2011; Zhang et al., 2003). However, the AVHRR sensor with a much longer 
historical data records (from 1981) than MODIS (from 2001), is well suited for long-term, 
multi-decadal studies (Vrieling et al., 2013). 

Sentinel-2 is a constellation of two satellites that provides free publicly accessible high-
resolution optical imagery at 10–60 m resolution at a 5-day interval since the launch of 
Sentinel-2B in March 2017 and provides continuity for the current SPOT and Landsat mis-
sions (Li and Roy, 2017). These two Sentinel-2 satellites with rigorously calibrated sensor 
systems to some extent overcome the spatiotemporal constraints of current frequently used 
satellite sensors and show potential in ongoing phenology studies (Vrieling et al., 2018; 
Jönsson et al., 2018; Jian and Roy, 2017; Zhou et al., 2019). However, the achievable fre-
quency is still suboptimal for phenology studies in the areas with rapid vegetation dynam-
ics or frequent cloud cover (Houborg and Mccabe, 2018). While small satellite constellation 
(e.g. Planet-Scope) providing daily 3m spatial resolution have been providing unparalleled 
opportunities for local-to-global scale monitoring (Houborg and Mccabe, 2018; Vrieling et 
al., 2018; Adole et al., 2016). 

Visible Infrared Imaging Radiometer Suite (VIIRS), which was launched in 2011, has 
been providing a comparable time-series of multispectral image data to AVHRR and 
MODIS set that is increasingly be applied for vegetation phenology (Liu et al., 2017a; Zhang 
et al., 2018). VIIRS is intended be a continuity mission to provide a long-term, operational 
time-series multispectral data need to derived VI data consistent with the VI data record 
of AVHRR and MODIS, producing an ongoing, inter-sensor time series of VI data span-
ning from the early 1980s into the future. SPOT-VEGETATION is another multi-spectral 
global imager that has provided time-series VI data for various vegetation phenological 
studies (Guyon et al., 2011; Meroni et al., 2013; Yang et al., 2016). The MEdium Resolution 
Imaging Spectrometer (MERIS) is an additional global imager that has been used to pro-
duce the MERIS Terrestrial Chlorophyll Index (MTCI), which is sensitive to chlorophyll 
changes and has been applied for phenology studies (Boyd et al., 2011; Dash et al., 2010; 
He et al., 2015). Geostationary satellites with very high temporal resolution (up to 30 s) 
such as Geostationary Operational Environmental Satellite-R Series (GOES-R), Spinning 
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Enhanced Visible and Infrared Imager (SEVIRI), and Himawari-8 also offer promising new 
data sources for phenology studies in low latitude areas and other cloud-prone regions 
with frequent cloud cover and few cloud-free observations available from even daily re-
trieved sensors such as MODIS during the key phenological stages ( Guan et al., 2014; Yan 
et al., 2016a).In addition to multispectral-based VIs, several other remote sensing–derived 
variables including vgetation optical depth (VOD) retrievals derived from microwave sen-
sors (Jones et al., 2011), solar-induced chlorophyll fluorescence (SIF) (Jeong et al., 2017) and 
Synthetic Aperture Radar (SAR) polarimetric parameters (McNairn et al., 2018) were also 
used for phenology studies. 

Since the 1980s, vegetation phenology studies have provided a basis for monitoring 
inter-annual variations and long-term trends in vegetated land surface characteristic, clas-
sifying land cover types based on their multitemporal seasonal spectral response (Badhwar, 
1984; Townshend et al., 1991; de Beurs and Henebry, 2004), analyzing the connections in-
teractions between vegetation phenology dynamics and climate variables such as precipi-
tation and temperature (Shen et al., 2011; Tateishi and Ebata, 2004), measuring the responses 
of vegetation to climate change (Heumann et al., 2007; Yu et al., 2003), assessing intra- and 
interannual fluctuations in the terrestrial carbon balance (Han et al., 2018; Keenan et al., 
2014; Garrity et al., 2011) and anthropogenic activities over the landscape (Li et al., 2017). 
In addition, the temporal and spatial variability of vegetation phenology variations help 
distinguish different vegetation types (Xue et al., 2014; Wang et al., 2013), especially crops 
(Wardlow and Egbert, 2008) and drought-related plant stress conditions(Brown et al., 2008; 
Meroni et al., 2013) from a delayed growing season vegetation response due to other cli-
matic conditions (e.g., late freeze or excessive moisture). 

This paper presents a detailed overview of historical remote sensing–based LSP meth-
ods and more recent developments of crop vegetation phenology detection base on time-
series satellite imagery. The impacts of different error sources in the remotely sensed spec-
tral image data are discussed in detail followed by the analysis on how to reduce the dif-
ferent errors for vegetation phenology detection. Finally, the challenges and opportunities 
for satellite-derived phenology are discussed. The estimation of phenological metrics from 
times-series remote sensing data generally consist of three key steps: (1) data cleaning and 
flagging; (2) data smoothing and time-series data reconstruction, and (3) phenological met-
rics extraction based on the reconstructed time series data. Many methods have been pro-
posed in previous studies for the subsequent data smoothing and time-series data 
reconstruction and phenological estimate steps, which will be summarized in depth in sec-
tions 2, 3, and 4, respectively. 
 
2. Vegetation indices and data smoothing methods 
Traditionally, that analysis of remote sensing-based VI data transformed from individual 
spectral bands has been the basis for most LSP studies rather than directly using data from 
the spectral bands. The use of VIs is well established in the literature because the represent 
spectral transformations that integrate two or more spectral bands sensitive to different 
plant characteristics (e.g., pigments, water content, or structure) and have been found to 
be more useful indicators of the state and condition of vegetation than the analysis of data 
from individual bands (Wagenseil and Samimi, 2006b; Galford et al., 2008; Hall-Beyer, 
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2003; Vrieling et al., 2018). Historically, the normalized difference vegetation index (NDVI) 
(Rouse, 1973) data has been widely used for phenology characterization (Fischer, 1994; 
Moody and Johnson, 2001; Balzter et al., 2007; Yu et al., 2003) because it is simple to calcu-
late using the visible red (sensitive to chlorophyll pigment content) and near-infrared (sen-
sitive to internal leaf structure) spectral bands that are commonly part of most optical 
sensors. With the launch of more recent sensors such as MODIS and MERIS, the number 
of land-related bands has expanded to include other spectral regions (e.g., visible green 
and middle infrared) allowing a number of new VIs to be calculated that are designed to 
detect specific plant characteristics (e.g., chlorophyll content, leaf area, and plant water con-
tent) (Table 1). 
 

Table 1. Summary of common satellite-derived remote sensing indices used in phenology studies 
Class Index Calculation Characteristic Reference 

Ratio and 
   combined 
   Index 

NDVI 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌
𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌

 Sensitive to chlorophyll, 
but saturated to flourish 
vegetation 

Rouse 
(1973) 

 WDRVI 𝛼𝛼 × 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌
𝛼𝛼 × 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌

 Similar to NDVI, but 
still sensitive to flourish 
vegetation 

Gitelson 
(2004) 

 NDWI 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌
𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌

 Sensitive to the water Gao (1996) 

 GRVI 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌
𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌

 Sensitive to land cover 
types 

Tucker 
(1979) 

 MTCI 𝜌𝜌735.75− 𝜌𝜌708.75
𝜌𝜌708.75 + 𝜌𝜌681.25

 Sensitive to high chloro-
phyll content and 
limited sensitive to 
atmospheric effect or 
spatial resolution 

Dash and 
Curran 
(2004) 

 PI 
𝑃𝑃𝑃𝑃 = �

0, 𝑖𝑖𝑖𝑖 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 < 0
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁2 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁2

0, 𝑖𝑖𝑖𝑖 𝑃𝑃𝑃𝑃 = 0
� 

Designed to remove the 
wetness (e.g., snow) and 
brighten effect (e.g., soil) 
on greenness 

Gonsamo 
et al. (2012) 

 PPI 𝑃𝑃𝑃𝑃𝑃𝑃 = −𝐾𝐾 × ln �
𝑀𝑀 − 𝐷𝐷𝐷𝐷𝐷𝐷
𝑀𝑀 − 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

� 

𝐷𝐷𝐷𝐷𝐷𝐷 = 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 

Derived from radiative 
transfer theory 

Jin and 
Eklundh 
(2014) 

 NDPI 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − (𝛼𝛼 × 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + (1− 𝛼𝛼) × 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌)
𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + (𝛼𝛼 × 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + (1− 𝛼𝛼) × 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌) To contrast vegetation 

from the background 
and to minimize the dif-
ference among the back-
grounds 

Cao et al. 
(2018) 

Physically 
   based 
   index 

LAI By model fitting (e.g., linear model, 
piecewise logistic model) 

Important structural 
parameter, but unable to 
be derived directly from 
satellite imagery 

Watson 
(1947) 
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Table 1. Continued 
Class Index Calculation Characteristic Reference 

 fAPAR Several algorithms have been 
developed, e.g., JRC, MODIS 
algorithm 

Based on definite physio-
logical significance, but 
unable to be derived 
directly from satellite 
imagery 

(Myneni, 
2003; 
Gobron 
et al., 2006) 

Adjusted VI EVI 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌
𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + 𝐶𝐶1 × 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝐶𝐶2 × 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + 𝐿𝐿

 Introducing atmosphere-
sensitive blue band to 
correct the red band for 
aerosol influences 

Huete et al. 
(1999) 

 EVI2 𝐺𝐺
𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌

𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + (6− 7.5/𝑐𝑐)𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 + 1
 Similar to EVI, retaining 

the soil-noise adjustment 
function and maintaining 
the improved sensitivity 
and linearity in high 
biomass regions, with 
the absence of a blue 
band 

Jiang et al. 
(2008) 

 PVI 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝑎𝑎1 × 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝑎𝑎2

�1 + 𝑎𝑎12
 Designed to minimize 

its sensitivity to soil 
reflectance 

Richardson 
and Wiegand 
(1978) 

 SAVI (𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌)(1 + 𝑁𝑁)
𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 − 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 +𝑁𝑁

 Designed to minimize 
soil brightness influences 

Huete 
(1988) 

Where ρRed, ρGreen, ρNIR, and ρSWIR are reflectance in red, green, near-infrared and short-wave infrared band, 
respectively. DVIS is the DVI of the soil estimated from soil spectral reflectance. K is a gain factor. ρ681.25, ρ708.75, 
and ρ753.75 are reflectance of band 8, 9 and 10 in the MERIS band setting. α is the weighting coefficient. G is 
determined by C value, and C is derived by linear fitting (ρRed = c × ρNIR). a1 and a2 are soil parameters related 
to NIR reflectance and RED reflectance over nonvegetated surfaces. L is the vegetation background adjust-
ment. Factor N is a constant. 

 
The most commonly used remote sensing VIs used in phenology literature include the 

NDVI (Wagenseil and Samimi, 2006a; Hogda et al., 2001; Kariyeva and Leeuwen, 2011; Wu 
et al., 2017; Pan et al., 2015; Hou et al., 2014), enhanced vegetation index (EVI) (Cao et al., 
2015; Verhegghen et al., 2014; Zhang et al., 2003; Wang et al., 2017), leaf area index (LAI) 
(Kang et al., 2003; Hanes and Schwartz, 2011; Wang et al., 2017), wide dynamic range veg-
etation index (WDRVI) (Sakamoto et al., 2010; Wu et al., 2014), as well as other less fre-
quently used indices like MERIS Terrestrial Chlorophyll Index (MTCI) (Boyd et al., 2011; 
Dash et al., 2010; He et al., 2015), fraction of absorbed photosynthetically active radiation 
(fAPAR) (Verstraete et al., 2008; Meroni et al., 2014), perpendicular vegetation index (PVI) 
(Guyon et al., 2011), green-red vegetation index (GRVI) (Motohka et al., 2010), two-band 
enhanced vegetation index (EVI2) (Yan et al., 2016a; Yan et al., 2016b; Jiang et al., 2008), 
plant phenology index (PPI) (Jin et al., 2017), and soil-adjusted vegetation index (SAVI) 
(Wu et al., 2014). An index such as the WDRVI makes use of the same spectral bands (red 
and NIR) as NDVI but overcomes the limitation of NDVI becoming saturated and insensi-
tive to changes of high biomass conditions (Gitelson, 2004; Zeng et al., 2016; Sakamoto et 
al., 2010). Physical-based indices like fAPAR and LAI represent direct biophysical 
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measures of vegetation, can be estimated by empirical or physical models, instead of a 
certain combination (formula) of the multispectral reflectance properties (Myneni, 2003; 
Gobron et al., 2006). The modified VIs such as PVI, SAVI, EVI, and EVI2 are designed to 
minimize the index’s sensitivity to various environmental factors that introduce non-veg-
etation-related variations into NDVI that include effects from the soil background, snow 
or aerosols (Yu et al., 2003; Guyon et al., 2011; Wu et al., 2014). In addition, several studies 
suggest that a collectively analysis of multiple VIs may improve the accuracy of phenology 
estimation (Walker et al., 2014; Wu et al., 2014; Gonsamo et al., 2012). 

To reduce noise such as cloud contamination, off-nadir viewing effects, sun-angle, 
shadow effects and other data errors, empirical method: maximum value composite 
(MVC) method is commonly applied to the satellite-derived observations to generate tem-
porally composite data (e.g., widely used MODIS 8- and 16-day composite products), be-
fore other data smoothing methods applied. Most of the phenological studies that used the 
satellite data with high temporal resolution are based on these composite products (Jöns-
son and Eklundh, 2002; Zeng et al., 2016; Zhang et al., 2006; Sakamoto et al., 2005). MVC 
method typically selects the highest VI value from a series of daily VI images for a defined 
temporal composting window (e.g., 8 days or 1 month) to represent the land surface con-
ditions for that time periods in the time series data set (Holben, 1986), as it is assumed that 
the atmospheric conditions and other types of noise artificially lowers the NDVI values. It 
is a simple and effective method to reduce noise and establish a representative time series 
of land surface conditions. However, in some cases, the MVC method cannot always find 
a noise-free value during prolonged cloudy periods, which can result in a less than optimal 
VI value to represent the composite time interval. One strategy to address this issue is to 
increase the temporal compositing period, but this comes at the cost of potentially losing 
phenology information as key phenological events may occur during a shorter time period 
and not be detected within this longer compositing interval. 

The time-series VI data set generated during the initial, temporal compositing step still 
included various noise components (Hird and Mcdermid, 2009; Jönsson and Eklundh, 
2004; Zhang et al., 2003; Atkinson et al., 2012). Smoothing methods are typically applied to 
the time-series VI data set to minimize this residual noise and reconstruct a more repre-
sentative data time series vegetation condition. Several smoothing options are available 
and the specific method selected can influence the performance of the phenology extrac-
tion from the smoothed time series (Kandasamy et al., 2013; Atkinson et al., 2012; Hird and 
Mcdermid, 2009). The techniques used to smooth and reconstruct the time-series data can 
be classified into 3 categories (Table 2) (Atkinson et al., 2012): (1) an empirical methods, (2) 
curve-fitting methods, and (3) data transformations. Details of these categories of smooth-
ing methods are presented in the following subsections. 
  



Z E N G  E T  A L . ,  R E M O T E  S E N S I N G  O F  E N V I R O N M E N T  2 3 7  (2 02 0 )  

9 

Table 2. Summary of common data smoothing methods 
 

Description Classification 
Processing 
window Reference 

Maximum value 
compositing (MVC) 

Selecting the highest value to represent the condition for 
a certain period 

Empirical 
Method 

Local Holben (1986) 

Locally weighted 
regression 

Estimating a regression surface by fitting a function of 
the independent variables locally 

Filtering 
Method 

Local Cleveland and 
Devlin (1988) 

Best Index Slope 
Extraction (BISE) 

The decrease only accepted if there is no point in a 
sliding period with a value greater than a certain 
threshold 

Empirical 
Method 

Local (Viovy et al., 1992; 
Lovell and Graetz, 
2001) 

Fast Fourier 
transform 

Using a least squares method to fit the first three 
harmonics 

Data 
transformation 

Whole Sellers et al. (1994) 

Empirical mode 
decomposition 

Decomposition into IMFs by “sifting” Data 
transformation 

Whole Huang et al. (1998) 

Temporal Window 
Operation (TWO) 

Apply linear interpolation to remove low NDVI value 
within a defined temporal window 

Empirical 
Method 

Local (Park et al., 1999) 

Harmonic ANalysis 
of Time Series 
(HANT) 

Decomposes into a series of trigonometric functions Data 
transformation 

Whole Roerink et al. 
(2000) 

Discrete Fourier 
Transform (DFT) 

Decompose the temporal data to the frequency domain Data 
transformation 

Whole Moody and 
Johnson (2001) 

Asymmetrical 
Gaussian (AG) 
function-fitting 

Fitting to AG Functions Curve fitting Local Jönsson and 
Eklundh (2002) 

Logistic 
function-fitting 

Fitting to Logistic function with different options 
parameters 

Curve fitting Local (Beck et al., 2006; 
Fisher et al., 2006; 
Zhang et al., 2003; 
Elmore et al., 2012; 
Cao et al., 2015; 
Zhang, 2015) 

Whitaker Fitted by penalized least square regression Curve fitting Whole Eilers (2003) 

Savitzky-Golay filter Savitzky-Golay filter with iterations to the upper 
envelope or flexible window 

Curve fitting Local (Chen et al., 2004; 
Verger et al., 2011) 

Quadratic 
function-fitting 

Simple regression models describing NDVI as a 
quadratic function of accumulated growing degree-days 

Curve fitting Local de Beurs and 
Henebry (2004) 

Wavelet-based Filter Decomposed to linear combinations of wavelet 
functions 

Data 
transformation 

Whole Sakamoto et al. 
(2005) 

Mean-value iteration 
filter 

Iteratively compares and replaces with average value if 
it is above a certain threshold 

Empirical 
Method 

Local Ma and 
Veroustraete (2006) 

Locally adjusted 
cubic-spline 

Determine local smoothing parameter by the local 
curvature of time series 

Curve fitting Local Chen et al. (2006) 

Non-classical high 
order Fourier 
Transform 

Applying high-order Fourier with roughness damping Data 
transformation 

Whole Hermance (2007) 

High-Order Annual 
Splines 

Applying annual high-order polynomial splines with 
roughness damping 

Curve fitting Local Hermance et al. 
(2007) 
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Table 2. Continued 
 

Description Classification 
Processing 
window Reference 

Iterative 
Interpolation 

Iteratively compares to an average of different years and 
replaces with average value 

Empirical 
Method 

Local Julien and Sobrino 
(2010) 

Changing-weight 
filter method 

Apply a three-point changing-weight filter based on 
local minimum/maximum points in time series 

Empirical 
Method 

Local Zhu et al. (2012) 

Compound 
smoother RMMEH 

Include several operations, such as running weighted 
moving average, maximum operation, arithmetic 
average, medians smoother 

Empirical 
Method 

Local Jin and Xu (2013) 

Parametric Double 
Hyperbolic Tangent 
model 

Apply a seven-parameters hyperbolic tangent model to 
fit the asymmetric timeseries curves 

Curve fitting Local Meroni et al. (2014) 

Spatial-temporal 
Savitzky-Golay 
(STSG) 

Employs both neighboring pixels and multi-year data 
for noise reduction 

Curve fitting Local Cao et al. (2018) 

Shape-Prior–based 
method 

Based on box constrained separable least squares fits 
combined with seasonal shape priors 

Curve fitting Local Jönsson et al. (2018) 

Labels: “Whole” and “local” denoting their flexibility to generalize across the full growing season, respectively, or to match details in the 
time-series (Cai et al., 2017). 

 
2.1. Empirical methods 
Empirical smoothing methods operate over a local temporal window within the time series 
based on empirical knowledge or assumptions. For example, it is generally assumed that 
noise signals usually reduce the VI value and temporal variation of the VI signal from 
vegetation should be a smooth, continuous response across the growing season under fa-
vorable conditions (i.e., a steady, continuous VI increase during the green up phase fol-
lowed by a continuous decrease during the senescence phase). Based on this assumption, 
several empirical approaches such as running sliding window (Viovy et al., 1992), moving 
average filter (Ma and Veroustraete, 2006), iterative interpolation (Julien and Sobrino, 
2010), changing-weight filter (Zhu et al., 2012), compound smoother (Jin and Xu, 2013), 
etc., were proposed to replace the low VI values caused by residual noise. 

The advantage of these traditional empirical methods is that they are simple to apply, 
but they are usually sensitive to the empirical parameters such as the threshold for noise, 
the length of compositing period for the MVC method and the length of sliding window. 
Specifically, they performed poorly when the original time series contains continuous 
missing data (Jönsson et al., 2018; Cao et al., 2018). Recently, the methods integrating spa-
tial and/or temporal information were proposed to reconstruct VI time-series data (Jönsson 
et al., 2018; Cao et al., 2018; Julien and Sobrino, 2010). The VI values of neighboring pixels 
(Cao et al., 2018) and composited historical clear-sky VI values (Julien and Sobrino, 2010; 
Jönsson et al., 2018) have proven helpful to reconstruct the time-series data at the pixel 
level, especially for periods of continuous missing data. 

Only applying traditional empirical methods to create a smoothed time series repre-
sentative of detailed phenological responses can still retain some residual noise artifacts in 
the form of localized, anomalous peaks or dips in the time-series VI data. Accordingly, 
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other data smoothing methods like curve fitting and data transformation can be used after 
the application of empirical methods to further reduce these remaining noise artifacts. 
 
2.2. Curve fitting method 
Curve fitting methods apply mathematical functions to fit the VI time-series curves to a 
specified function. Widely used approaches include logistic models (Zhang et al., 2003), 
improved logistic method (Elmore et al., 2012; Cao et al., 2015; Beck et al., 2006; Fisher et 
al., 2006), asymmetric Gaussian functions (Jönsson and Eklundh, 2002, 2004), Savitzky–
Golay (Chen et al., 2004), quadratic function (de Beurs and Henebry, 2004), and nonlinear 
spherical model (de Beurs and Henebry, 2005). Curve fitting is the most common phenol-
ogy detection method. For example, Zhang et al., (2003) logistic method was adapted by 
MODIS Global Land Cover Dynamics Product (MLCD). The asymmetric Gaussian method 
developed by Jönsson and Eklundh (2002) was applied for temporally smoothing data and 
estimating phenological metrics for NACP (North American Carbon Program) (Tan et al., 
2011). 

The model fitting methods can effectively suppress the noise of data. In addition, they 
are expected to be more objective approaches and easier to adapt to a wide range of situa-
tions, as mathematical functions are used to approximate the time-series trajectory of veg-
etation growth and no predefined thresholds or empirical constraints need to be applied. 
However, the time series VI curves derived from remote sensing data are not always reg-
ular curves (e.g., not sinusoidal or strictly periodic), and the accuracy of function fitting 
will directly affect the precision and accuracy of extracting some phenological features. An 
inadequately calibrated data record can introduce artifactual changes in the time series 
data (de Beurs and Henebry, 2004) and an overfitting of the time series may dampen im-
portant phenological features. For example, the greenness trajectory during the senescence 
phase of the growing season can drop more rapidly than the rapid VI value increase during 
the spring green-up phase for most vegetation types, or even appear as a two-stage decline 
(before a more rapid drop-off in autumn, there might be several months of gradually de-
creasing greenness), which results in estimates of EOS in autumn often being inherently 
more uncertain (Ganguly et al., 2010; Guyon et al., 2011; Elmore et al., 2012). 

To account for more complex time-series VI curves, additional parameters are often 
defined for improved curve fitting functions. For example, Beck et al. (2006) and Fisher et 
al. (2006) proposed a double logistic function that fit parameters controlling slope and 
phase for both green-up and senescence stages with 6 parameters totally (eq. 2). Compared 
to the logical model with 4 parameters, 2 additional parameters were added: the phase and 
slope for senescence. These two parameters can adjust the shape of the sigmoid growth 
curves for greenup and senescence stages, respectively (Fig. 1a). However, it is not capable 
of fully capturing the vegetation dynamics when it appears a two-stage decline (Fig. 1b). 
So, Elmore et al. (2012) used 7 parameters (eq. 3) (added a sloped line to join the spring 
increasing curve and autumn decreasing curve) for a logistic function that was fitted to the 
time series VI that could describe the two-stage decline in more detail (Fig. 1b). Zhang 
(2015) proposed a Hybrid Piecewise Logistic Model (HPLM) algorithm (eq. 4) by adding a 
vegetation stress factor with biophysical meaning to Elmore et al.’s (2012) model. The 
model with vegetation stress factor and that without stress factors were compared in fitting 
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the EVI2 time series with good quality, and the model with better fit was chosen. Compare 
to Elmore et al.’s (2012) model, HPLM is more flexible and expected to have a better fitting 
in unfavorable growth condition. In addition, Cao et al. (2015) developed an adaptive local 
iterative logistic fitting method (ALILF) to analyze the “local range” in the MODIS EVI 
profile, which allowed specific phenological dates to be more accurately estimated from 
both EVI profiles with a well-defined S-shaped time series and others that were non-lo-
gistic in form. 
 

𝑦𝑦(𝑡𝑡,𝑚𝑚) = �
𝑚𝑚3

1+𝑒𝑒𝑚𝑚1−𝑚𝑚2𝑡𝑡 + 𝑚𝑚4  𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔ℎ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑚𝑚7+𝑆𝑆𝑆𝑆

1+𝑒𝑒𝑚𝑚5−𝑚𝑚6𝑡𝑡 + 𝑚𝑚8  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
    (1) 

 
𝑦𝑦(𝑡𝑡,𝑚𝑚) = 𝑚𝑚1 + 𝑚𝑚2 � 1

1+𝑒𝑒𝑚𝑚3−𝑚𝑚4𝑡𝑡 + 1
1+𝑒𝑒𝑚𝑚5−𝑚𝑚6𝑡𝑡�    (2) 

 
𝑦𝑦(𝑡𝑡,𝑚𝑚) = 𝑚𝑚1 + (𝑚𝑚2 −𝑚𝑚7𝑡𝑡) � 1

1+𝑒𝑒𝑚𝑚3−𝑚𝑚4𝑡𝑡 + 1
1+𝑒𝑒𝑚𝑚5−𝑚𝑚6𝑡𝑡�    (3) 

 

𝑦𝑦(𝑡𝑡,𝑚𝑚) = �
𝑚𝑚3

1+𝑒𝑒𝑚𝑚1−𝑚𝑚2𝑡𝑡 + 𝑚𝑚4  𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔ℎ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑚𝑚7+𝑆𝑆𝑆𝑆

1+𝑒𝑒𝑚𝑚5−𝑚𝑚6𝑡𝑡 + 𝑚𝑚8  𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
    (4) 

 
where y(t,m) is the modeled VI at time t (in DOY), and m (m1, m2, . . . , m7) are the fitting 
parameters. S is the vegetation stress factor. 
 

 
 

Figure 1. Fit of double logistic functions with 4, 6, and 7 parameters to (a) an asymmetric 
VI time series and (b) an asymmetric VI time series with a two-stage decline. 

 
2.3. Data transformation methods 
Data transformation methods decompose the time series into cyclical, trend, seasonal and 
irregular (e.g., noise) components based on mathematical manipulation (Zhang and Qi, 
2005). Fourier transforms (Moody and Johnson, 2001; Hermance, 2007) and wavelet analy-
sis (Galford et al., 2008; Sakamoto et al., 2005) were the most widely used data transfor-
mation methods to characterize the phenology of vegetation from satellite observations. 
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The classical Fourier methods (e.g., DFT (Moody and Johnson, 2001)), which employ sym-
metric trigonometric functions (e.g. sine and cosine functions), usually use low-order 
terms, as high-order terms are apt to retain the noise when capturing shorter period fluc-
tuations, and thus contribute to poor performance of smoothing irregular or asymmetric 
time series. Hermance (2007) proposed a high-order, nonclassical Fourier method that uses 
a combination of trigonometric functions and other functions (e.g. polynomial forms and 
power series). It applied high-order Fourier without concomitant of the spurious oscilla-
tions problem for high-order harmonic series through “roughness damping” and im-
proved the resolution of the model (see Hermance, 2007). Generally, the model with higher 
resolution can better capture subtle phenological information, (e.g. asymmetric logistic 
functions and double logistic method with more parameters discussed above), as they are 
able to describe more detailed changes of time-series curves (Jönsson and Eklundh, 2002; 
Hird and Mcdermid, 2009; Hermance, 2007; Beck et al., 2006). Accordingly, compared to 
Fourier analysis, wavelet transform based on local basis of functions has advantage in the 
feasibility of localization in the time domain and flexible scales in both frequency and time 
domains, which can capture the high frequency variability (e.g. abrupt changes) (Martínez 
and Gilabert, 2009; Sakamoto et al., 2005). 
 
3. Phenological metrics extraction methods 
 
3.1. LSP detection 
Until now, a variety of methods were proposed to extract various LSP metrics (Table 3), 
which can be classified into two general categories: (1) threshold-based methods and 
(2) VI change detection methods. The following sections describe the most commonly 
methods that have been applied in past LSP research. 
 

Table 3. Summary of representative phenological metrics extraction studies using satellite-derived time-series VI data in 
chronological order in the published literature 

Descriptions Sensors Data smoothing 
Phenology 
extraction 

Detected growth 
stages Timeliness Reference 

Fixed VI threshold AVHRR Empirical Threshold Both vegetation and 
reproduction stages 

Historical detection 
   and real-time 
   monitoring 

Lloyd, 1990 

Double logistic function fitting with 
   fixed NDVI threshold 

AVHRR Curve fitting Threshold Both vegetation and 
reproduction stages 

Historical detection Fischer, 1994 

The intersection of actual time series 
   and the moving average time series 

AVHRR Empirical method Moving 
average 

Both vegetation and 
reproduction stages 

Historical detection Reed et al., 1994 

Time derivative AVHRR Empirical method Derivative Both vegetation and 
reproduction stages 

Historical detection Moulin et al., 
   1997 

Six thresholds of NDVI from 0.1–0.35 
   in 0.05 increments 

AVHRR Empirical method Threshold Both vegetation and 
reproduction stages 

Historical detection 
   and real-time 
   monitoring 

Myneni et al., 
   1997 

The average of the gap between maxi- 
   mum and minimum NDVI threshold 

AVHRR, 
MODIS 

Curve fitting Threshold Both vegetation and 
reproduction stages 

Historical detection White et al., 
   1997 

Dynamic thresholds based on 
   long-term mean NDVI 

AVHRR Empirical method Threshold Both vegetation and 
reproduction stages 

Historical detection 
   and real-time 
   monitoring 

Hogda et al., 
   2001 
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Table 3. Continued 

Descriptions Sensors Data smoothing 
Phenology 
extraction 

Detected growth 
stages Timeliness Reference 

Fourier transform and harmonic 
   analysis 

AVHRR Data transformation Parameter 
analysis 

Both vegetation and 
reproduction stages 

Historical detection Moody and 
   Johnson, 2001; 
   Hermance, 
   2007 

Locally fit Gaussian functions AVHRR Curve fitting Threshold Both vegetation and 
reproduction stages 

Historical detection Jönsson and 
   Eklundh, 2002; 
   Heumann 
   et al., 2007 

Maximum change in the NDVI 
   slope angle 

AVHRR Empirical method Derivative Both vegetation and 
reproduction stages 

Historical detection Yu et al., 2003 

0.1, 0.2, 0.3 of the gap between 
   maximum and minimum LAI threshold 

MODIS Empirical method Threshold Both vegetation and 
reproduction stages 

Historical detection Kang et al., 
   2003 

Largest derivative AVHRR Empirical method Derivative Both vegetation and 
reproduction stages 

Historical detection Tateishi and 
   Ebata, 2004 

Two phenometrics extracted based on 
   the fitted convex quadratic model of 
   accumulated growing degree-days 

MODIS Curve fitting Maximum 
VI value 

Peak season Historical detection Henebry and 
   Beurs, 2013; 
   de Beurs and 
   Henebry, 
   2004 

Fitted logistic model with EVI time 
   series and derivative exhibits local 
   minima or maximums 

MODIS Curve fitting Derivative Both vegetation and 
reproduction stages 

Historical detection Zhang et al., 
   2003a; Beck 
   et al., 2006 

TIMESAT software (Savitzky-Golay, 
   double logistic, and asymmetric 
   Gaussian functions) and customizable 
   dynamic threshold (derivative for the 
   improved method) 

AVHRR Curve fitting Threshold Both vegetation and 
reproduction stages 

Historical detection Jönsson and 
   Eklundh, 
   2004; Tan et 
   al., 2011 

NDWI dynamic threshold SPOT Empirical method Threshold Both vegetation and 
reproduction stages 

Historical detection 
   and real-time 
   monitoring 

Delbart et al., 
   2005a,b 

Joint analysis of multi-year Landsat 
   data to build composite VI time-series 

Landsat Curve fitting Threshold Both vegetation and 
reproduction stages 

Historical detection 
  and real-time 
   monitoring 

Fisher et al., 
   2006; Melaas 
   et al., 2013 

Derivative of local moving window 
   regression 

AVHRR Empirical method Derivative Both vegetation and 
reproduction stages 

Historical detection Balzter et al., 
   2007 

Fourier transformation and inflection 
   point method based on Chlorophyll 
   Index 

MERIS Data transformation Derivative Both vegetation and 
reproduction stages 

Historical detection Dash et al., 2010 

Threshold based on temporally 
   normalized brownness index linked 
   with the fraction of fallen leaves and 
   colored foliage 

MODIS Curve fitting Threshold Foliage coloration Historical detection, 
   real-time 
   monitoring, and 
   forecasting 

Zhang and 
   Goldberg, 
   2011 

Map vegetation phenology at 30 m 
   resolution using fused MODIS and 
   Landsat data 

MODIS 
and 

Landsat 

Curve fitting Threshold/ 
Derivative 

Both vegetation and 
reproduction stages 

Historical detection Walker et al., 
   2012; Gao 
   et al., 2017 

Linear regression by seasonal mean 
   VIs, LST 

MODIS Empirical method Linear 
regression 

Both vegetation and 
reproduction stages 

Historical detection Wu et al., 2014 

The inflection points from the 
   cumulative NDVI 

SPOT Curve fitting Derivative Both vegetation and 
reproduction stages 

Historical detection Hou et al., 
   2014; Wu 
   et al., 2016 

Adopts an adaptive temporal window 
   and an iterative procedure to fit time 
   series 

MODIS Curve fitting Local Vegetation stage Historical detection Cao et al. 2015 
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Table 3. Continued 

Descriptions Sensors Data smoothing 
Phenology 
extraction 

Detected growth 
stages Timeliness Reference 

Extract phenological dates from single- 
   season high-resolution satellite data 
   by empirically intercalibration of 
   comparable sensors 

SPOT5 
and 

RapidEye 

Curve fitting Threshold Both vegetation and 
reproduction stages 

Historical detection Vrieling et al. 
   2017 

Apply double hyperbolic tangent 
   model to fit the VI curve and 
   thresholds to estimate start-, peak-, 
   and end-of-season, using Sentinel 2 
   data of two overlapping orbits 

Sentinel 2 Curve fitting Threshold Both vegetation and 
reproduction stages 

Historical detection Vrieling et al., 
   2018 

Proposed a phenology detection 
   method for data-sparse region, which 
   combine seasonal shape priors and 
   box constrained separable least 
   squares fits using Landsat, Sentinel 2, 
   or MODIS only 

Landsat, 
Sentinel 2, 

and 
MODIS 

Empirical method Derivative Both vegetation and 
reproduction stages 

Historical detection Jönsson et al. 
   2018 

Apply a regression tree modeling 
   framework to estimate phenological 
   metrics using harmonized Landsat- 
   Sentinel-2 data 

Landsat 
and 

Sentinel 2 

Decision tree model Regression 
tree model 

Both vegetation and 
reproduction stages 

Historical detection 
   and real-time 
   monitoring 

Pastick et al., 
   2018 

Complex network-based phenology 
   model 

MODIS Empirical method Network 
model 

Foliage coloration Historical detection Diao, 2019 

 
3.1.1. Threshold-based method 
Thresholds methods represent the simplest approach to extract phenological metrics from 
VI time-series, assuming that the phenological stage commences when the smoothed VI 
values reach a specific index value (Fig. 2). There are two types of thresholds commonly 
implemented. One is the “fixed” threshold that arbitrarily establishes a single, fixed index 
value, like NDVI value reaching 0.17 represents the SOS (Lloyd, 1990; Myneni et al., 1997). 
The other is the “dynamic” threshold, which is generally based on a metric calculated from 
the VI time-series data, such as the VI ratio, long-term mean, or median VI of the time-
series data record (Hogda et al., 2001; Delbart et al. (2005a,b); White et al., 1997). For exam-
ple, White et al. (1997) determined the SOS and EOS threshold as the 50% of the VI ampli-
tude. Shabanov et al. (2002) used the NDVI values on DOY 120 and 270 of the baseline year 
as the SOS and the EOS thresholds by comparing time series of years among each other 
over the specified area the phenology metrics would be calculated (Shabanov et al., 2002). 
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Figure 2. A schematic showing how phenological dates (PD) are extracted by threshold 
method. The PD can be extracted as the timing when VI values reach the predefined fixed 
or dynamic threshold. 

 
Various VIs and vegetation indicators calculated from satellite observations have been 

used for the threshold, including NDVI (Fischer, 1994; White et al., 1997; Hogda et al., 
2001), NDWI (Delbart et al. (2005a,b)), EVI (White et al., 2014), temporally normalized 
brownness index (Zhang and Goldberg, 2011), LAI (Kang et al., 2003), and GRVI (Motohka 
et al., 2010). For example, Kang et al. (2003) applied dynamic thresholds based on LAI val-
ues to detect the SOS in temperate mixed forests of Korea. Zhang and Goldberg (2011) 
propose a temporally normalized brownness index to represents relative changes in col-
ored foliage and applied thresholds to determine six fall foliage coloration phases. 

The NDVI is the widely used VI in threshold methods, but it is not the optimal index 
for detecting SOS and EOS in areas where extensive snow cover might be expected because 
an increase/decrease of NDVI in the SOS/EOS might be due to snowmelt/snow-accumulation 
instead of actual earlier vegetation onset or leaf senescence (Delbart et al. (2005a,b); Koba-
yashi et al., 2016). Several approaches have been developed to disentangle remotely sensed 
phenology and snow seasonality, e.g., combining NDVI with NDWI (Delbart et al. (2005a,b); 
Gonsamo, 2016), or with temperature data (Liu et al., 2016) or with snow information (Beck 
et al., 2007), exploring new data like sun-induced chlorophyll fluorescence (Walther et al., 
2015) and new phenology index like PPI proposed by Jin and Eklundh (2014). 

Although the threshold method is simple and easy to apply, there is no underlying 
biophysical meaning for the threshold selected and a single threshold value may not be 
appropriate for different plant species and/or different locations (Tan et al., 2011). Fixed 
threshold methods can be sensitive to nonvegetation-related variations in the VI time se-
ries, which can result in considerable errors in the phenology timing estimates. Dynamic 
thresholds, which are established directly from the VI data characteristics over the study 
area are more customized because the threshold accounts for differences among vegetation 
types or the interannual variation of vegetation that occur within the targeted area. 
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However, these dynamic thresholds might not be stable over time and can be sensitive to 
the noise (White et al., 1997). The “baseline year” method developed by Shabanov et al. 
(2002) is based on the value from a selected baseline year in the time series to represent the 
normal phenological behavior of vegetated landscape and phenological events for other 
years are detected when time series values reach the values from the baseline year (Sha-
banov et al., 2002). However, the baseline year method is sensitive to the interannual var-
iations and the selection of a representative year is subjective and challenging. 
 
3.1.2. Change detection methods 
Change detection methods determine the phenological dates by directly detecting the 
changing characteristics of the VI time-series curve such as the point with largest deriva-
tive or the inflection point with the local extreme in the first derivative or the rate of change 
of curvature (Fig. 3). It is assumed that the SOS and the EOS can be determined as the time 
starting the maximal increase or the time marking the maximal decrease in VI during the 
green up and senescence phases of the growing season, respectively. The primary differ-
ence among existing methods is how they determine the points with specific change char-
acteristics in VI time series. Reed et al. (1994) proposed a moving averaged method to 
determine the SOS and the EOS as the dates that an observed VI time series crossed a curve 
established from moving average models, which is a milestone in the change detection 
method for estimating the SOS and EOS dates (Fig. 3a). Zhang et al. (2003) identified four 
key transition dates as the time point when the rate of change in curvature reaches a local 
minimum and maximum (Fig. 3b). Tateishi and Ebata (2004) determined the SOS and EOS 
as the time of the greatest increase and decrease in the VI time series, respectively (Fig. 3c). 
 

 
 

Figure 3. A schematic showing how phenological dates (PD) are extracted by detecting 
the changing characteristics of the VI time series curve using: (a) moving average method, 
(b) maximum and minimum values in the rate of change in curvature, and (c) the largest 
derivative. 

 
Change detection methods are usually combined with curve fitting or data transfor-

mation methods to extract the phenological features from the smoothed data, as the fitted 
time series data are continuous in first derivative or change rate of curvature. Change de-
tection methods were widely used in previous studies and considered an effective way to 
extract the phenological metrics for general vegetation types and coarse spatial resolution 
image pixels comprised of mixed vegetation types (Tateishi and Ebata, 2004; Zhang et al., 
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2003; Moulin et al., 1997). The reliability depends on the assumption that the phenological 
stages (e.g., SOS and EOS) are corresponding to the rapid changes of VI values and the 
smoothed time series data approximates the true phenological characteristics of the vege-
tation. However, these methods may fail to determine the SOS and the EOS when it does 
not appear as an abrupt and rapid increase or decrease at greenup/senescence stage (de 
Beurs and Henebry, 2010), which is often encountered for vegetation types with less sea-
sonal, spectral variation and more platykurtic-shape time series VI curves. It is unreliable 
to identify the phenological dates from inflection points filtered by these methods such as 
the BISE (Viovy et al., 1992) and TWO (Park et al., 1999) methods that filter time series data 
using linear interpolation methods and have discontinuities in first derivative or change 
rate of curvature. In addition, change detection methods focusing on the local change char-
acteristics are also sensitive to the noise of remote sensing observation (Sakamoto et al., 
2010). 
 
3.2. Specific vegetation phenology detection methods 
Motivated by the improvement of satellite instruments and demand of precise monitoring, 
there has been an increasing number of efforts to develop methods to estimate specific 
physiological-related phenology stages of vegetation types, particularly for crops (Pan et 
al., 2015; Sakamoto, 2018a,b; Sakamoto et al. 2005, 2010; Xu et al., 2017; Zeng et al., 2016; 
Zhao et al., 2011). Phenology studies for species-specific vegetation types provide valuable 
information for vegetation types classification and targeted plants monitoring and man-
agement as well as global food issues. 

Some studies used above LSP detection methods to estimate the general phenological 
stages of species-specific vegetation (e.g. SOS, EOS) (Boschetti et al., 2009; Lu et al., 2014; 
Zheng et al., 2016; Antonucci et al., 2017; Onojeghuo et al., 2018). For example, Lu et al. 
(2014) identified the SOS of winter wheat as the time of maximum derivative of the time-
series NDVI curve in the North China Plain. Zheng et al. (2016) detect the SOS and EOS 
for winter wheat and corn in China based on a ratio of in-season minimum NDVI to max-
imum NDVI. These methods regard the specific vegetation types as general vegetations 
and provide general seasonal information of the specific vegetation types, regardless of the 
physiological-based phenological stages. However, LSP methods cannot necessarily meet 
the requirement of precise monitoring and management of specific vegetation types, espe-
cially for crops. As a result, many phenology-monitoring methods focusing on the extrac-
tion of specific physiological-related phenology stages were proposed, which were discussed 
in this section. 

The main methods for specific physiological-related phenology stage extraction can be 
classified into three categories (Table 4): (1) empirical methods, (2) phenology matching 
methods, and (3) simulation-based methods.. These three categories of methods are tai-
lored for the estimation of physiological-based, phenological stages of specific vegetation 
types (e.g., corn (Zea mays)). 
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Table 4. Summary of main phenological metrics extraction methods for species-specific vegetation types from satellite 
imagery 

Methods Vegetation types 
Sensors 

Stage classification Specific stages 
Method 

classification Reference 

Line segment fitted parameters and 
   statistics 

Quercus petraea, 
Fagus sylvatica L. 

AVHRR Physiological-based 
phenological stages 

Budburst, 
    senescence 

Empirical statistics 
   method 

Duchemin 
   et al., 1999 

Inflection points determined by 
   derivative 

Rice MODIS Physiological-based 
phenological stages 

Planting, 
   heading, and 
   harvesting 

Empirical method Sakamoto 
   et al., 2005 

Based on the parameters derived from 
   the best fitted polynomial curve 

Potato MODIS General phenological 
   stages 

12 metrics for 
   potato 

Empirical method Islam and Bala, 
   2008 

Use TIMESAT software to detect rice 
   phenological stages 

Rice MODIS General phenological 
   stages 

Start, peak, and 
   end of season 

Empirical method Boschetti et al., 
   2009 

Derive phenological dates based on the 
   optimum scaling parameters and 
   shape model 

Corn and soybeans MODIS Physiological-based 
phenological stages 

8 stages for corn 
   and soybeans, 
   respectively 

Phenology 
    matching 

Sakamoto 
   et al., 2010 

Regress the ground measure degree 
   days and VI values 

Sugarcane ASTER Physiological-based 
phenological stages 

6 stages Simulation Mobasheri 
   et al., 2010 

Match the satellite-derived metrics 
   with field observation and find the 
   matching pairs 

Corn and soybeans MODIS Physiological-based 
phenological stages 

4 stages for corn, 
   4 stages for 
   soybeans 

Phenology 
   matching 

Zhao et al., 
   2011 

Identified the start and peak of the 
   season as the time of maximum 
   derivation of time-series NDVI curve 
   and maximum NDVI value, 
   respectively 

Winter wheat SPOT General phenological 
   stages 

The start and 
   peak of the 
   season 

Empirical method Lu et al., 2014 

Threshold depending on the most 
   probability 

Wheat and corn HJ-1 
A/B 

Physiological-based 
phenological stages 

3 stages for 
   wheat, 3 
   stages for corn 

Empirical method Pan et al., 2015 

Integrate geophysical and remote 
   sensing data into a regression-tree 
   model 

Cheatgrass MODIS General phenological 
stages 

Start of season Regression-tree 
   method 

Boyte et al., 
   2015 

Combine the method of Sakamoto et al. 
   (2010) and crop simulation model 

Corn and soybeans MODIS Physiological-based 
phenological stages 

8 stages for 
   corn and 
   soybeans, 
   respectively 

Phenology 
   matching and 
   simulation 

Zeng et al., 
   2016 

Calculate the optimum threshold of 
   NDVI based on ratio of in-season 
   maximum and minimum NDVI 

Corn and winter 
   wheat 

SPOT5, 
MODIS 

General phenological 
   stages 

Start and end 
   of season 

Empirical method Zheng et al., 
   2016 

Detect the inflexions of the fitted 
   piecewise logistic curves 

Oak, grass MODIS, 
VIIRS, 

Landsat 

General phenological 
   stages 

4 stages for 
   grass and 
   4 stages for 
   oak 

Change detection Liu et al., 2017 

Optimized the settings of BISE, 
   smoothing algorithms and thresholds 
   on the calibration dataset 

Wheat, barley, 
   oilseed rape, and 
   sugar beet 

MODIS Physiological-based 
phenological stages 

3 for cereals 
   and barley, 2 
   for oilseed 
   rape, and 1 
   for sugar beet 

Empirical method Xu et al., 2017 

Use multiclass relevant vector machine 
   to conduct phenology estimation as a 
   classification problem 

Rice HJ-
1A/B, 

RADAR-
SAT 

Physiological-based 
phenological stages 

6 stages Machine learning Yang et al., 
   2017 
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Table 4. Continued 

Methods Vegetation types 
Sensors 

Stage classification Specific stages 
Method 

classification Reference 

Use several methods (threshold, 
   derivative and inflection point 
   method) to detect three stages based 
   on smoothed VI curves 

Mangrove MODIS General phenological 
   stages 

Start, peak, 
   and end of 
   season 

Empirical method Guzman et al., 
   2018 

Refined shape model fitting method 
   entailed the calibration procedure 
   without ground-based observations 

8 crop species MODIS Physiological-based 
phenological stages 

36 stages Phenology 
   matching 

Sakamoto, 
   2018a,b 

 
3.2.1. Empirical methods 
Several researchers found that some physiological-based phenology metrics of specific 
vegetation types could be extracted by using physiological-based phenological infor-
mation observed in the field to calibrate general LSP methods based on statistical data and 
empirical knowledge (Sakamoto et al., 2005; Liang et al., 2011; Han et al., 2018). For exam-
ple, Pan et al. (2015) detected the key growth stages of wheat and corn through the appli-
cation of thresholds to probability of occurrence values. Xu et al. (2017) estimated key 
phenological stages of sugar beet, wheat, oilseed rape, and barley by optimizing the set-
tings of BISE, thresholds and smoothing algorithms based on the calibration dataset of 
ground-based, crop growth stage observations. Sakamoto et al. (2005) extracted the plant-
ing, heading, and harvesting stage of rice by detecting inflection points (the second deriv-
ative equals 0). Empirical methods for species-specific phenology studies are easy to apply; 
however, the process is subjective, and it can be difficult to correctly and rationally define 
these “user-defined” thresholds or feature points to get an unbiased estimation of pheno-
logical metrics. 
 
3.2.2. Phenology matching methods 
Phenology matching methods aim to match ground-based phenological stages with certain 
trajectory features within the satellite-derived VI time series curves. The rationale is that 
the phenological stages of specific vegetation types correspond to key points along the 
seasonal trajectory of time-series VI over the growing season can be identified through the 
“temporal matching” with ground-based phenology observations of these specific events 
(Sakamoto et al., 2010; Zhao et al., 2011; Zeng et al., 2016). 

A prime example is the Two-Step Filter (TSF) approach (Sakamoto et al., 2010) that 
demonstrated several specific agronomic stages of corn and soybeans could be estimated 
by establishing the relationship between ground-based, agronomic stages of these crops 
and VI time-series data by deriving optimum parameters that approximate the fit of shape 
model to the smoothed VI data (eq. 5 and Fig. 4). The phenological dates are estimated 
from the preliminary determined phenological dates (based on visual observations) and 
the optimum scaling parameters (eq. 6). This method was designed to be an objective and 
unbiased approach for extracting specific phenological, crop growth stages by the direct 
relation to actual ground observations of these events. However, this approach is based on 
an assumption that the positions of crop phenology dates on the time-series VI curve are 
relatively fixed and the curve is linearly scalable through geometrical scaling, regardless 
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of key factors that influence the crop’s annual growth progress (Sakamoto et al., 2010; Zeng 
et al., 2016). 
 
g (x) = yscale × h(xscale × (x0 + tshift) + 0.5) − 0.5    (5) 
 
xest = xscale × (xo + tshift)     (6) 
 
where h(x) is the shape model and g(x) is fitted shape model. xscale, yscale, and tshift are 
scaling parameters. Xest and X0 are the estimated phenological date and a preliminary 
defined phenological date respectively. 
 

 
 

Figure 4. A schematic showing how phenological dates (PD) of species-specific vegetation 
are extracted by Two-Step Filter (TSF) approach (figure from Sakamoto et al., 2010). The 
estimated PD (Xest) is estimated from the optimum scaling parameters (xscale, tshift, 
yscale) and the preliminary determined phenological date (eqs. 5 and 6). 

 
Phenology matching methods enable specific phenological events such as crop growth 

stages to be estimated and hold the advantage of minimizing the influence of localized 
fluctuations from errors and noise in the VI data (Sakamoto et al., 2010). However, if con-
siderable variability of phenological stages occurs among different years and across differ-
ent locations used to calibrate the matching method, the estimation accuracy of specific 
crop growth stages dates can be reduced (Zeng et al., 2016; Xu et al., 2017). As phenology 
matching method is typically based on the whole time series rather than more localized 
windows in the series, increased interannual variability of a specific phenological stage(s) 
can increase the uncertainty introduced by geometrical scaling of the whole time series 
when matching the phenological stages. The parameterization of the matching models also 
have to be adapted for different vegetation types and study areas (Xu et al., 2017), which 
requires ground-based phenological stages for calibration. Lastly, the accuracy and preci-
sion of the ground observations, as well as the sample size of observations (i.e., number of 
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years and locations), can directly influence the phenology detection accuracy when using 
these types of approaches. 
 
3.2.3. Simulation-based methods 
Simulation-based methods refer to those that use mechanism models to simulate pheno-
logical development. When the concept of heat units was introduced since 1730, many 
physical-based models, e.g. growing degree-days (GDD) measuring heat units (Mcmaster 
and Wilhelm, 1997; Mobasheri et al., 2010), crop models drived by meteorological factor 
(Brisson et al., 2003; Jones et al., 2003), ecosystems simulation models (Nemani et al., 2009), 
etc., have been widely used for plant phenology and development simulation and predic-
tion. These models are helpful for analyzing the states of vegetation that may result from 
various forcings, such as climate conditions and soil environment (Nemani et al., 2009). 

However, these simulation models are generally based on ground-measured observa-
tions in limited spatial coverage. Many approaches incorporating remote sensing data and 
the simulation concept of physical-based models have been used for phenology study over 
large geographic areas. For example, Nemani et al. (2009) monitor and forecast the vege-
tation phenology of the protected area (PA) ecosystems using a modeling framework that 
integrate satellite data, microclimate mapping and simulation models. Mobasheri et al. 
(2010) estimated phenological dates of sugarcane based on the regression between VI and 
GDD and stated that based on this method, any phenological stage of sugarcane can be 
identified with an acceptable precision (Mobasheri et al., 2010). 

Particularly, widely used crop models can simulate phenological stages based on me-
teorological conditions (i.e., cumulative temperature or photoperiod) (Brisson et al., 2003; 
Jones et al., 2003). The combination of crop models and remotely sensed image data enable 
large-scale, regional monitoring and also can improve the accuracy of phenology date es-
timates compared to phenology matching methods using remote sensing data only (Zeng 
et al., 2016). Vintrou et al. (2014) demonstrated that the combined use of crop model and 
remotely sensed indicators provide a better estimate of crop phenology in the data-scarce 
West African countries (Vintrou et al., 2014). Zeng et al. (2016) incorporated crop models 
and phenology match method to detect the phenological stages of corn and soybeans. The 
study showed that the simulated vegetation growth rate based on a temperature and pho-
toperiod response function was more relevant to growth dynamics of both crop types than 
the calendar (day of year, DOY) and minimized the influence of inter-annual climatic fluc-
tuations that can negatively affect VI-based crop phenology methods (Zeng et al., 2016). 

Simulation-based methods represent an option to improve the accuracy of satellite-
derived phenological metrics. However, the application of physiological-process based 
simulation models can be challenging for several reasons. First, simulation models require 
reliable, station-based meteorological data, which can be difficult to obtain over large geo-
graphic areas where such in-situ observations are often lacking and comparable satellite-
based observations often contain a degree of uncertainty that can reduce model perfor-
mance (Zeng et al., 2016). Second, simulation models usually need to be calibrated for a 
specific cultivar/variety, which is likely to be unknown when working across large geo-
graphic areas compared to the traditional field scale that these models are typically ap-
plied. Lastly, simulation models generally perform well under ideal conditions but may 
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perform poorly when the vegetation is under stress (Malik et al., 2017; DeJonge et al., 2011). 
For example, water stress can significantly influence the growth progress of some species 
(Sokoto M. B. et al., 2015; Hodges, 1991), but it is still challenging to quantify the effect of 
water stress on plants’ phenology development (McMaster et al., 2008; Zeng et al., 2016). 
 
4. Discussion 
 
As for general vegetation phenology detection, the SOS/EOS dates can be derived using 
different and widely varying methods. The first consideration is the specific phenology 
definitions and criterion of different methods to estimate SOS/EOS, which can be different 
even though the same name (SOS and EOS) is used to describe these metrics (de Beurs and 
Henebry, 2010; Sakamoto, 2018a,b). This ambiguity generates a wide discrepancy in the 
timings estimated for these metrics among these methods, making them difficult to com-
pare and determine the most applicable method for a specific use (deBeurs and Henebry, 
2010). For example, White et al. (2009) tested ten SOS estimation methods for North Amer-
ica and found the SOS estimates varied extensively within and among methods (by about 
60 days). de Beurs and Henebry (2010) tested 12 common methods to extract SOS and EOS 
in the middle of North America and found the dates estimated by these different methods 
to vary by as much as 100 days. As a result, careful consideration should be taken in com-
paring and interpreting the results from different methods. The choice of the most appro-
priate model depends upon the purpose of the study, the growth trajectory to be analyzed, 
and the targeted land cover type(s). It is vital to establish a coherent nomenclature and 
establish a robust, quantitative method that best signifies the phenology of a wide variety 
of land cover types for global terrestrial LSP products to enable the analysis and compari-
son among different methods (de Beurs and Henebry, 2010). 

In addition, a variety of factors can also have an impact on the phenology detection for 
both general and specific land cover types that include: (1) noise artifacts in remotely 
sensed time-series data, (2) intrinsic limitations of method selected, and (3) spatial scale 
differences between the phenological observation dates of individual plants/species and 
the mixed spectral signal observed from space in moderate to coarse spatial resolution im-
agery commonly used for this application. The impacts of these factors, the challenges in 
current studies, and the opportunities in the future are discussed in following sections. 
 
4.1. Remote sensing data 
The first consideration regarding satellite-derived remote-sensing data is temporal and 
spatial resolution. Temporal resolution is very important considering that phenological 
changes occur rapidly and cloud cover contamination issues of the optical satellite obser-
vations further reduce the number of images available to adequately detect phenological 
events (Gao et al., 2017; Walker et al., 2014; Yang et al., 2016). A limited number of obser-
vations during the growing season with good quality can result in large uncertainties in 
phenology date estimate or even cause failures in phenology detection (Yan et al., 2016a). 
As a result, temporally-composited AVHRR and MODIS data sets, with a consistent high 
temporal resolution time series of data, are widely used for phenology studies. Daily time 
series of images for defined time interval (e.g., 8 or 16 days) are commonly temporally 
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composited to generate a representative, cloud-free image for the temporal composite pe-
riod. As for cloud-prone regions (e.g. tropical forest), the sensors on geostationary satellites 
( Yan et al., 2016a; Guan et al., 2014) with more frequent diurnal scanning than polar-orbit-
ing sensors and microwave (Tong et al., 2019) minimally affected by cloud and aerosol 
contamination were reported to be promising for phenology study. 

While, it also has been recognized that the main source of uncertainty and biases to 
derive phenology information from satellite imagery is the coarse spatial resolution 
(Zhang et al., 2009; Guan et al., 2014). Usually coarse phenology retrievals scaled poorly 
relative to the high-resolution equivalents, as the occurrence of multiple species within a 
grid cell can result in mixed spectra and need to be interpreted with care, particularly in 
heterogeneous areas (Vrieling et al., 2017; Zhang et al., 2017b). 

So, the key point is how to balance the requirement of high temporal and spatial reso-
lution. When the number of cloud-free observations is below the minimum quantity 
needed to characterize the basic trajectory of vegetation growth and key phenological tran-
sition stages, temporal resolution becomes the most important factor and the uncertainty 
in phenology detection increases substantially (Melaas et al. 2013, 2016). The minimum 
number of growing season observations needed to adequately capture the seasonal growth 
cycle of vegetation is not absolute and depends on the timing of cloud-free imagery and 
the type of vegetation being observed. The addition or elimination of imagery at different 
times during the growing season can have varying effects depending on the timing of the 
observation relative to the vegetation cycle of a given location. The effects may be signifi-
cant when cloud-free imagery in not available at specific phenological stage (e.g., peak 
greenness) or during a key transition stage in the vegetation growth trajectory such as SOS 
or EOS (Vrieling et al., 2018). 

When an adequate number of cloud-free images are available, spatial resolution is a 
key factor to consider in phenology detection given that medium to coarse spatial resolu-
tion imagery from sensors such as AVHRR and MODIS are composed of pixels containing 
a heterogeneous mosaic of multiple land cover types with varying phenological signals. 
Coarse resolution data limits the extraction of specific phenological stages for specific land 
cover types given this sub-pixel land cover heterogeneity (Fisher et al., 2006; Katharine et 
al., 2014). However, the spectral-temporal signal at the coarse spatial sale is more stable 
over longer periods of times because the land cover composition within pixels at a resolu-
tion of 1 km or lower remains relative static from year to year compared to higher spatial 
resolution pixels (e.g., 30 m) that detect common short-term land cover changes such as 
crop rotations. In general, satellite imagery with higher spatial resolution should be selected 
for species-specific vegetation phenology detection or in the areas with spatial heteroge-
neous landscapes, although some studies using MODIS to detect phenology of specific 
vegetation types in homogeneous areas have been published (Sakamoto et al., 2010; Zeng 
et al., 2016; Xu et al., 2017; Sakamoto, 2018a,b). 

There is a trade-off between temporal and spatial resolution when using a single source 
of satellite imagery. However, three pathways have been suggested in the literature to help 
address this issue that include: (1) joint analysis of multi-year, high-resolution image ac-
quisitions (Fisher et al., 2006; Melaas et al. 2013, 2016), (2) analysis of fused data from multi-
resolution imagery acquired by different sensors (Gao et al., 2017; Yang et al., 2016; Walker 
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et al., 2014), and (3) combining image data with similar spatial resolution from multi-sensors 
by intercalibration can also improve phenological detection from a singleseason, high-
resolution image time series (Vrieling et al., 2017). In particular, observations from compa-
rable sensors (e.g. SPOT5 and RapidEye (Vrieling et al., 2017), Landsat and Sentinel (Pas-
tick et al., 2018; Zhou et al., 2019), and from the single sensor over areas two scanning paths 
overlap (Wulder et al., 2019; Sun et al., 2017; Vrieling et al., 2018; An et al., 2018), can double 
the effective temporal resolution of imagery available and increase the temporal density of 
imagery in the time series for phenology detection directly using satellite imagery with a 
higher spatial resolution from sensors that have less frequent revisit times. 

Multi-year, joint analysis is another option that is achieved by combining multi-year 
imagery observed from single sensor (e.g., Landsat) during different parts of the growing 
season to build a complete vegetation growth trajectory that can even be adjusted annually 
based on sparser individual-year observations (Fisher et al., 2006; Melaas et al. 2013, 2016). 
However, cloud cover around transition dates can still be problematic for annual adjust-
ments, particularly for the land cover types that have minimal seasonal variability in green-
ness and/or strong year-to-year variations (Vrieling et al. 2017, 2018; Nijland et al., 2016). 

Data fusion is being increasingly used to generate time series with high temporal and 
spatial resolutions (Gao et al., 2015; Walker et al., 2014; Zheng et al., 2016). Data fusion 
algorithms are expected to generate fine resolution synthetic images based on infrequent 
observations at fine resolution and relatively frequent coarse remote sensing data with rel-
atively higher temporal resolution. However, the spectral and changes information at fine 
resolution are missing for most of the growing season, considering the general low tem-
poral resolution of fine imagery. The data fusion algorithms are unavoidably based on 
some basic assumptions, such as the data from different sensors consistent and comparable 
and the changes in fine pixels equivalent to or proportional to changes in the correspond-
ing coarse pixels, which can introduce uncertainty, especially in heterogeneous areas with 
high variability of change rates on the surface (Zhu et al., 2010; Gao et al. 2015, 2017; Emel-
yanova et al., 2013). In addition, the changes that are not recorded (e.g., due to clouds) or 
not sensible (too small) in the coarse resolution images cannot be reconstructed by data 
fusion algorithm, particularly when they occur at sub-pixel ranges (Gao et al., 2015). The 
spatial variation of phenological change from fused data need to be interpreted with care 
to validate it if it reflects “real” changes in vegetation phenology or if some variations in 
the time series data is related uncertainty introduced by the data fusion algorithm, espe-
cially in the heterogeneous area. 

Besides cloud contamination, satellite-derived remote sensing data can also suffer from 
other types of uncertainties: (1) The VI data derived from sensors such as AVHRR, which 
have long historical records recorded by a series of sensors on different platforms over 
time, contains some data inconsistency because of sensor shifts between platform/sensors, 
as different platforms may have different solar altitude angle (SZA) (Nagol et al., 2014; Ji 
and Brown, 2017). Derived VI is sensitive to the changes in SZA, thereby introducing sub-
stantial uncertainties in phenological metrics and trend analysis results (Ji and Brown, 
2017; Tian et al., 2015; Nagol et al., 2014; van Leeuwen et al., 2006). (2) Sensor degradation 
can also introduce uncertainties and inconsistencies into time-series data sets for sensors 
that are used over a long period of time. For example, nonnegligible sensor degradation 
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ratio between NOAA AVHRR Channels 1 and 2 has been quantified in previous studies 
(Los, 1998; Wu, 1993). In addition, the Terra MODIS sensor has demonstrated sensor deg-
radation, especially for the visible blue band used for atmospheric correction of the other 
MODIS multispectral bands, leading to a decreasing trend in retrieved aerosol optical 
depth and resulting in a decline in NDVI values in MODIS collection 5 (C5) data products 
(Wang et al., 2012). This small, negatively biased sensor degradation in C5 NDVI data may 
be confused as a real browning trend over vegetation, which is more difficult to interpret 
than cloud contamination or other sensor artifacts that usually result in a sudden drop in 
the VI data time series (Wang et al., 2012; Zhang et al., 2017c). (3) An integration of com-
parable sensors requires a proper intercalibration that is effective across seasons and land 
cover classes and can introduce uncertainty, too (Zhou et al., 2019; Vrieling et al., 2017; 
Wang et al., 2015). 
 
4.2. Data smoothing and phenology detection methods 
Data smoothing methods are expect to maintain the integrity of vegetation dynamics while 
removing the noise component (Hermance, 2007; Cao et al. 2015, 2018; Beck et al., 2006; 
Hird and Mcdermid, 2009). Fitting the time series from satellite imagery within local win-
dows or using high-order harmonic series or more parameters can capture the vegetation 
dynamics better, especially for irregular, asymmetrical, shaped VI curves (e.g., a plateau 
in growth peak period). However, these methods tend to be more sensitive to local fluctu-
ation and data noise. In comparison, methods based on the entire annual time series or 
low-order harmonic series often obtain a smoother curve but may deviate from actual veg-
etation growth trajectory and have overcorrection problems (dampen the actual vegetation 
fluctuations). Currently, it is difficult to determine the “best” method for all situations and 
the selection of the most appropriate method should consider the targeted phenological 
metrics, the biogeographical characteristics of the study region, potential noise sources in 
the VI data (e.g., strength and nature) and the general shape of time series VI curves (Hird 
and Mcdermid, 2009; Cao et al., 2015). 

Satellite sensors do not directly record specific phenological events but rather a general 
measure of vegetation activity and growth at the pixel scale (Atkinson et al., 2012), and the 
derived phenology should be considered to be related, but not identical, to traditional vis-
ual observations of plant phenology (Verhegghen et al., 2014), which is a common limita-
tion for remote sensed-based phenology monitoring methods (White and Nemani, 2006; 
Atkinson et al., 2012; Verhegghen et al., 2014; de Beurs and Henebry, 2005). As a result, VI 
changes derived from satellite observations may not always directly reflect the physiolog-
ical process of vegetation. Understanding and distinguishing the changes in response to 
biotic from abiotic environmental perturbations is still a challenge in remote sensing phe-
nology studies (Beurs and Henebry, 2010). For example, some methods use the time of the 
largest increase in the NDVI to indicate SOS, but this is problematic in persistently snow-
covered areas such as the higher latitudes, where snow melts yield a similar NDVI re-
sponse to SOS in other parts of the world (Delbart et al. (2005a,b); Reed et al., 1994). For 
grasslands, annual and interannual NDVI changes may reflect grazing practices in addi-
tion to regional climatological patterns (Hall-Beyer, 2003). The EOS metric can be misiden-
tified during an extended period of cloudiness, instead of corresponding to actual senescence 
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(de Beurs and Henebry, 2010). An early bias in the greenup onset date detection for corn 
and soybeans was found to be introduced by pre-crop NDVI signals from the extensive 
weed or volunteer crop cover that commonly precede the planting of crops (Wardlow et 
al., 2006). The vegetation change caused by disease, water stress or N stress may be con-
fused with real onset of leaf senescence (Viña et al., 2004). Small seasonal VI variations of 
evergreen vegetation (e.g., needleleaf forests) make it challenge for phenological event ex-
traction (Melaas et al., 2013; Guyon et al., 2011) compared to deciduous forest canopy 
which have more clearly defined seasonal responses in the VI data record (Melaas et al., 
2013; Liu et al., 2016; Garrity et al., 2011). 

Hou et al. (2014) proposed a method that detects phenology from the cumulative NDVI, 
which is not sensitive to short-term disturbances (e.g., insect attack or severe drought). It 
is an effective way to reduce the influence of short-term fluctuations or noise, but dampens 
subtle VI changes of the targeted vegetation as a tradeoff. Several studies suggested to 
combine multiple indices, multiple sensors and/or multiple data sources to quantitatively 
describe annual patterns of vegetation phenology as an alternative (Wu et al., 2014; Gonsamo 
et al., 2012; Garrity et al., 2011). 

Several studies have used existing software tools to analyze VI time series data for 
phenology-related studies (Jia et al., 2014; Rodrigues et al., 2013; Heumann et al., 2007) that 
include TIMESAT (Jönsson and Eklundh, 2004), Phenological Parameters Estimation Tool 
(PPET (Mckellip et al., 2010);), enhanced TIMESAT (Tan et al., 2011), Time-Stats (Udelho-
ven, 2011), Phenosat (Rodrigues et al., 2012), Hants (Zhou et al., 2015), CropPhenology 
(Araya et al., 2018), and QPheno-Metrics (Duarte et al., 2018). These software tools provide 
free functionalities for the reconstruction of time series data and extraction of phenological 
information customized with a number of user-defined input parameters based on the VI 
time series data. They are applicable in data reconstruction providing multiple common 
data-smoothing methods like logistic models, Savitzky-Golay, asymmetric Gaussian func-
tions, piecewise regression, Fourier transforms, and so forth, and generally perform well 
in general LSP extraction (e.g., SOS, EOS) providing common extraction methods, such as 
threshold method and inflection method (White et al., 2009; Rodrigues et al., 2013; 
Boschetti et al., 2009; Eklundh and Jönsson, 2015). 

However, they are generally limited in physiological growth stages extraction of species-
specific vegetation due to the unclear relationship between the derived metrics and phys-
iological growth stages (Araya et al., 2018). For example, TIMESAT, the most widely used 
software for data smoothing and phenology detection, provides only threshold method for 
seasonal metrics extraction (11 metrics, focusing on general LSP, e.g., SOS, EOS) based on 
fitted functions (Boschetti et al., 2009; Eklundh and Jönsson, 2012). Araya et al. (2018) re-
cently presented the CropPhenology package to extract crop phenology metrics from VI 
time series and included new metrics related to the crop yield (e.g., the curve integral be-
fore and after maximum VI). However, it is still limited in phenology detection of species-
specific vegetation related to the physiological growth stages. In addition, these tools, re-
lying on the time series VI data recording the complete vegetation growth cycle, are gen-
eral not applicable for real-time or short-term phenology prediction. 
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4.3. Scale effect 
Scale effect refers to the phenomenon that the value of a phenological metric extracted from 
coarse spatial resolution satellite imagery does not necessarily equate to the average of the 
metric at a higher resolution within the same geographic footprint (Zhang et al., 2017b; 
Peng et al., 2017). As a result, satellite-based phenology detection result can be influenced 
by the spatial scale of the remote sensing observation. In addition, vegetation phenological 
metrics extraction from satellite imagery highlights the calibration and validation using 
ground observations at site level, including field visual observations and near-surface 
measurement. However, the incompatibility of spatial scales between satellite-based ob-
servations aggregating signal of canopy within the grid cell and field observation of indi-
vidual plants introduces uncertainty (Liang et al., 2011; Zhang et al., 2017b; Moura et al., 
2017; Fisher and Mustard, 2007). 

Several studies have investigated the scale effect (Peng et al. 2017, 2018; Berra et al., 
2019; Zhang et al., 2017b; Chen et al., 2018). Several spatial upscaling techniques to produce 
a phenological representation at the landscape level that are spatially comparable to the 
scale of satellite signals have been proposed to help address the spatial scale gap between 
ground- and satellite-based observations (Liu et al., 2015; Verhegghen et al., 2014; Liang et 
al., 2011; Zhang et al., 2017b). For example, Zhang et al., 2017b suggested “percentile ag-
gregation” method that the timing of the 30th percentile is considered to be biophysically 
meaningful for SOS detection, rather than simple aggregation approaches such as majority 
filtering, or averaging (Ganguly et al., 2010; Delbart et al., 2015; Zhang et al., 2017b), as SOS 
becomes detectable based on remote sensing data after a certain amount of leaves within 
the coarse resolution pixel start to emerge (Zhang et al., 2017b). However, work still re-
mains to integrate the species-based, leaf-level phenology to canopy-level phenology to 
calibrate and validate remote-sensing-based vegetation phenology, which is also in accord-
ance with the goal of ground-based observation programs such as the National Ecological 
Observatory Network (NEON) (Thorpe et al., 2016). Other remaining key issues to be in-
vestigated include: the systematic difference in the phenology metrics detection results de-
rived from multiple scales, identifying the factors accounting for the scale effect (Liu et al., 
2019) and understanding the mechanism(s) underlying the scale effect and the quantitative 
description of the scale effect. 

Near-surface imagery acquired by PhenoCams or sensors on other close-range plat-
forms such as unmanned aerial vehicles (UAVs) using optical principles similar to those 
used by sensors carried on satellites can help bridging the spatial mismatch between field 
and satellite data and improve our standing of underlaying phenological process and 
mechanism (D’Odorico et al., 2015; Moura et al., 2017). However, when comparing the 
phenological results from satellite-based and near-surface retrievals, attention should be 
paid not only to the mixed spectra within a grid cell but also the different vegetation indi-
ces and different viewing angles of the observations (Berra et al., 2019; Hufkens et al., 2012). 
Near-surface sensors, except for the sensor carried on unmanned aerial vehicle (UAV), are 
often oriented with a view angle closed to be horizontal. As a result, these near-surface 
sensors receive a higher contribution from the understory vegetation and smaller contri-
bution from the canopy top (Peltoniemi et al., 2018; Berra et al., 2019; Hufkens et al., 2012; 
Liu et al., 2017a). While UAVs acquire ultra-high spatial resolution data at a near-nadir-
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view angle at user-defined revisit interval and detecting vegetation phenology in a manner 
similar to satellite sensors is promising for fine-scale measurement of vegetation phenol-
ogy as well as satellite-based phenological products validation (Berra et al., 2019; Zhang et 
al., 2018b; Klosterman et al., 2018). 

In addition, combined methods that incorporate remote sensing data and physical/ 
empirical models offer great potential for improving vegetation phenology detection at 
larger, regional scales. Physical models have explicit mechanisms that can simulate the 
phenological stages on the basis of individual plant (White et al., 2009; Zeng et al., 2016). 
The incorporation of remote-sensing data and physical models fill the scale gap between 
the pixel and plants and help us understand vegetation growth progress. In addition, sim-
ulation models based on the empirical relationship between vegetation phenological 
events (e.g., Spring indices model (Lieth and Schwartz, 1997)) and the driving factors such 
as temperature, moisture, photoperiod, or carbon exchange (e.g., Canadian Terrestrial Eco-
system Model (Arora and Boer, 2005)) offer alternative reference data sets that can be used 
in remote-sensing phenology studies. However, these models are usually developed for a 
specific plant species or geographic region, and their extension to other areas or land-cover 
types requires a reparameterization of the methods, limiting their overall utility for wide-
spread application in remote sensing phenology work. 
 
4.4. Challenges and opportunities 
Satellites remain the only feasible tool for continuous monitoring of Earth dynamics at re-
gional to global scales (Berra et al., 2019; Liu et al., 2017a). There remain several challenges 
for both LSP and species-specific phenology detection using satellite imagery. 

First, data contamination in the form of undetected subpixel clouds, residual thin 
clouds, cloud shadows on the landscape, and bidirectional effects can introduce uncer-
tainty. It remains challenging to disentangle noise and feature points on the growth curve. 
A variety of data-smoothing methods to remove the data noise have been developed. It is 
still difficult to find the best data smoothing for all the vegetation types and areas (de Beurs 
and Henebry, 2010). 

Second, phenological metrics detection accuracy varies among the different methods 
and needs to be further improved. First, most current methods are based on the feature 
point detection in terms of mathematical theories rather than a physiological basis, which 
limits the accuracy of specific phenolgical metrics detection. Second, different definitions 
and criterion among detection methods is a primary reason for the significant differences 
and incomparability of results among methods. Third, different spatial scales between the 
space and ground observations still impedes the connection between the broader vegeta-
tion community-level phenology patterns at the pixel level of satellite imagery and the data 
at the individual plant level from the ground. The scale effect remains challenging to un-
derstand how the species-specific phenological metrics are reflected in remote sensing phe-
nology products. Future works emphasis the joint analyses of observation from multiple 
sources and multiple scales to bridge the relationship between remotely sensed phenology 
products and plant physiological processes, and improve our understanding of how the 
phenological transitions can be reflected from the pixel-level, spectral signal observed by 
sensors carried on satellite (Wingate et al., 2015; Migliavacca et al., 2011; Richardson et al., 
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2007). Fourth, compared to the start of season, satellite-derived phenology development 
during vegetation senescence approaching the EOS remains poorly understood. The grad-
ual change during the senescence phase for many vegetation types makes it more difficult 
to detect the transition dates of senescence. In addition, the fall phenological responses 
including foliage coloration and defoliation are more complicated compared to the vege-
tative, green-up stage during the SOS. Future studies are needed to explore the underlying 
processes and mechanisms of vegetation senescence. Combining multisources data is help-
ful for understanding the underlying process and detecting the specific phenological tran-
sition dates. For example, structural information collected from LiDAR sensors is helpful 
for distinguishing the foliage coloration and defoliation during the senescence phase. 

Third, the number of ground-based observations are insufficient, especially in under-
developed and developing countries that lack traditional phenological observing net-
works. Most existing networks, aside from those in Europe, selected locations in North 
America, and a few other countries, have a relatively short historical record and often have 
a limited number of stable, consistent monitoring locations. A need exists to build a sys-
tematic, long-term monitoring network globally with unifying standards of phenology 
measures and definitions, methods. Since automated digital cameras, providing consistent 
and continuous monitoring of vegetation canopy conditions at low cost allows phenology 
analysis similar to those applied with satellite imagery, visual interpretation of phenology 
dates from the photography and characterization for vegetation phenology at high tem-
poral and spatial resolution. Digital cameras have been shown to be valuable tools to in-
terpret, evaluate, and validate the phenology results derived from satellite imagery at the 
local and regional scales (Zhang et al., 2018; Sonnentag et al., 2012). Specifically, the Phe-
noCam network provides free, publicly accessible digital imagery at the continental level 
(Richardson et al., 2018). In the future, automated digital cameras are promising to address 
this gap regarding the insufficiency of ground observation globally. 

Finally, real-time monitoring and short-term phenology prediction remain challenging. 
Short-term forecasting refers to the prediction before the occurrence of a phenological 
event, and real-time monitoring refers to the detection as detecting a phenological occur-
rence as it occurs (White and Nemani, 2006; Zhang et al., 2012; de Beurs and Henebry, 
2010). Currently, most of the phenology studies focus on detection of historical phenology 
stages using time series recording the complete vegetation growth cycles. Little attention 
has been paid to short-term forecasting and real-time monitoring of vegetation phenology, 
which is very important for ecosystem forecasting, forest and crop management, food se-
curity, and numerical weather modeling (White and Nemani, 2006; Zhang et al., 2012; 
Zhang et al., 2018a). In previous studies, phenology prediction was typically based on a 
predefined threshold (White and Nemani, 2006), simulation models (Nemani et al., 2009; 
Zhang et al., 2012; Liu et al., 2017b), or regression models (Boyte and Wylie, 2018; Boyte et 
al., 2015). Challenges still remain to solve nearly intractable problems of highly noisy time 
series derived from satellite sensors based on the incomplete recording of the vegetation 
life cycle (White and Nemani, 2006; Zhang et al., 2012) and to develop reliable real-time and 
prediction phenology detection models independent of the full vegetation growth cycle. 

Motivated by these challenges, there are also many potential opportunities for phenol-
ogy detection from space. With recent breakthrough of space remote-sensing technology, 
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both temporal and spatial resolution of satellite imagery has being improved. Using the 
data from the new sensor to improve the accuracy of phenology detection will be a future 
trend. Recently launched sensor series like Europe’s Sentinel and China’s Gaofen series as 
well as emerging constellations such as CubeSats like Planet provide unparalleled oppor-
tunities for regional- to local-scale phenology monitoring. Specifically, Sentinel-2A and 
Sentinel-2B provide 10 m resolution multispectral image data at a 5-day interval. Collec-
tively, imagery from Sentinel-2A, Sentinel-2B, and Landsat-8 can have higher temporal 
resolution (~3 days) (Claverie et al., 2018; Li and Roy, 2017). PlanetScope (PS) can provide 
daily global observations at higher spatial resolution (3 m) with about 170 CubeSats (small 
satellites), which is promising for reliably detecting phenological metrics in heterogeneous 
areas—for example, smallholder agricultural systems. In addition, the new generation of 
geostationary satellites at a spatial resolution of 0.5–1.0 km, such as Geostationary Opera-
tional Environmental Satellite-R Series (GOES-R) and Himawari-8, are promising for phe-
nology studies, especially in low-latitude areas and other cloud-prone regions where data 
with very high temporal resolution (more frequent than daily) is preferred (Yan et al., 
2016a; Guan et al., 2014). 

The emerging near-surface measurements (e.g., fixed digital cameras, flux measure-
ments, sensors carried by unmanned aerial vehicles, and smartphone cameras) offer prom-
ising options of providing high-resolution phenology observational data. An array of near-
surface data sets collected by various observatory network platforms, such as ecosystem 
observatory network (e.g., National Ecosystem Observatory Network, NEON (Thorpe et 
al., 2016)), phenology observation network (e.g., PhenoCam Network (Richardson et al., 
2011)), carbon flux observation network (e.g., FLUXNET (Friend et al., 2010)), are expected 
to offer long time-series ground-based observations for future phenology studies. It is also 
a future trend that the existing networks engage with the data/platforms from sensor webs, 
multiple institutes, and the public (e.g., smartphone) via network by data integration and 
standardization. 
 
5. Summary 
 
Satellite remote sensing observations have considerable potential for characterizing spatio-
temporal patterns of vegetation phenology from local to global scale, thus enabling effec-
tive and unbiased monitoring of vegetation phenology in a consistent time- and cost-effi-
cient manner. Vegetation phenology monitoring includes general vegetation phenology 
measures and species-specific vegetation phenology (e.g., flowering and silking stages). 
LSP represents “generic or mixed” vegetation phenological events, while species-specific 
vegetation phenology is usually associated with more traditional, physiological-based 
phenological events of specific vegetation types. LSP detection does not aim to detect phe-
nological dates of specific species, nevertheless, disentangled phenology information of 
various specific species is preferred for LSP detection. As phenology information aggre-
gated from multispecies introduce uncertainty for LSP. The majority of LSP studies focus 
on phenological patterns and their relationship with climatic variability (Adole et al., 2016), 
while most of species-specific vegetation phenology studies focus on crop growth stages 
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of, which is commonly used in monitoring of crop conditions, yield estimation, and preci-
sion farming management. 

Quantifying phenological stages from remote sensing at regional scale is still a chal-
lenging task (Liu et al., 2016; Antonucci et al., 2017). It is particularly difficult to develop a 
data smoothing or phenology detection model that is universally applicable (Liu et al., 
2016). Many factors like noise in remote-sensing data (e.g., viewing geometry, cloud or 
snow contamination, atmospheric conditions, and directional effects), uncertainty of 
ground observations, methods of data preprocessing and quality control, perturbations of 
biotic and abiotic environmental factors, and conversion of scale between individual plants 
and ecosystem-level phenology create various levels of uncertainties and introduce bias 
into the identification of vegetation phenological metrics (Jönsson and Eklundh, 2002; Kan-
dasamy et al., 2013). Future work includes the establishment of robust data-fitting methods 
and phenological metrics detection methods. Specifically, machine learning methods show 
great potential in cloud data recovery, time series data reconstruction, and phenology 
monitoring. 

Accordingly, definite relationship should be established between the ground-observed, 
physiology-based phenology at individual plants level and the satellite-derived canopy 
phenology at the pixel level with the aid of multiple-source and multiple-scale observa-
tions. Currently, scale effect among the phenology products derived at different scales is 
still challenging, which will be the research emphasis in the future studies. The improve-
ment of both spatial and temporal resolution of recent launched or planed satellites such 
as sentinel series, small satellite constellation, and so forth, is promising for providing 
global finer phenology monitoring. In addition, the development and population of near-
surface measurement offers great opportunities to provide ground truth phenological re-
sults at site level and helps us to understand satellite-based phenology detection mecha-
nism and extent phenology detection to regional scale in the future. 
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