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Abstract. In recent years, the World Wide Web (WWW) has established itself as a popular source of
information. Using an effective approach to investigate the vast amount of information available on
the internet is essential if we are to make the most of the resources available. Visual data cannot be
indexed using text-based indexing algorithms because it is significantly larger and more complex than
text. Content-Based Image Retrieval, as a result, has gained widespread attention among the scientific
community (CBIR). Input into a CBIR system that is dependent on visible features of the user's input
image at a low level is difficult for the user to formulate, especially when the system is reliant on
visible features at a low level because it is difficult for the user to formulate. In addition, the system
does not produce adequate results. To improve task performance, the CBIR system heavily relies on
research into effective feature representations and appropriate similarity measures, both of which are
currently being conducted. In particular, the semantic chasm that exists between low-level pixels in
images and high-level semantics as interpreted by humans has been identified as the root cause of the
issue. There are two potentially difficult issues that the e-commerce industry is currently dealing with,
and the study at hand addresses them. First, handling manual labeling of products as well as second
uploading product photographs to the platform for sale are two issues that merchants must contend
with. Consequently, it does not appear in the search results as a result of misclassifications. Moreover,
customers who don't know the exact keywords but only have a general idea of what they want to buy
may encounter a bottleneck when placing their orders. By allowing buyers to click on a picture of an
object and search for related products without having to type anything in, an image-based search
algorithm has the potential to unlock the full potential of e-commerce and allow it to reach its full
potential. Inspired by the current success of deep learning methods for computer vision applications,
we set out to test a cutting-edge deep learning method known as the Convolutional Neural Network
(CNN) for investigating feature representations and similarity measures. We were motivated to do so
by the current success of deep learning methods for computer vision applications (CV). According to
the experimental results presented in this study, a deep machine learning approach can be used to
address these issues effectively. In this study, a proposed Deep Fashion Convolution Neural Network
(DFCNN) model that takes advantage of transfer learning features is used to classify fashion products
and predict their performance. The experimental results for image-based search reveal improved
performance for the performance parameters that were evaluated.

1. Introduction

The fashion industry is expanding at a rapid pace in both the United States and internationally.
In comparison to 2020, the domestic fashion market is predicted to grow by 8.8 percent in 2024,
reaching USD (United States dollars) $26.288 million in value. [1][2]. The apparel and fashion
online market are expected to reach USD 113 million in 2018, and it is growing at a rate of 18
percent per year, with mobile shopping accounting for approximately 40% of the total.



The fashion industry also includes accessories such as purses, shoes, and jewellery, which are
categorized as such. The automation, development, and digitization of manufacturing and
distribution have resulted in a new paradigm for the fashion industry. As the fashion industry
becomes more digital, the system evaluates customer fashion desires and attempts to match
those desires as quickly as possible. As a result, digital technology in the fashion industry is
attracting the attention of a diverse range of consumers who, as a result of the shorter
manufacturing cycle, have access to a greater variety of products. Customers' use of smart
gadgets has increased to more than 10 million as a result of the introduction of a new e-
commerce platform [3]. Traditional garment sales channels such as brick-and-mortar stores
have seen sales decline, whereas non-store retailers such as online and mobile merchants have
seen sales increase at the fastest rate. When compared to previous years, the online fashion
market increased by 16 percent per year from 2011 to 2016, and from January to September
2017, the market increased by 20 percent over the previous year [4]. Eventually, it is expected
to become a major channel in the fashion industry in the coming years.

Since it provides a hassle-free shopping experience and delivery to the user, e-commerce has
transformed the world of consumerism and triggered an increase in demand for goods. Because there
IS a greater selection of fashion products available on e-commerce platforms than in traditional retail
stores, shopping for fashion apparel on e-commerce platforms differs significantly from shopping in
traditional retail stores. As a result, a system that more efficiently assists consumers in searching
for the goods they desire and recommending the desired product is becoming increasingly
important to businesses. Therefore, if you want to communicate effectively in the fashion
industry, you cannot rely solely on verbal communication because visual cues and design
elements are so important. Although the existing fashion retrieval system employs a text-based
retrieval approach that is based on product attribute information (product name, category, brand
name, and so on), the system is not without its flaws (product name, category, brand name,
etc.). A text-based search strategy has limitations when it comes to providing appropriate search
results in the fashion industry, which includes a significant design component. Numerous
"shopping how" and "smart lens" systems have been developed in recent years, but they have
all failed to deliver good or noteworthy results when searching for products using fashion
images as a starting point. Users must either find an image of the goods online or take their
photographs to use these systems.

Two major issues affect the industry, which is discussed from both the seller's and buyer's
perspectives in this study [5]. An e-commerce site requires sellers to upload photos of their
products as well as relevant labels to the product's description for the product to be sold.
Because of the involvement of humans, this process is prone to errors. Product misclassification
can cause products to be missed in search results, resulting in lower or no sales for the company
that makes them. By using machine learning models, the photographs can be classified with
high accuracy, which in turn motivates the vendors to categorize them correctly. In addition, a
customer's demand may be delayed because he does not understand the correct terminology [5].
When a customer is shopping on an e-commerce website, he or she typically enters the product's
keywords into the search bar. Its search algorithm compares the keywords entered by the user
with the product labels stored in its database, and it returns results that are relevant to the user's
inquiry. When the user locates the product he or she is looking for, the user orders it directly
from the search results page. Using a text-based search necessitates that the consumer has a
thorough understanding of the product and is aware of the terms that should be entered into the
search toolbar. It's important to note that this isn't always the case. We come into contact with
a wide variety of things in our daily lives that we are completely unaware of. Occasionally, we
are unable to conduct a product search on the e-commerce website due to technical difficulties.
By employing visual search techniques, you can overcome this difficulty. Shoppers who
conduct visual searches look for products that include images or other visual cues rather than



products that contain keywords. Customers can search for similar products by simply taking a
picture of what they want and uploading it to the visual search engine.

Any visual search algorithm can benefit from machine learning models, which can be used to learn
attributes about new photographs and search for comparable products. To provide more relevant
search results, additional images with similar features will be added to the visual search engine once
the target image has been uploaded to make the search results more relevant as well. It is possible to
generate images' latent properties using autoencoders and other visual search methods, for example.
To further enhance the retrieval of image embedding features, deep neural network models that
have already been trained can be applied to the problem [4][6][7].

A large number of images from all over the Internet are available to users through social media
and respectable smartphones, which means that users have access to a large number of images
from all over the Internet at once. In these circumstances, the ability to search for, filter, and
organize photos becomes increasingly important. Manually searching for the images you want
is an option if you have a small number of images. As the number of things grows, this becomes
impossible to accomplish. To keep up with this rapid expansion, it is necessary to develop
picture retrieval systems that are capable of operating across a wide range of platforms. It is
our goal to develop a retrieval system that is accurate in handling and querying a database of
photographs [8][9].

To summarize, this paper will pursue three broad objectives:

Image Labeling: In E-commerce, while purchasing products appropriate labeling of products is
important. Many images over the web are unlabeled [10].

Image Classification: To design and train different neural network models to learn from large
sets of images of products from an e-commerce website [11].

Image Search: To use autoencoders and cosine similarity to identify similar images [12][13].

2. Transfer Learning

Deep learning [14] is a machine learning method that belongs to a large family of machine
learning methods. [15] Deep learning classifiers, as opposed to traditional neural network
classifiers, develop classifiers with numerous hidden layers to identify the salient low-level
features of a picture, as opposed traditional neural network classifiers. Concerning Deep
Learning, a technique known as transfer learning makes use of an artificial neural network's
ability to use features learned from a previous problems to solve a new problem within the same
domain. It is advantageous to learn through transfer[16][17][18] for a variety of reasons.

e First, it saves computational time by reusing information from a previous training
process rather than starting from scratch with a new model, rather than starting from
scratch with a new model [16].

e The second advantage is that it builds on the knowledge and experience gained through
the use of previous models [17].

e The third point to mention is that when the new training dataset is small, transfer learning
is extremely beneficial [18].

Transfer learning has the potential to benefit a wide range of applications, including computer
vision, audio categorization, and natural language processing. Many attempts have been made to
automate the classification of images, either to speed up the process or to improve accuracy. To
solve the picture categorization problem, the convolutional neural network (CNN) was
developed as one of the first approaches. Because of the work of Krizhevsky et al.[19], CNN
was able to outperform all other methods for solving the picture classification problem by the
year 2012. They achieved state-of-the-art performance in the ImageNet Large Scale Visual



Recognition Challenge (ILSVRC) competition, outperforming other commonly used machine
learning algorithms and achieving superior results. In all of these scenarios, training the weights
of the deep network from scratch requires a significant amount of time and a large amount of
data (hundreds of thousands of images). The presence of these constraints makes deep learning
algorithms extremely difficult to implement in the domain of image data, where there are
frequently only a few images available [20]. A significant amount of time and knowledge is
required to annotate fashion images; this is where transfer learning may be beneficial to
students. Utilizing an architecture that has already been trained eliminates the need to start from
scratch. According to several studies, CNN has been used to identify fashion images, either
through transfer learning or the introduction of novel architectural structures. According to [24],
deep CNN-based fashion image categorization models are presented in [21-35] of the literature
reviewed. Some critical open questions are presented here to improve the utilization of transfer
learning in the fashion industry.

3. CNN Architectures used in Transfer Learning

The main CNN architectures used in transfer learning are discussed in detail in this section.
According to [36], the rise of deep learning in image classification began in 2012 with the
introduction of AlexNet [14], which included the ReLU activation layer as well as other deep
learning techniques. It was discovered that using a CNN to classify images improved its
accuracy while also eliminating the need to manually feature engineer each image. Following
the introduction of AlexNet, a slew of new architectures, including VGG16, VGG19, ResNet,
GoogLeNet, DenseNet, and Xception, were introduced, each with additional features to more
effectively classify images.

A. VGG Network Architecture

The Visual Geometry Group at Oxford University introduced two new structures in
2014, which were designated VGG16 [37] and VGG19 [37]. The VGG16 architecture is
comprised of five convolution blocks and three thick layers, with a total of 138,355,752
parameters in the architecture. Each block contains many convolutional layers, followed by a
max pool layer, which helps to reduce the block output size and remove noise. In total, six
convolutional layers are used in the final three blocks, with two being used in each of the first
and second blocks. One stride in the kernel is used by this network, and it is stride 1. Last but
not least, an additional layer was created that would transform each block into a single-
dimensional object that could then be inserted into the various levels that were connected. Total
connectivity is achieved by connecting 4096 neurons in the first two layers and 1000 neurons
in the third and final layer in the third and final layer. In addition to the fully linked layers, a
softmax layer is added to ensure that an output probability summation is a positive number. To
emphasize the difference between the two, VGG19 has 19 convolution layers, whereas VGG16
only has 16. As a result of the addition of layers, the number of parameters increases from
138,357,544 to 143,667,240. In the authors' opinion, the addition of additional layers increases
the system's robustness and ability to learn complex architectures.

The sequential blocks of this network's sequential convolutional layers allow for a
significant reduction in the amount of spatial information that must be stored in the network.
The majority of the time, this network suffers from a lack of feature extraction weights, which
is a significant flaw in the overall design. A large number of additional variables must be taken
into consideration.

B. ResNet Network Architecture

ResNet, which is an abbreviation for residual network, was invented by He et al. [38] in
2015. There are a total of 25,000,000 variables in use. When comparing ResNet to other



architectures, you'll notice that it has a single connection between the convolutional layers and
the ReL U activation layer, which is referred to as a "residual connection.” This connection is
what makes ResNet unique among the rest. It is ensured by the residual connection that weights
learned from preceding layers do not disappear during the backpropagation of the network. The
three iterations of this network are designated as ResNet50, ResNet101, and ResNet152 (each
with a different number of layers). The use of residual connections in this network has several
advantages, not the least of which is that it allows for the use of multiple levels. Furthermore,
increasing the depth of the network rather than the width of the network makes it easier to
reduce the number of unnecessary parameters. The fact that the summation that occurs in each
residual block keeps the filter size constant is one of the main disadvantages. Furthermore, to
successfully train this network, large datasets are required, resulting in a time-consuming
training phase that is expensive in terms of computing resources.

C. GoogLeNet Network Architecture

According to Google researchers, the GoogLeNet network, also known as the
IncpetionV1 architecture, was first implemented in 2014 [39]. Following the success of
InceptionV1, the writers went on to create sequels, including InceptionV2 and InceptionV3. To
capture different aspects of images, GoogleLeNet's fundamental idea is to use multiple
convolution layers in the same block to go deeper and wider; these blocks are referred to as
Inception blocks in the GoogLeNet architecture. In the GoogLeNet designs, InceptionV1 and
InceptionV3 are the two most frequently encountered. A total of six convolution layers are used
in the InceptionV1 inception blocks, while a total of seven convolution layers are used in the
InceptionV3 inception blocks (see figure). This network's inception module enables the
convolution layers to be used in parallel, allowing it to collect images with different aspect
ratios at the same time as it collects images with the same aspect ratio. The most significant
weakness of this network is the amount of computing effort required to train it, which is a result
of the network's extensive layer structure.

D. AlexNet Network Architecture

As a starting point, CNN selected AlexNet [40] as the architecture for its participation
in the 2012 ImageNet competition. The AlexNet architecture is made up of five convolution
layers and three dense layers, for a total of nine layers. In AlexNet, two novel features were
introduced: reLU activation (instead of sigmoid activation) and dropout, both of which were
intended to combat the overfitting that can occur as a result of the deep architecture's deep
learning. The main advantage of this network is that it is computationally efficient when
compared to other networks, which is particularly important during the training stage. A
common misconception is that because of the depth of the network, fine details in images cannot
be detected.

E. DenseNet Network Architecture

DenseNet architecture [41] [42]refers to convolutional networks that are densely
connected and have a large number of connections. Thick blocks, rather than residual
connections, were recommended as a replacement for ResNet by the authors. Convolution
layers are added to the dense block progressively, but each layer has a direct relationship to the
layers that come after it. All of the information from the layers that came before it is fed into
each subsequent layer of convolution. The DenseNet contains a total of 8,062,504 variables.
The fact that all layers are connected prevents information loss, which is a significant advantage
of this network (especially the deep layers). The following are the most significant
disadvantages: it needs a large amount of data to work with during the training phase if you
want to achieve good results.

F. Xception Network Architecture



Architect Chollet was inspired by the InceptionV3 architecture when he created the
Xception (which stands for extreme inception)[43][44]. Xception's design makes use of two
key concepts: convolution in-depth and pointwise separability. These concepts are used to
replace the inception module, which was previously present. In this 71-layer network, there are
a total of 22.9 million parameters. Comparing this network to other deep networks, its main
advantage is that it has a deep architecture but only a small number of parameters. This is an
important distinction. The network requires a large amount of data from a variety of sources to
train all of the network's parameters properly.

To better understand the significance of transfer learning, experimental work is carried out to
train models such as the VGG16, VGG19, ResNet, GoogLeNet, DenseNet, and Xception,
among others. Table | presents a summary of the results obtained using the number of
parameters and accuracy of the parameters over the ImageNet dataset. The accuracy of a
classification system is determined by dividing the number of correctly classified observations
by the total number of observations. Accuracy over predicted labels y is measured as top-k
accuracy, with the top 5 accuracies representing accuracy over five classes, and the top 1
accuracy representing accuracy for a single-class classification.

Table I: Top 5 accuracy, top 1 accuracy, and the number of parameters of AlexNet, VGG,
Inception, and ResNet in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
challenge.

Architecture| Number of Top-5 Top-10
Parameters | Accuracy | Accuracy

Xception 22,910,480 | 84.60% | 63.30%
VGG-19 138,357,544 | 91.90% | 74.40%
GoogLeNet | 23,000,000 92.2% 74.80%
ResNet-152 | 25,000,000 | 94.29% | 78.57%
DenseNet 8,062,504 93.34% | 76.39%
AlexNet 62,378,344 | 94.50% | 79.00%

4. Proposed Work and Methodology

The research proposal uses structure, the framework to work on the technology. Our approach
incorporates three modules. Background removal and extraction of valuable features from the
image are the first two modules in the process of image processing. After that, the deep CNN
model is trained to examine field-specific feature representations. Finally, the third module uses
the features acquired from the trained model to find images that are comparable to the query
image. The algorithm depicts the general workflow of the project.



Algorithm:

Step I: Import the necessary libraries to process the data like (NumPy,
pandas, os, OpenCV, matplotlib, etc.)

Step 2: Loading Dataset

Step 3: Process CSV file

Step 4: Pre-process the data by applving data pre-processing technigues
Step 5: Split the dataset

Step 6: Train the model

Step 7: Evaluate performance of model

Authentic fashion images from the most popular Indian e-commerce web application, myntra.com,
are used in this work. Because the Fashion Product Images (Small) dataset is readily available on
Kaggle, there is no need to scrape images from the website to complete the task. It also has the
advantage of having color images, which makes it more similar to a real-world business problem than
other types of information. Google Collaboratory, which imports Kaggle data seamlessly, provides
free GPU/TPU resources for convolutional neural network (CNN) algorithms for image
classification. These algorithms can be used to classify images. Python modules such as TensorFlow
and others are already installed, allowing for quick and simple CNN image modeling in Python.
During the cataloging process, the dataset includes a variety of label attributes that were manually
entered to describe each object, as well as high-quality images taken of the objects themselves.
Because the low-resolution images present several computational and run-time issues, we chose the
smaller image collection, which contains the same set of images but at a lower resolution, as an
alternative.

Step 1: Import Libraries

Import the necessary libraries to process the data like (NumPy, pandas, os, OpenCV,
matplotlib, etc.)

import numpy as np # linear algebra

import pandas as pd # data processing, CsSV file I/0 (e.g. pd.read csv)
import os

import cv2

import matplotlib.pyplot as plt

Step 2: Loading Dataset

There are 44,424 color channels in the CSV file. Styles.csv can be used to map an image's
metadata to its numeric id. Images IDs and metadata IDs were merged and we found 44,419
instances where they match. These photo sets are being considered for use in modeling. Gender,
Master Category, Sub-Category, Article Type, Season, etc. are all completely labeled in the
dataset. We use three schemes for product classification namely - a concatenated Gender and
Master category, Sub Category, and Article Type; as they are clearly labeled without any
missing values. Load the dataset from the given directory path for further processing and display
some samples of images from the dataset.

Step 3: Process CSV File

Information about the product is contained in a CSV file (id, gender, masterCategory,
subCategory, articleType, color, and so on). As demonstrated in Figure 1, Figure 2, Figure 3,
and Figure 4, we read the CSV file and count the number of items based on several categories
such (masterCategory, subCategory, articleType) and produce the bar graph.

Step 4:Pre-process the data



a) NumPy array Conversion

Images are converted into NumPy Array in Height, Width, Channel format.

The main advantage of NumPy array Conversion, e.g., You can load the images into a
NumPy array so that you can save computation time. Images can be easily loaded.

b) Generate pixelate form

Convert NumPy array back to Image format in pixelated form.

c¢) Image Resize

Image resizing refers to image scaling. This tends to minimize no. of pixels from the
image. For example, that has other effects; for example, it can minimize the training
time of neural network as more is no. of pixels in the image more is no. of input nodes
that improve the model’s complexity.

d) Data Filtration

Limitations- Existing research papers surveyed considered categories of products having
maximum images, neglected categories with less number of products [45]

To give scope for searching newly available products in a category with less number of
products proposed model does not filter any class or images with less number of images.

Data Filtering is one of the most frequent data manipulation operations. We have used
to filter the images based on some conditions (ratio of the images, images that are not
present in the dataset), during image pre-processing, images are automatically rejected
[46].

e) Gray Scaling

Gray scaling is the conversion process of an image from other color spaces, for example,
RGB, CMYK, HSV, etc. Dimension reduction and Reduction in model complexity are
benefits of gray scaling [47][48].
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Figure 1: Sample Input dataset after loading into the model
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f) Auto Labelling

e To allow automatic labeling (assign unique values), the model must be enabled to
understand what is depicted in the picture when information is being processed. It has
to be trained to know which tag should be attached to each data unit based on article
type.

g) Normalization



e |t is a method often used in machine learning data preparation. The objective of
normalization is to modify the numerical column values of the dataset to a similar scale
without distorting the values or missing information.

h) Creating a List with Unique Value

e Created a list with unique values and added a column with their specified element
position. Store the Labeled dataset for training the model.

e We create an augmented data frame with a file name and also mapping with product id.

e We also perform one of the important tasks called labeling, we assign the unique id to
each article Type.

e Gray Scaling is the process to Convert the colored images into grayscale images.

# assign unique ID by article type

unique types = augmentedDataframe(['type'l.unique().tolist()

total class = len(unique types)

print("Total no. of classes : ",total class)

print (unique types)

print(unicue types[0])

print(unique types.index(unique types[0]))

augmentedDataframe[ 'number types'] = augmentedDataframe['type'].app
ly(lambda %: unique types.index (x¥) if ®x in unique types else 0)
augmentedbDataframe. head (10)

Normalization is a technique that is commonly used in data processing for machine learning.
The goal of normalization is to transform the values of the dataset's numeric columns to
comparable scales without distorting ranges of values or losing information. Figure 5 shows
sample output images.

¥X = np.arrav(¥X) .reshape(-1, 227, 227,1)
Y = np.array(Y)

#Normalizing the images

X = X/255.0

Y = Y.reshape(len(X)},)
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Figure 5: Sample output images

Step 5: Designing Proposed Deep Fashion Convolution Neural Network (DFCNN)



The proposed layered architecture of Deep Fashion Net is given in Figure 6. The design
has 8 layers: 5 convolutional layers and 3 fully linked layers.

ReLu ReLu Relu
Input _ o —

Conv MAX-POOL Conv MAX-POOL Conv
111 2%2 E RESL f 2%2 ﬁ 3“6
=4 522 5= 52 =1

ERX5EX05 || 2TX2TX96 ATXATX 236 | | gX8X256  6X6X 384

v

21X 1T X3
rate=0.4 1000 rate=0.4 4096 rate=0.4 4086

M ] m Conv

Softmax

X2 3X3
1X1X 256 oz WX 56 5=t 4% 4X% 384

3x1 Conv

5=1

No. of classes

Output I L - - L L

Fully MAX-POOL

Full
ully DmpOUtConnented Flatten Relu ReLu

Dropout Fully ~ Dropaut Connected

Connected

Figure 6: Layered architecture of proposed Deep Fashion Convolution Neural Network
(DFCNN)

e Working details of Deep Fashion Net Model

The proposed DFCNN (Deep Fashion Convolutional Neural Network) is an 8-layer
architecture that comprises five convolutional layers, and 3 dense layers. Input to this model is
images of size 227X227X3. Figure 6 shows Layer-wise working details of Proposed DFCNN
Model. The first layer of max-pooling, size 2*2, and step 2 are now available in the following.
The resultant feature map in size 27X27X96 is then provided. After this, the second
convolution operation is applied. We have 256 filters of this type in the filter size, 11 * 11. The
step is 1 and RelLu is used again to activate the function. Now the output size we get is
17X17X256. Next, we have a second 2*2 size and step 2 max-pooling layer. Then we have
8X8X256 as the output map. Now we use the third convolution procedure with 384 filters of 3*3
size. The step is one. Again, ReLu is used for the activation function. The output feature map
IS in a 6X6X384 shape.The fourth convolution operation is then applied with 384 filters 3*3 in
size. The step is one. Again, ReLu is used for the activation function. The output feature map
IS 4X4X384 in shape. We then get the last 3*3 convolution layer with 256 filters of this kind.
The step is 1 and the activation function is ReLu. The output feature map is 2X2X256. If the
architecture is observed so far, there are more and more filters as we go deeper. Hence it is
extracting additional features as we get further into the architecture. Furthermore, the filter size
is lowering and the initial filter is larger and the filter size decreases as we proceed and the
feature map shape is decreasing. Now, we apply the 3rd max-pooling layer of size 2*2 & stride
2. The output of the feature map shape is 1X1X256. Flatten is the function to transform the
pooled map into a single column which is sent to a fully connected layer. Dense will add the
fully connected neural network layer. We have a 1st fully connected layer with a RelLu
activation function. The output dimension is 4096. The first drop-out layer comes next with a
drop-out rate of 0.4 fixed. 2nd fully connected layer with 4096 neurons & ReLu activation
function. Next follows the second drop-out layer with a 0.4 drop-out rate. 3rd fully connected
layer with 1000 neurons & ReLu activation function. The third drop-out layer comes in the next



one with 0.4 drop-out rates. Finally, there is a layer or output layer fully connected with no.
of class in the dataset. This layer uses Softmax for the activation function.

Step 6: Split the dataset
e We split the dataset into 80:20, 70:30, and 50:50 training or testing datasets.
Step 7: Model Training

The DFCNN model is trained and results are obtained for multiclass classification under
SubCategory, MasterCategory, ArticleTypeCategory, also, a combination of categories under
Gender+Master Category.

Step 8: Performance Evaluation

The performance of learning algorithms on test data is typically used to determine the quality
of the algorithms [38]. The first is the Receiver Operating Characteristic Curve (ROC), also
known as the Area Under the Curve (AUC), which is a widely used performance measure in
supervised classification and is based on the relationship between sensitivity and specificity
[39]. The second is the Receiver Operating Characteristic Curve (ROC), also known as the Area
Under the Curve (AUC), which is a widely used performance measure in unsupervised
classification. It was decided to use a generalization of the AUC for multiple classes in this
study. Hand and Till [49][50][40] defined a function that performs multi-class AUC and is
composed of the mean of several AUC values. This function is defined as follows: This can be
calculated using Equation (1), where TP denotes the true positives, which are the number of
instances that are positive and are correctly identified, and FN denotes the false negatives,
which are the number of positive cases that are incorrectly classified as negative.

Sensitivity (Recall) = TP (1)
TP + FN

If the conditional probability of true negatives is given a secondary class, specificity
corresponds to the probability of the negative label being true, which means that it approximates
the probability of the negative label being false; where TN is the number of true positives or
negative cases that are negative and correctly classified as negative, and FP is defined as the
number of false positives, defined as the number of negative instances that are incorrectly
classified as positive cases.

Specificity = TN (2)
TN + FP

In general, sensitivity and specificity are used to evaluate the effectiveness of an algorithm
on a single class of data, with positive and negative values being used to indicate effectiveness.

The accuracy of a classification system is the most commonly used metric to evaluate
classification performance. When it came to the evaluation stage, the accuracy was calculated
after every 20 iterations of the procedure. Calculated as a percentage of correctly classified
samples, this metric can be expressed in the following way:

Accuracy = TP + TN (3)
TP+ TN + FP + FN

When it comes to precision, it's defined as the number of true positives divided by the sum
of true positives and false positives. This measure is concerned with correctness, i.e., it assesses
the algorithm's ability to predict the future. Precision refers to how "precise” the model is in
predicting positive outcomes and how many of those predictions are correct.




Precision = TP (4)
TP + FP

It is determined by the harmonic mean precision and recall, which is called the F-score. It is
primarily concerned with the analysis of positive classes. This metric has a high value, which
indicates that the model performs better when compared to the negative class.

F-score =2*Precision * Recall (5)

Precision + Recall

5. Experimental Results & Analysis

We plot the accuracy evolution graph, Training and validation accuracy graph, confusion
matrix, and model accuracy graph. We also display 3-4 results on internal images and 5-6 results
on external images based on different classes (shirts, T-shirts, watches, sarees, jeans, jewelry,
etc.). A confusion matrix is a table i.e. commonly applied to define the performance of a
classification model (or "classifier") onset of known test data. The confusion matrix itself is
simple to understand, but the verbiage connected with it may be confusing.

A. Overall Performance Analysis

The performance analysis of Master Category, ArticleType, SubCategory, and MasterGender
Category is given in Table Il, Table Ill, Table IV, and Table V.

Table 1. Master Category based Classification

Category Total Splitting Training Validati No. of
classes dataset Accuracy on epochs
Accuracy
masterCategory 7 80:20 0.99 0.98 50
masterCategory 7 70:30 0.99 0.97 50
masterCategory 7 50:50 0.99 0.96 50
Table I1l. SubCategory based Classification
Category Total Splitting Training Validation No. of
classes dataset Acc Acc epochs
subCategory 45 80:20 0.99 0.90 50
subCategory 45 70:30 0.99 0.93 50
subCategory 45 50:50 0.99 0.91 50

Table IV. Gender+ Master Category based Classification

Category Total Splitting Training Validation No. of
classes | dataset Acc Acc epochs
Gender+masterCategory 23 80:20 0.99 0.88 50
Gender+masterCategory 23 70:30 0.98 0.85 50
Gender+masterCategory 23 50:50 0.98 0.85 50




Table V. Article-type Category based Classification

Category Total Splitting Training Validation No. of
classes dataset Acc Acc epochs
articleType 143 80:20 0.98 0.81 50
articleType 143 70:30 0.97 0.79 50
articleType 143 50:50 0.98 0.74 50

B. Category wise Detailed Experimental Results

Master Category

The performance analysis of the Master Category is given in Table II.

e Displaying total products

# total no. of product based on masterCategory

df ['masterCategory'].value counts()

Apparel 21397
Accessories 11274
Footwear 9219
Personal Care 2403
Free Items 105
Sporting Goods 25
Home

Count of products

MEes
Wear
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Hecesso
Foo

masterCategory

Personal Care
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Figure 7: The Graph of Count total no of images by Master Category




0 Loss evolution Accuracy evolution

—— Loss 1000 1 accuracy

06 0975
05 0950
04 0925

0900
03

0875
0 0850
ol 0825
00 0800

0 10 20 k1] L} 50 0 10 0 kY 4 50

Figure 8: Master Category Loss-Accuracy Evolution Graph

Train and Validation Accuracy

1.00 4
0.95 1
0.90
0.85

0.80

train acc
val acc

0.75 1

0.70 4

o .20 . ,..30 50
Train and Validation Loss

—— train loss
— val loss

[+] 10 20 30 40 50

Figure 9: Training and Testing Validation Accuracy and Loss

10000

‘Confusion matrix, without normalization

Apparel 186 14 84 1 o
8000
Accessories 16 105 24 o
Footwear 10 a1 4555, a o o s000
=
=
=
o
= Personal Care - 5 58 3 1158 1 o
[- <4000
Free items | 1 37 1 1 3 o
Sparting Goods | 1 6 o > o 1
2000
Home T
& & ey =55 & e &
& =
= 5 & &< = o 2+
‘,59' < P e )
< o
Predicted label
o

Figure 10: Master Category Classification Confusion Matrix
e Per class Performance Evaluation
For each class in MasterCategory, the performance is evaluated as given below.



D  precision recall f1-score support
0 0.98 097 0.98 10641

1 094 095 0.95 5668

2 0.99 099 099 4610

3 0.86 0.95 090 1225

4 0.19 011 0.14 56

5 1.00 0.10 0.18 10
Accuracy-0.98

e Prediction Results

The results of the predictions are given in Figure 11. PC indicates predicted class and TC
indicates True Class of product.
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Figure 11: Prediction Results

Similarly, results are obtained by the training model in 50:50, 70:30 and 80:20. Figure 12,
Figure 13 and Figure 14 shows Accuracy-Loss Evolution graphs of each categories under
experimental work.
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Figure 12: Sub Category Accuracy-Loss Evolution Graphs
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Figure 13: Gender+MasterCategory Accuracy-Loss Evolution Graph
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C. Search Results using DFCNN

The cosine similarity approach is used to evaluate the performance of our visual search
models. A measure of cosine similarity between two non-zero vector arrays in a vector space is
computed by taking the cosine of the angle between these two vectors and computing their
similarity. The result is neatly bounded in the range [0,1], with 1 indicating that two vectors
with the same orientation are similar, and 0 indicating that two vectors with opposite
orientations are dissimilar. The visual search models are also evaluated qualitatively, with the
following steps: 1) random selection of a target image to get recommendations from the current
dataset; 2) comparison of the recommended image labels (gender, masterCategory, sub-
category, and articleType) against the target image; and 3) using external images as targets and
retrieving the recommended image labels from the current dataset. During the visual search
process, the top 5, top 10, and top 20 matching images are recommended based on the CNN,
autoencoder, and DFCNN embedding models, respectively. The results of the image search
using both internal and external images are depicted in Figures 16, 17, and 18. The target image
is the image on the left-hand side of each box, and the five images on the right-hand side of
each box are the results of the recommendation using the autoencoder model.

1) Internal Image as Input
e The internal image is given as input to obtain search results.
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Figure 15: Auto-labeling of product

e Internal Image as Input with less number of products

The proposed model is designed to obtain results for products with the minimum number
of product images.
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Figure 17: Top-20 search results with DFCNN

External Image as Input



The external image is given as input that is not present in the dataset and search results are
obtained.

Top-5 R 1t
External Image as Input oP esults

Figure 18: Search results for External image or photograph given as input

5. Conclusion & Future Work

The E-commerce industry necessitates the use of optimized visual search to facilitate the
retrieval or searching of products. The application of machine learning models in enabling
visual search, which solves the problem of searching for products when the correct keywords
are not known by the user, is particularly interesting to researchers. Because it allows users to
search for similar products simply by taking a photo of the product in question, it improves the
customer experience for everyone who uses it. Machine learning models can also be extremely
useful in improving the experience of sellers when they are listing their products on a platform.
Sellers can upload photos of their products, and automated image-to-text machine learning
algorithms can generate appropriate tags to label the products on the marketplace for them. This
can help to reduce inaccuracies in product labeling, which can hurt demand because the products
are not displayed correctly in search results when they are not rendered correctly. The proposed
Deep Fashion Convolution Neural Network (DFCNN) model improved the performance and
accuracy of search results by using deep fashion convolution neural networks. In previous
models, the limitation was found to be that if the number of products was less than a certain
threshold, those products were ignored. With DFCNN model, this limitation is no longer
present. In addition, the computation time is reduced. Indexing method implemented makes
searching faster. When internal and external images are provided as input, along with
appropriate product labeling, the autoencoders developed in conjunction with the DFCNN
model outperform search results in terms of performance.

Machine learning models may also prove useful in the future when it comes to improving the
experience of sellers when they are listing their products on the platform. Sellers can upload
photos of their products, and automated image-to-text machine learning algorithms can generate
appropriate tags to label the products on the marketplace for them. This can help to reduce
inaccuracies in product labeling, which can have a negative impact on demand because the
products are not displayed correctly in search results when they are not rendered correctly. To
accomplish this, CNN models must be combined with natural language processing techniques
such as Word2vec to predict text information from image data and its features. Image
classification may also be used in the identification of counterfeit products, which is another
possible application. An in-depth examination of the characteristics of a brand's logo, such as
its design, colors, placement, and so on, can aid in the identification of bogus products. As
computing power and machine learning algorithms continue to advance at a rapid pace, we may
even be able to use generative adversarial networks (GANS) to come up with new designs for



fashion accessories, thus reducing our reliance on human creativity. Despite the fact that
training a GAN model is extremely difficult, GAN models in the fashion industry have the
potential to provide significant business value very quickly.
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