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Abstract

Airports are a fundamental node in the aviation system. The growth of this sector undergoes the evolution of the airports
procedures and infrastructures. Air traffic control is considered to be one of the most important activity performed in an
airport. This often involves numerous personnel, construction and maintenance costs etc. With the ongoing digitalisation
process in various fields, the concept of remote and virtual control towers (RVT) has emerged owing to the innovation in this
field. Technologies such as augmented reality (AR) have successfully paved their smooth way to bring in improvements to an
RVT. The current work aims to enhance and improve the controller work in an RVT exploiting the adaption of virtual reality
and AR systems. In particular, this concept is under investigation within the EU funded SESAR project: RETINA (Resilient
Synthetic Vision for Advanced Control Tower Air Navigation Service Provision) and DTT (Digital Technologies for Tower).
AR content generation by virtue of various display technologies are studied and, Optical Spatial See-through displays (O
SSTDs) have been considered for its own advantages in developing this application. One of the necessary requirements of
AR in this configuration is identified as the tracking of the operator’s point of view (eye-tracking), to provide virtual content
consistent with its real position. Thus, this paper elaborates the design of specific eye-tracking system using Microsoft Kinect
V2 for the virtual control tower application. The need to have binocular vision to use AR content is assessed and the interface

has been tested with few subjects to evaluate the precision of the measurements detected through the proposed solution.

Keywords Augmented reality - Eye-tracking - Air traffic control - Remote control tower - Microsoft kinect - Spatial
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1 Introduction

With the advent growth in air traffic, air transportation has
spread to small towns and remote locations providing traffic
link to major airports. This certainly increased the pressure
on air navigation service providers in optimizing the activity
of Air traffic management. A completely equipped and opera-
tional tower at a small airport servicing only few takeoffs and
landings per day is an economic load. Thus, Remote Virtual
Tower (RVT) serves as a solution to improve profitability and
flexibility [1]. RVT is capable of collecting real time informa-
tion and conditions of the controlled airport scene, weather
conditions and traffic which are presented on a remote tower
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scene [2, 3]. The RVT offers digital working ambience as the
view of the runway is broadcast remotely via cameras which
are located at the physical airport [4]. The possibility of using
a remote virtual tower develops a path of innovation in the
field.

The classic environment of a control tower is a 360° win-
dowed room, which allows to have a complete view of the
airport area and several people working from the room. Inno-
vative technologies such as Augmented Reality (AR) and
Virtual Reality (VR) can further reinforce and strengthen
these instruments for air traffic control in the virtual control
tower. In brief, Virtual Reality immerses a uses in a com-
pletely digital world where as Augmented Reality overlays
digital information on to the real world [5]. In particular, these
technologies can mitigate the visibility problem connected
to the weather conditions, the distance and the presence of
obstacles. Moreover, they can insert additional information
about the aircraft or the weather on the display. Thus, AR and
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VR systems enhance the quantity and the quality of the infor-
mation provided to the air traffic control operator (ATCO) in
a direct and simple way for the user itself [6] and in a safer
and more efficient way for his/her work performances. On
one hand, integration of an AR system to improve the visual
reproduced information of the tower view has been stud-
ied and proved beneficial through various works [7-9]. The
general idea to enhance the physical view thanks to image
sensors, GPS and radars [10, 11]. On the other hand, VR
systems in air traffic control have also been exploited by a
number of researchers in Remote and Virtual Tower (RVT).!
A synthetic enhancement of the virtual view of the airport
leads to similar improvements in the performances and in
the operations safety to those of the AR on site control tow-
ers.

This work focuses on AR systems and is studied as a part
of SESAR Joint Undertaking Project RETINA (Resilient
Synthetic Vision for Advanced Control Tower Air Navi-
gation Service Provision), which investigates the potential
and methods of applying VR/AR technologies to air traffic
control.> RETINA approach is based on superimposition of
synthetic overlays on the real vision, which reports additional
information for Air Traffic Controllers. This can be done
through the use of AR display modes. There are a number
of AR displays, with different maturity levels, extending the
ability to see the information on the remote tower depending
on their position between the observer and the object [12]:
retinal display, head-mounted display, hand-held display and
spatial optical see-though display. This study focuses on the
last technology: the spatial see-through display (SSTD), in
order to best reproduce the control tower windows. In partic-
ular, the Optical SSTD (O SSTD) exploits semi-transparent
windows, with integrated mirrors, projectors and LCD or
LED technologies. AR systems have to deal with different
operations and activities of the controller and the transition
(in terms of changes of the desired view) from an activity to
an other [13]. One of the necessary requirements for AR in
this configuration is the presence of a head- or eye-tracking
system to calculate the operator’s point of view in order to
provide virtual content that is coherent with its real posi-
tion and to allow to specify which part of image the user is
looking at. Head tracking is a computer vision-based inter-
face enabling to identify and monitor the movement of the
user’s head usually with basic camera or face-tracking soft-
ware and is coupled with eye-tracking systems to enhance
human-computer interaction.

Eye detection and tracking is extremely important when
dealing with the development of human-computer interaction
along with face detection and attentive user interface which
remain as a challenging task. Light conditions, individuality

1" https://www.remote-tower.eu/wp/project-pj05-w2/.

2 http://www.retina-atm.eu/.
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of eyes, head pose, degree of eye openness are some of the
factors that can affect the robustness of eye tracking systems
[14]. The active research of the last decades, exploited differ-
ent approaches on eye detection and tracking to implement
robust and accurate eye tracking systems and many tracking
methods are present in literature [15]. This paper demon-
strates the development of a specific eye-tracking system for
the control tower application, and collaterally, it sets some
general reference points for the use of AR in this environ-
ment.

In Sect. 2, the classification of reference display technolo-
gies is elaborated highlighting the advantages of Optical
Spatial See-through displays followed by the virtual con-
tent generation techniques. Section3 elaborates the tools
and methods of the concept along with the algorithm devel-
opment in Sect.4. Lastly, the tests performed and results
obtained are exhibited in Sect. 5.

2 Classification of AR display technologies

The three basic techniques of displaying visuals in AR
depend on the way the images are generated and displayed.
More precisely, the classification is established on the posi-
tion in which the AR contents are positioned along the optical
path between the observed object and observer’s eyes. As
specified in the introduction, these are categorised to: Head
Mounted Displays (HMD), Hand-Held Displays and Spa-
tial Displays. Hand-held AR is the most common method
which uses smartphones and tablets to show AR content [16].
HMDs are devices with one or two small displays in front of
the eyes embedded in either glasses or helmet and therefore
require the user to wear them. In contrast to the other two,
spatial displays are fixed semi-transparent screens installed
in the work area rather than being worn. Different approaches
like Video See-through, Optical See-through or direct aug-
mentation exist to augment this environment. However, in
order for spatial displays to function properly, it is necessary
to maintain a visual perspective aligned with the head or,
rather, with the user’s eyes. Therefore, at any time, the appli-
cation that produces the overlap of AR content must know
where the user is and where it is staring at. In fact, the content
displayed on the screen is determined from the point of view
of the observer, which is usually calculated by monitoring its
position and orientation of the head or directly of the eyes
[17]. The present study chose the Spatial display systems for
its advantages as mentioned in the following sub-section.

2.1 Spatial see-through displays: advantages and
content generation

The principal advantage of SSTD tools is the low bulk of the
system itself for the users and absence of limits caused due
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to the battery charge times as compared to HMDs. More-
over, it could be used by more people at same time [18, 19].
An important issue and challenge of this system is the mix
between the real and the virtual image as the user/observer
has the freedom of movement with respect to the device,
which is not the case with the HMD systems. In particu-
lar, this issue could create a missed collimation between real
and virtual images affecting visual performance or creating
parallax between two images affecting position and as focus
distance. Thus, the superposition at the same depth between
the real image and the virtual one is a challenge of this sys-
tem. Depending on the target quality (and on the application)
of the system there are two different ways to generate virtual
images:

e biocular disparity (same image for both the eyes, as in a
traditional screen);

e binocular disparity (two different images for the two eyes,
SO a stereoscopic view).

The human perception quality depends on the type of dis-
parity, but not only as described by Nagata [20]. There are
various parameters that influence the perception quality such
as: sources of information, occlusion, interposition, relative
size and density. The reliability of these cues depend on
the distance of the observer.The sensibility of the binocu-
lar disparity has an important value up to 20m, although
researchers are debating on its importance in the so called
vista space (over 30m) [21, 22]. Moreover, in an AR envi-
ronment, conflicting sources of information could lead to
uncomfortable situations. Therefore, for the purpose of our
application i.e, to have AR content displayed on a SSTD,
a binocular disparity rather than a biocular is preferred. In
order to provide the user with the precision of a binocular
disparity, the SSTD system has to track the head and eyes
of the user in order to use them as virtual machine points
for generation of synthetic contents. Head-tracking system
generally calculate the area between the eyebrows, called
glabella and returns only one point as a result. However,
in certain situations the availability of the stereoscopic cue
of visual perception may become important and therefore
an eye-tracking technique allows to generate more refined
AR contents with better system performance. Any eye-
tracking technology uses a software with an implemented
algorithm and sensors. Generally, the actual technologies
track the eyes position from the coordinates of nose. In this
study, an algorithm for eye-tracking with Microsoft Kinect
® device has been developed, which tracks the user eyes posi-
tion directly allowing to provide more accurate data to the
user.

3 Tools and methods

3.1 Microsoft kinect V2

In order to obtain the real time measurement of the posi-
tion of an operator eyes, we used the Microsoft Kinect V2®
(or Microsoft Kinect v2®3), Fig. 1, a motion sensing input
device by Microsoft. This sensor hardware allows with a
dedicated software to obtain and monitor the spatial coordi-
nate of the various points of the user face. This information
can be sent to a communication interface and then can be
elaborated in order to generate AR contents. The software,
named KET - Kinect HD Eye Tracker, is written through the
Microsoft Visual Studio Integrated Development Environ-
ment (IDE), which supports multi-language programming
(C#, Visual Basic, C++) and multi-platform hardware (PC,
mobile, console). It is based on the.NET framework and can
be integrated by numerous ad-hoc extensions for specific
tasks. The programming language to develop this software is
C# and markup XAML in order to produce a Window Presen-
tation Foundation (WPF) application. The sensor calculates
the distance between the camera and the object through a time
of flight camera (TOF-camera) estimating the time taken by a
light pulse to travel through the camera-object-camera path.
Kinect® uses an infrared camera with a resolution equal to
512 x 424 pixels next to an infrared projector, which gener-
ates a reference pattern for the camera. Moreover, in order to
acquire video stream the device has a RGB standard video-
camera with resolution of 1080p at 30 fps joined by four
microphones able to capture the position of sound sources
and to delete echos or noise. Finally, thanks to the dedicated
API, Kinect®is able to simultaneously distinguish up to six
users, their body parts and gestures.

3.2 Method

As previously mentioned, the Kinect ® device is able to dis-
tinguish different body parts of the user and in particular up
to 1347 reference points on user face in a 3D space. Between
these reference points there are those of the eyes contour.
The points are enumerated and viewable with the possibility
of tracing their spatial coordinates. Among these references,
there are also various points of the eye contour, but not the
eye center itself. In order to obtain the center of any object,
the midpoint between two opposite edges can be found, like-
wise for the observer eyes,average distance between the two
opposite edges has been considered as the eye centre. The
next step was to identify these edges for which, two possible
sets of points were realised:

e the outer and inner corners of the eye (red in Fig. 2);

3 simply called Kinect®in the article.
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Fig. 1 The Microsoft Kinect® installed at V-Lab Unibo

Fig.2 The two points set options: red the outer and inner corners, blue
the bottom and top borders

e the top and bottom borders of the eye (blue in Fig. 2).

The outer and inner corners are discarded as it was noticed
that these points are often shadowed by some face orienta-
tion. The bottom and top borders are more visible even with
significant rotation of the head, as represented in Fig. 3.

In general, the human eye is not perfectly symmetric and
so the “centre” can be estimated using the ocular angles of the
real bottom and top borders as shown in Fig. 4. Even if there
is a difference of few millimetres between the border and the
angular method, this distance can be considered as negligible
when compared with the operative one (order of meters) of
the Kinect®. When creating AR content this discrepancy can
be taken in to account to refine generated virtual images. In
this study, the algorithm is developed and tested for both
methods.

The reference points are now two: the centre’s of each eye
and in order to create a 3D vector, three points are required.
This vector represents the direction of user gaze, in particular
for the upward gaze and so to provide the user with coherent
AR contents with the gaze direction (both for the position of
the contents and for the type of the information). Moreover,
the knowledge of the gaze direction is important to under-
stand which areas of the screen could be left empty in order to
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reduce the computational cost or to leave these areas free for
other users. Theoretically, the third point could be arbitrarily
chosen. Although, for this study, a point is chosen that can
be easily identified and has a clear exposition with respect to
to the sensor. The best choice is the tip of the nose, that is
already centred between the eyes.

From a practical point of view the following work is
divided in three parts:

o the C# algorithm for the Kinect® interaction, the reading
of data streams and their elaboration;

e the XAML interface in order to show the data;

e the Socket in order to communicate the data to the AR
system.

4 The algorithm development

The source code is developed in C# and open source.* The
code block diagram and the logic path is shown in Fig. 5.
The following section will briefly describe these blocks.

From Kinect® the software acquires the face image and
the reference points on the user face. Then the algorithm
extracts the coordinates of the bottom and top borders points
and of the nose tip point. The centre of the eye is calculated
minimizing the number of operations for the three coordi-
nates (x, y and z). The importance of the reduction of the
operations number is due to the high refresh frequency of
the image. Moreover, the software calculates the distance
between the eyes (the ocular distance), which will be use-
ful on one hand in the generation of stereoscopic contents,
and on the other hand for the validation of the algorithm as
presented in Sect. 5. On the tip nose coordinates no elabora-
tion is required. Once the coordinates of the three points are
obtained and so the components of the vector, the real time
information is shown on the interface, called Kinect HD Eye
Tracker (KET) in Fig. 6, and sent through the Socket to the
AR device.

In order to validate the software results we performed sev-
eral experimental tests, described in Sect. 5.

5 Tests and results

5.1 Experimental setup

In order to avoid any interference caused by different ref-
erence systems between the Kinect® system and our, it was

preferred to compare an absolute distance, as the ocular one
previously calculated.

4 https:/amslaurea.unibo.it/19049/.
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Fig.3 Different rotations and
inclinations angles of the face
can hide the reference borders
and corners. The former are
more visible than the latter
(Image extracted from
visagetechnologies.com and
modified by the authors)

Fig. 4 Difference between the eye centre calculated with the ocular
angles (green) and the bottom and top borders (red)

The distance between the top border of the eyes is mea-
sured, Fig. 7, in order to obtain the ocular distance. The
two different measurements (the ocular distance from the
software and from the experimental measurements) are then
compared and the difference between the two distances is
an absolute value. Greater distance of the user from the
Kinect® admits greater differences between the measure-
ments. Thus, relative errors are calculated, normalizing the
difference with the distance between the nose tip (Nose Tip
Norm NTN) of the user and the device. This distance is the
module of the nose tip vector composed by the three spa-
tial coordinates of the nose tip reference point previously
extracted by the algorithm. The results are reported in terms

of absolute and relative errors. The absolute error E g is the
difference between the measured distance and the distance
calculated by the algorithm. The relative error is calculated in
two different ways in order to take into account the different
factors that may influence it:

e in relation to the NT N

E
Entn = N;,b;v

x 100 ey

e in relation to the measured ocular distance measured by
the ruler Dyeasured

E
ek 100 )

Eruler =
Dyeasured

The tests are preformed on four volunteers and six dif-
ferent positions, Fig. 8, and two sets of measurements are
reported:

e in the first set the ocular distance is calculated through
the border method;

e in the second set the distance is calculated through the
angular method.

Hence, the validation includes a total of 48 measures.

Real time data

a

Eyes centres and
ocular distance report on the
calculation interface
: Estraction of the

Data acquisition Generation of the inates of the | | Eyes centres and

t the divi face reference Do dors pok sz rilon > nose tip
| O Ce ) points A oaeTs | cooridnates e
) ’ Data sending

through the
Socket

Fig.5 The block diagram of the developed algorithm. Inputs are reported in blue and outputs in red
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B Kinect HD Eye Traker

RIGHT EYE: LEETEYE: NOSE TIP:

X:0,0369 X:-0,0261 X:0,0085

Y: 0,3954 Y: 0,3928 Y: 0,3558

Z:1,4722 Z:1,4696 Z:1,4413
INTEROCULAR ILOK HEAD:

DISTANCE: X:0,0038

D: 0,0632 Y: 0,4361

Z:1,6002

Eyes date and time: out OK Head date and time:

09/30/2019 12:15:04.535 09/30/2019 12:15:04.554

- O X

KINECTRACKER

Fig.6 The Kinect HD Eye Tracker (KET) interface. The centre eyes and nose tip coordinates are reported, as well as the ocular distance, the eyes
orthogonal representation respect to the Kinect®, the 3D reconstruction of the user’s face and the head position. All the distances are in metres

RAPPORT| CON TER
|HHI

Fig.7 Measurement of the eyes distance from the top borders

5.2 Results

According to the results, the algorithm shows a better preci-
sion with an estimation based on the eye border rather than
on the ocular angle, as reported in Fig. 9. In fact, the errors are
below the 6% for the former method and below the 11% for
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the latter respectively. Medium results for each volunteer are
reported in Tab. 1. Furthermore, when comparing the error
to the user distance, the relative error is below the 0.2% for
both methods.

From Fig. 10, we can apparently conclude that there is
an increase in the precision for higher NTN between the
user and the Kinect®. This datum is caused by the operation
of the TOF-camera of the Kinect®. At lower NTN the IR
beam can not be opened wide enough to differentiate the
reference points on the user’s face, while for a higher distance
it does not have any superposition problem. As reported in
Table 2 for the six test positions in Fig. 8, the average error
with respect to the user’s distance, for the border method
increases closer to the Kinect®, but is more user-influenced
than distance-influenced, still maintaining low relative errors.
Furthermore, the difference between the distance measured
and calculated by the algorithm do not seem to be influenced
by a lateral position. For the angular method, the errors are
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Fig.8 Test area with six
different positions for the

measurements
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Fig.9 The ocular distance obtained by the software (blue from the eye
border and red from the eye angles) and the measured distance (green)
as a function of the NTN from the Kinect®

higher, therefore the influence of the user’s distance is not
appreciable.

6 Conclusions

This paper presents the work on the design of a eye-
tracking system for overlaying Augmented Reality content

12

10 ¥ * st
_ +
) -

-
5 & o " +
()
2
&, x il
& X | x
x
2 Rsg 1%
X X %X % X
o X XX X
1,5 2 2,5 3 3,5 4 4,5
NTN [m]

X Border distance error 4+ Angular distance error

Fig. 10 The software errors for the ocular distance (blue for that
obtained from the eye border and red from the eye angles) as a function
of the NTN from the Kinect®

on Remote and Virtual Control Tower (RVT). Primarily, the
study focuses on head-tracking and eye-tracking technolo-
gies in superimposing such content on a Optical Spatial
See-through Display (O SSTD) and comprehends the advan-
tages of considering eye-tracking using Microsoft Kinect.
For which, a significant algorithm is developed and tested.
In this process, the need to have a binocular vision to pro-
vide AR contents inside the air traffic control towers was

Table 1 The average results for

. Volunteer Borders Error Angular Error
each volunteer in terms of
. Eabs ENTN Eruler Eabs ENTN Eruler

absolute error Ep in (m) and

relative error (%) on the user 1 0.0011 0.0060 1.7760 9.8907 0.0477 0.1954

distance Ey7n and on the

ocular distance itself E, o, 2 0.0004 0.0050 0.6989 8.0645 0.0190 0.1790
3 0.0015 0.0041 2.3519 5.9524 0.0552 0.1334
4 0.0038 0.0038 24317 9.7541 0.0574 0.2036
Average 0.0017 0.0047 1.8146 8.41543 0.0448 0.1778

In the last row the final average errors are reported

@ Springer



International Journal on Interactive Design and Manufacturing (1JIDeM)

Table 2 The relative average

Absolute distance Border E,jer Angular E,er

errors (%) for the four Base Position coordinates
volunteers on the six positions 1 (=12, 1.4)

2 (12, 1.4)

3 (—0.08, 2.48)

4 (—0.1,1.4)

5 0.0, 3.9)

6 (0.7, 3.85)

1.844 1.4829 7.6643
1.844 1.1742 7.7034
2.481 1.3719 7.6649
1.404 3.4471 7.3409
3.900 1.4533 7.7872
3913 1.9509 6.5377

The coordinates and distance in [m] are referred to Fig 8 (the Kinect®is placed at the centre of the reference

system)

assessed. It emerged by previous studies, that the visual sen-
sibility given by the binocular disparity is also important at
distances greater than 30ms, especially in those situations
where other information is lacking.

The software and the algorithm were therefore developed
in C# language and XAML markup, capable of interfacing
with the Kinect®device to measure the position of the user’s
eyes and nose tip in a precise and non-invasive way, obtaining
their coordinates with respect to the sensor and adapting them
in order to be sent via Sockets to the AR content generation
system.

Experimental tests were performed in order to evaluate
the goodness of the measurements detected, by measuring
the ocular distance of four volunteers, both through the devel-
oped software and with a physical meter. The values obtained
were highly compatible, with a relative measurement error
always less than 6%, and, if the measurement distance is also
taken into account even less than 0.2%.

The tests also showed that the measurements are less pre-
cise being in the vicinity of the device (Niose Tip Norm
less than 2.5ms), while the accuracy is stable over 2.5 ms.
It is supposed that this is due to the way the Kinect® TOF-
camera works, which uses a projected IR beam to generate
light references for the IR camera. Therefore, apart from in
the vicinity of the Kinect®, there is no decrease or increase
in error related to the user’s position.

For future software development, it would be desirable
to make it more resistant to the presence of multiple people
in the Kinect®field of view, possibly making the software
capable of measuring multiple users at the same time.
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