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Abstract

Assessments are an integral part of academic environments and can present opportuni-

ties for students to make sense of novel contexts using their existing ideas. Assessments also

provide insights on students’ learning and the efficacy of the pedagogical practices. Conse-

quently, physics education research shares a storied history of developing research-based as-

sessments (RBAs) that support students’ sensemaking. However, contemporary studies have

noted several shortcomings of the existing RBAs such as: (i) lack of clarity for instructors

in interpreting students’ scores to make modifications to their instruction, (ii) misalignment

between the content of the assessments and the local learning goals of the instructors, (iii)

scarcity of standardized assessments for undergraduate physics, and (iv) the need to shift the

focus of RBAs from “knowing” to “doing” physics. Researchers have also called for probing

the contextual factors that influence students’ sensemaking in physics.

In light of these observations, I present methodological and theoretical approaches to

developing and analyzing next-generation RBAs. I introduce the development process of

a novel RBA – the Thermal and Statistical Physics Assessment (TaSPA) – which focuses

on assessing the “doing” aspect of physics along with providing actionable feedback for in-

structors to modify their courses. Additionally, this assessment allows instructors to choose

what they wish to assess, thereby bridging the gap between assessment objectives and the

local learning goals of the instructors. I elucidate the leveraging of existing theoretical and

design frameworks in the development of TaSPA and how the interplay of these frameworks

addresses some of the shortcomings of the contemporary assessments. This diagnostic repre-

sents a paradigm shift in how assessments are envisioned and designed by the discipline-based

education research community.

I also complement the contemporary literature by theoretically exploring assessment task

features that increase the likelihood of students sensemaking in physics. I identify the task



features by first noting the salient characteristics of the sensemaking process as described

in the science education literature. Existing theoretical ideas from cognitive psychology,

education, and philosophy of science are then leveraged in unpacking the task features which

elicit the characteristics of sensemaking. Furthermore, I leverage Conjecture Mapping – a

framework from design-based research – to articulate how the proposed task features elicit

the desired outcome of sensemaking. I argue that to promote sensemaking, tasks should cue

students to unpack the underlying mechanism of a real-world phenomenon by coordinating

multiple representations and by physically interpreting mathematical expressions.

The proof of concept of this idea is then presented through analysis of students’ reasoning

about the tasks embodying the proposed features. The analysis is then extended to provide

an explicit account of the intertwining between modeling and sensemaking processes. The

analyses reveal that particular aspects of modeling and sensemaking processes co-occur. For

instance, the priming on the “given” information from the problem statement constituted the

students’ engagement with their mental models, and their attempts to resolve inconsistencies

in understanding involved the use of external representations. I find that barriers experienced

in modeling can inhibit students’ sustained sensemaking.

Major contributions of this work include: (i) elucidating a methodological approach in

developing an RBA that promotes the “doing” aspect of physics; (ii) demonstrating an agent-

based perspective in exploring assessment task features; (iii) operationalizing conjecture

mapping in the context of task design in physics; (iv) introducing a methodology extendable

to unpack task features which can elicit other valued epistemic practices; and (v) an explicit

framework-based unpacking of the association between modeling and sensemaking.

This dissertation opens up avenues for future explorations such as extending the proposed

methodology in developing RBAs for other upper-division physics courses such as quantum

mechanics. The presented theoretical and methodological approaches can also be extended

in exploring features of the assessment tasks that promote additional epistemic practices

such as argumentation and modeling. Researchers can also explore expanding the proposed

list of task features, and the accompanying constraints (if any).
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Chapter 1

Introduction

Engaging with assessment tasks is an integral component of students’ academic practice, par-

ticularly in Science, Technology, Engineering, and Mathematics (STEM) courses. Task-based

learning finds its origin in situated cognition, according to which, knowledge construction

is influenced by the activity, culture, and the context in which the learning occurs5;6. As-

sessments thus present opportunities for students to make sense of novel contexts in light of

their existing ideas. Consequently, physics education research (PER) shares a storied his-

tory of developing and analyzing research-based assessments (RBAs) that support students’

interaction with curricular content7–9.

However, educators have noted several shortcomings of the existing RBAs such as: (i)

lack of clarity for instructors in interpreting students’ scores to make effective course modifi-

cations10, (ii) a misalignment between the content of the assessments and the local learning

goals of the instructors10, (iii) the scarcity of standardized assessments for upper division

physics content, particularly thermal and statistical physics11, and (iv) the need to shift

the focus of RBAs from “knowing” to “doing” physics12–14. Furthermore, several studies in

PER have advocated for facilitating students’ content understanding through “sophisticated

epistemology” - the feature of leveraging different modes of reasoning while engaging with

curriculum15–19. The community has also emphasized promoting pedagogical practices that

facilitate students in generating new knowledge by connecting their existing ideas20.
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My dissertation attends to these concerns by developing and analyzing assessments that

promote sensemaking in physics. Sensemaking represents the cognitive process of attempting

to address a perceived gap in one’s understanding21 and assists students’ in better compre-

hending the curricular content by leveraging different forms of knowledge and practices22.

Sensemaking is also one of the many ways through which scientists and engineers gener-

ate new knowledge23–25. Given this significance, there has been an uptick in investigations

on promoting and analyzing this cognitive process in classroom settings. Researchers have

noted construction and critique of claims during scientific discourses23 and vexing questions

during interactions26 to be instrumental in sustaining sensemaking. Additionally, the blend-

ing of model- and evidence-based reasoning27 during classroom instruction, computational

reasoning about physics scenarios28, addressing quantitative problems through qualitative

insights and vice-versa29 have been observed to facilitate sensemaking in physics.

In chapter 3, I present a theoretical approach in developing a standardized assessment

for upper-division physics that promotes students’ sensemaking of novel contexts through

application of their existing knowledge14. The Thermal and Statistical Physics Assessment

(TaSPA) promotes the “doing” aspect of science in addition to providing actionable feedback

for instructors to support their students’ learning. I elucidate the approach in achieving these

objectives by bringing together contemporary theoretical ideas such as Three-Dimensional

Learning13, Evidence Centered Design30, and Self-Regulated Learning31.

In chapter 4, I theoretically explore the features of assessment tasks that increase the

likelihood of students’ sensemaking in physics32;33. I identify the task features by first noting

the salient characteristics of the sensemaking process as described in the science education

literature. Existing theoretical ideas from cognitive psychology, education, and philosophy

of science are then leveraged in unpacking the task features which elicit the characteristics

of sensemaking. I adopt an agent-based approach in articulating the task features by shift-

ing the vocabulary from “tasks entailing a feature X” to “tasks that cue students about X”

or “tasks that cue students to do X”. Such vocabulary would better account for students’

agency along with the local practices of their learning environments. Furthermore, through

a Conjecture Map1 – a framework from design-based research – arguments about how the
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proposed task features elicit the desired outcome of sensemaking are elucidated. I argue

that to promote sensemaking, tasks should cue students to unpack the underlying mecha-

nism of a real-world phenomenon by coordinating multiple representations and by physically

interpreting mathematical expressions. In chapter 5, I analyze students’ responses to tasks

embodying the above-mentioned features and present a proof-of-concept of the proposed

theoretical idea.

In chapter 6, I continue analyzing students’ responses to similar tasks but through an

additional theoretical lens of modeling34. Modeling is a common cognitive process through

which humans comprehend their surrounding world35–37. When modeling, the person engag-

ing in modeling abstracts and simplifies the target system to facilitate an explanation or a

prediction3;4;37;38. During this process, ideas from one’s knowledge are organized and applied

to reason about various phenomena. Consequently, model-based reasoning can be a crucial

component of sensemaking27. Studies have noted that modeling and sensemaking share

several common features including the objective of “to figure it out”21. The two processes

consist of multiple phases including priming of prior knowledge of the concerned context,

noticing discrepancies while reasoning, and generating new knowledge by connecting existing

ideas39;40. However, most of these accounts focus on describing what modeling entails, but

rarely articulate what constitutes as making sense of something. An explicit description is

important since sensemaking is a complex cognitive process in itself21;41.

I address this gap in the literature by probing the association between modeling and

sensemaking by qualitatively analyzing the case studies of two students, Matthew and Ken,

sensemaking about a physics problem by modeling the given context. The participants’

modeling is examined by noting their construction of mental models42, and their subsequent

expression of the model’s ideas using Suárez’s Denotative Function (DF), Demonstration (D),

and Inferential Function (IF) – the DFDIF account of modeling4. Additionally, the partici-

pants’ sensemaking is examined through Odden and Russ’s Sensemaking Epistemic Game40.

The case studies reveal that particular aspects of modeling and sensemaking processes co-

occur. For instance, the priming on the ‘given’ information from the problem statement

constituted the students’ engagement with their mental models, and their attempts to re-
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solve inconsistencies in understanding involved the use of external representations. I also

note that when the barriers to modeling are experienced, sensemaking is inhibited.

This work makes six key contributions to the contemporary literature:

1. Leveraging contemporary and cross-disciplinary theoretical ideas in developing physics

assessments.

2. Adopting an agent-based approach in physics task-design.

3. Introducing Conjecture Mapping to the context of assessment design in physics.

4. Introducing a methodology extendable to unpack task features which can elicit other

valued epistemic practices (such as modeling and argumentation).

5. Unpacking the intertwining between modeling and sensemaking processes.

6. Identifying modeling barriers as one of the factors which can inhibit students’ sense-

making.

This dissertation is structured as follows: in the next chapter (Chapter 2), I present a

brief overview of the literature on modeling and sensemaking processes. In Chapter 3, I

discuss the theoretical development of TaSPA before exploring the features of assessment

tasks that promote sensemaking in Chapter 4. In Chapters 5 and 6, I analyze students’

response to tasks embodying the proposed features. In the end (Chapter 7), I conclude by

summarizing the work and discussing the avenues for future research.
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Chapter 2

Literature review

In this chapter, I present a review of the literature on modeling and sensemaking processes.

A broad overview of the literature indicates that researchers have investigated these two

constructs by defining them in a variety of ways. In the following subsections, I will attempt

to paint a picture of the broad trends in the literature as it relates to our current study. For

a fuller account of the state of research into sensemaking and modeling, references21;43 and

references44;45 are recommended.

I find four main categories across which modeling has been studies in science education

research: (i) analysis of students’ mental models, (ii) modeling during problem solving, (iii)

modeling in classroom instruction, and (iv) modeling in laboratories. On the sensemaking

front, I note three broad categories: (i) theoretical accounts, (ii) analytical accounts, and

(iii) cognitive outcomes of sensemaking. The categories across modeling and sensemaking

have been detailed below.

2.1 Modeling

Model-based reasoning has gained considerable attention in PER especially in the last three

decades. The increasing emphasis on modeling is evident from ‘Developing and Using Mod-

els’ being considered as one of the key scientific practices to be promoted in classrooms13;46.
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The literature on modeling in PER can be mainly classified into: analyzing students’ men-

tal models42;47–51, modeling during problem solving52–56, promoting modeling in classroom

instruction20;52;53;57–65, and modeling in laboratories66;66;67;67–72.

Investigations into mental modeling have primarily focused on students’ construction and

deployment of mental models. Greca and Moreira42 define mental models to be ‘an internal

representation which acts as a structural analogue of situations or processes’. Researchers

have observed students to possess several simultaneous mental models whose probability of

deployment depends on various factors including student’s mental state, assessment state-

ments, instructional methodologies, and peer interactions48;50.

Problem solving has been one of the primary contexts in which researchers have discussed

modeling in physics education52–56. These studies have considered modeling in general, and

mathematical modeling in particular to be an integral part of problem solving in physics.

Researchers have noted several factors such as description of the target system, and the inter-

actions between the system’s components to guide the choice and construction of appropriate

models during problem solving54;56.

The third domain of investigations on modeling – promoting modeling in classrooms (part

of which overlaps with the studies on modeling during problem solving) – has been advocated

to emphasize the application of physics theories and principles to real-world contexts52;53. To

promote this practice through teaching, models have been classified as mathematical mod-

els52;56, physical models42, conceptual models53, and models of objects, systems, interactions

and processes58. Brew and colleagues have extended the Modeling Instruction to university

level by explicitly focusing on representations during classroom discourses20;60;61;63–65. This

explicit emphasis on modeling has been found to positively impact self-efficacy of women in

learning physics60, facilitate equitable learning environments for students61, cause positive

attitudinal shifts towards physics learning63;64 and promote students’ use of representations

during problem solving65.

In addition to promoting modeling in classrooms, investigations in PER have also em-

phasized modeling during laboratory experiments. Reasoning around models in laboratories

has been advocated since models act as the connecting link between theory and experimen-
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tation67. The call for designing model-centered laboratory activities has been addressed

through development of frameworks and assessments66;68;70. Zwickl et al.72 have noted that

an explicit emphasis on models in laboratories can enhance the blending of conceptual and

quantitative reasoning during experimentation.

In the landscape of modeling literature in PER, I aim to place this study in the categories

of students’ construction of mental models and modeling during problem solving. In the

sections to follow, I discuss two case studies of students solving a physics problem by initially

constructing a mental model and subsequently reasoning by constructing representations in

order to make sense of the given task.

2.2 Sensemaking

Science education literature has a rich repository of investigations on students sensemak-

ing about their surrounding world. These explorations broadly span across three domains:

(i) theoretical descriptions of the sensemaking process (ii) analytical accounts exploring ap-

proaches of sensemaking, and (iii) the outcomes of sensemaking. I present a brief overview

of the studies in each domain, and encourage readers to go through references21;43 along with

the cited literature for additional details.

2.2.1 Theoretical accounts of sensemaking

A section of the sensemaking literature has focused on theorizing the underlying process

involved in ‘making sense’ of a given context. These accounts have explored sensemak-

ing through the lens of transfer41, modeling27;35;38;39;46;73–75, argumentation23;76;77, epistemic

frames78;79, and epistemic games40.

According to Nokes-Malach and Mestre41, sensemaking is a critical component of ‘trans-

fer’ – the process of leveraging existing knowledge in addressing novel problems. The authors

argue sensemaking (during problem-solving) to be an iterative process involving coordination

between prior knowledge and contextual information while generating an optimal solution.
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The process of narrowing down on the optimal solution is often achieved by ‘modeling’ the

given problem27;35;38;39;46;73. Modeling as sensemaking entails an initial construction of mental

models, and subsequent validation of the models’ ideas through external representations74.

One can also model the given context by employing mathematics as either a tool and/or

as an object of investigation75. Choosing the optimal solution candidate is also achieved

through construction and critique of claims during an argument23;76;77. Sensemaking from

the argumentation perspective entails generation and evaluation of new knowledge, both at

the individual, and at the community level.

The idea of generating new knowledge is also resonated in other studies theorizing sense-

making as an ‘epistemic frame’ (a tacit understanding of ‘what’s going on here?’17;80), or

as an ‘epistemic game’ (a strategic approach in perceiving an inquiry81;82). Sensemaking

epistemic frame involves generating new explanations in response to a perceived gap in one’s

understanding about an observed phenomenon. These explanations are based on one’s lived

experiences, and often are aimed at unpacking the underlying mechanism that gives rise

to the phenomenon25;79;83;84. On the other hand, Sensemaking Epistemic Game40 concep-

tualizes sensemaking as a multi-stage iterative process with a goal of addressing of one’s

knowledge gap by leveraging available information and existing ideas.

2.2.2 Analytical accounts of sensemaking

A faction of the science education literature has focused on analytically identifying rea-

soning approaches, or instances (mainly involving mathematics) that qualify as sensemak-

ing25;29;85–92. A review of this literature reveals a variety of definitions adopted to analyze

the sensemaking process.

A subset of this literature has defined sensemaking as establishing coherence between

multiple representations of physics knowledge25;85;86. Multiple representations such as equa-

tions, figures, tables, or linguistic phrases are frequently employed in conveying contextual

information in physics. While Emigh et.al.85 define coordination between these forms of

representations as sensemaking, Lenz et.al.86 observe sensemaking as seeking coherence or
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meaning between them.

Other studies have defined sensemaking as an effort to establish connections between the

structure of mathematical formalisms, and the physical world29;87–92. These studies have

observed ‘mathematical sensemaking’ to entail mapping of causal relations87, conceptual

understanding29;88, or intuitive reasoning89 about physical systems with formal mathematics.

2.2.3 Cognitive outcomes of sensemaking

The third category of the sensemaking literature focuses on probing the cognitive outcomes of

the sensemaking process. This literature posits three major outcomes of sensemaking: gen-

eration of new knowledge, development of sophisticated epistemology, and enhanced content

understanding.

Generation of new knowledge

As noted in Section 2.2.1, one of the characteristics of sensemaking is the generation of new

knowledge by blending curricular ideas with lived experiences. Studies discussing episodes

of sensemaking have noted students making novel claims by constructing analogies, mak-

ing assumptions, designing thought experiments, and predicting outcomes93–96. Further-

more, sensemaking also entails a crucial component of scientists’ and engineers’ reasoning in

knowledge construction while solving cross-disciplinary real-world problems25;41;94.

Sophisticated Epistemology

Personal epistemology - perspectives about what it means ‘to know’, and the nature of

knowledge plays a crucial role in how one engages with a given task97–99. While sensemak-

ing, students iteratively coordinate and reconcile between different forms of knowledge and

reasoning approaches. The knowledge forms include lived experiences, intuitive arguments,

conceptual and procedural ideas, or hypotheses21;25;93. These knowledge forms are further

accompanied with reasoning practices such as argumentation23, asking questions26, or engag-

ing with models74;100. This virtue of leveraging different forms of knowledge and practices, or
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shifting between the different ‘epistemic frames’ during sensemaking results in sophisticated

epistemology16;18.

Enhanced content understanding

One of the consequences of generating new knowledge through sophisticated epistemology

is enhanced content understanding. Leveraging distinct sources of knowledge and epistemic

practices contributes towards better content understanding17;19;101–104 by equipping students

to ‘transfer’ skills across multiple disciplines22;41;94.
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Chapter 3

Theoretical Approach for Promoting

Scientific Practices Through a

Scalable Standardized Assessment for

Undergraduate Physics

In this chapter, I elucidate the design process of an RBA under development - the Thermal

and Statistical Physics Assessment (TaSPA). The goals of the TaSPA include collecting

data on students’ application of existing knowledge to novel contexts (“knowledge-in-use”),

generating actionable feedback for the course instructors, and having the instructor use

that feedback to modify their course. Below, I describe the frameworks that motivate the

design of the TaSPA, but offer a brief summary of the process here to guide the reader.

When available, instructors will be able to use the TaSPA portal to assess their students’

learning in thermal and statistical physics by selecting a set of valued (knowledge-in-use

style) learning goals from a list. Through a web-link accessed by an email from the online

portal, students can take the TaSPA online, making the assessment available even beyond

the classroom hours. After a stipulated time, instructors would receive a report on their

students’ performance on the assessment along with actionable feedback (if required) about
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how they can modify their courses to better support their students’ learning.

In the rest of this chapter, I describe the theories underlying the development of the

TaSPA and then discuss how I use them to develop tasks and provide actionable feedback

for instructors. In doing so, I address the research question:

How can a scalable, research-based assessment for upper division thermal and statistical

physics be developed that assesses “knowledge-in-use”, and provides actionable feedback for

instructors to support their students’ learning?

In the next section, I present the “theory-of-action” before discussing the frameworks

and their operationalization in the assessment development.

3.1 Theory-of-action for TaSPA

The process of assessment design typically involves articulating the measurement argument,

i.e., what the assessment intends to measure (e.g., conceptual understanding), and the mech-

anism through which this measurement occurs (the ways of scoring and interpretation of the

scores to deduce inferences about conceptual understanding)105. The measurement argu-

ments assume significance as they implicitly communicate what the education research com-

munity considers important to assess, and can influence instructors on guiding the everyday

activities in classrooms.

For the current work, in line with the contemporary discussions in the assessment liter-

ature, I consider assessments also as “instruments of change”’ rather than solely as “instru-

ments of measurement”. This paradigm shift then requires replacement of the measurement

argument with a “theory-of-action” - an explicit argument on how the assessment brings

about the intended change in an individual or an institution106. A theory of action entails

articulating the components of the assessment, the change the components intend to produce

(intended effects), and the mechanism which facilitates this change.

Our intended effects correspond to shifting the emphasis of our classrooms from pure con-

ceptual understanding to application of students’ existing knowledge in making sense of novel

contexts. The assessment components involve the learning performances (goals), knowledge-
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Figure 3.1: The theory-of-action for the Thermal and Statistical Physics Assessment
(TaSPA) highlighting the assessment components (on the left) and the intended effects (on
the right). The arrow in between signifies faculty’s uptake of our generated feedback.

in-use tables, assessment tasks, rubrics, and feedback reports. Instructors taking up the

generated feedback and making relevant course modifications correspond to the mechanism

through which the assessment components lead to the intended effects. In the following

section, I describe the three frameworks: Three-Dimensional Learning (3DL), Evidence-

Centered Design (ECD), and Self-Regulated Learning (SRL) which are leveraged in the

design of TaSPA and, together, form the basis for our theory-of-action.

Figure 3.1 summarizes TaSPA’s theory-of-action. The target areas of the assessment are

identified from the 3DL and from the physics education literature11. The assessment tasks

are then developed along with the associated rubrics and feedback reports by leveraging

ECD and SRL as shown in the figure. The operationalization of these frameworks in the

development of the assessment components is to promote knowledge-in-use through emphasis

on scientific practices (along with core ideas and cross-cutting concepts) in classrooms.
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3.2 Design and Theoretical Frameworks

The rest of this section entails the description of three frameworks - Three-Dimensional

Learning, Evidence Centered Design, and Self-Regulated Learning - which are leveraged in

the development of TaSPA’s assessment components.

3.2.1 Three-Dimensional Learning

Educators have emphasized the need to shift the focus of academic learning environments

from “knowing science” to “doing science”, i.e., moving away from conceptual understanding

to organizing ideas and engaging in practices in similar ways as disciplinary experts during

knowledge construction107. Three-Dimensional Learning (3DL) is the design framework

underlying the Next Generation Science Standards13 which promotes the spirit of “doing

science” at K-12 level. This framework characterizes students’ learning across three “di-

mensions” namely (i) Scientific Practices - the ways or activities through which scientists

generate new knowledge. Examples of these include constructing explanations and engag-

ing in arguments based on evidence, developing and using models, etc. (ii) Core ideas- the

key concepts of a discipline which provide organizational structure for students’ existing

knowledge in addition to facilitating sensemaking of new knowledge. These include energy,

properties of matter, etc. (iii) Cross-cutting concepts- the concepts which have applications

across multiple scientific disciplines. These include cause and effect, patterns, etc.

3DL places emphasis on blending the “three dimensions” into science curriculum, in-

struction, and assessment in order to effectively transform classrooms into authentic science

learning environments. While this framework was initially proposed for the K-12 education

system, researchers have argued for its relevance to the college level108. This framework is

adopted in crafting the learning performances by blending the thermal and statistical physics

content with scientific practices, core ideas, and cross-cutting concepts (Refer Figure 3.1 and

3.2.4). While scientific practices and cross-cutting concepts are directly derived from the ex-

isting framework, I add the core idea of “entropy” to better suit the upper division thermal

and statistical context.
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3.2.2 Evidence-Centered Design

Assessments convey information about students’ proficiency on a topic (conceptual under-

standing) or skill (problem solving), based on their responses to specific tasks. Evidence-

Centered Design30 is a framework which conceptualizes assessment as an evidentiary argu-

ment, i.e., an argument which infers about what students can do based on the evidence

demonstrated by students in a given learning environment. This framework articulates the

assessment design and implementation in terms of the five “layers”, namely:

1. Domain analysis. The gathering of substantive information about how disciplinary

knowledge is contextually acquired and applied.

2. Domain modeling. Organizing and relating information obtained in the domain analysis

into a coherent organizational structure. This structure specifies what the assessment

intends to measure, the evidence required to make claims about students’ learning, and

details about the assessment task features.

3. Conceptual assessment framework. The specifications about the ‘nuts and bolts’ of the

assessment machinery such as details of the task formats, rubrics for evaluation, etc.

4. Assessment implementation. Preparation of the elements specified in the conceptual

assessment framework.

5. Assessment delivery. The operationalization of the assessment such as students taking

the tasks, analysis of their responses and generation of feedback reports.

The ECD framework is adopted in developing our assessment components as highlighted

in Figure 3.1 by mainly drawing on the work from Harris et al.12

3.2.3 Self-regulated Learning

“Learning” is a common objective around which researchers, instructors, and students engage

with assessments. The notion of learning as it relates to assessment scores has traditionally

been focused on students. In this work, instructors are also positioned as learners, or,
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more specifically, as self-regulated learners who seek to modify their pedagogical practices

to maximize their students’ learning.

Self-regulated learning31 is a meta-cognitive activity in which learners regulate aspects

of their thought processes, motivation, and behavior during learning. This can include:

actively monitoring progress towards goals; consistently analyzing strategies employed in

pursuit of the set goals; managing emotions, efforts, resources, etc.; and responding to exter-

nal feedback. Effective feedback, particularly external, has been considered as a catalyst in

accelerating and providing necessary impetus for self-regulated learners in making progress

towards their goals. Sadler109 put forward three features of external feedback that are effec-

tive at assisting self-regulated learners in their progress towards the set goals. I adopt these

features in providing external feedback for instructors and the features include clarifying: (i)

the desired performance, (ii) the current state of the performance, and (iii) opportunities to

close the gap between current and desired performance.

The next section details the operationalization of the above-mentioned frameworks in the

development of assessment components before discussing the hypothesized mechanisms in

producing the intended effects.

3.2.4 Development of TaSPA’s assessment components

The assessment components of TaSPA include: (i) Learning performances, (ii) Knowledge-in-

use tables, (iii) Assessment tasks, (iv) Rubrics, and (v) Feedback reports. The interplay of the

three frameworks discussed in the previous section in the development of these components

are highlighted in Figure 3.1 and described below.

1. Articulating learning performances.

Learning performances (LPs) are assessable, knowledge-in-use statements which reflect what

students should know, and be able to do with that knowledge12. In this way, learning

performances reflect the acquisition and application of disciplinary knowledge in the context

of assessment development, and thus mark the “domain analysis” layer of the Evidence
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Centered Design. The focal content areas of the learning performances are drawn from

Rainey et al.’s survey11 documenting the conceptual ideas valued by instructors who have

recently taught thermal/statistical physics courses across the United States. I particularly

focus on the ideas identified by 85% of the respondents (or higher) as valuable to be assessed

in their classes.

The process of crafting a learning performance includes an initial articulation of a sub-idea

- a conceptual statement encompassing one or more content areas from the survey. Below

is an example of a sub-idea which addresses the survey’s topics of ‘heat’, ‘temperature’, and

‘work’:

“Heat flow changes (or does not change) temperature depending on the process

undergone and ambient conditions (e.g., pressure, temperature)”.

The sub-idea is then blended with the three elements of 3DL, i.e., scientific practices, core

ideas, and cross-cutting concepts leading to a learning performance. Though the scientific

practices and the cross-cutting concepts are adopted directly from the K-12 framework46,

the core ideas were modified to better suit the upper-division context. The core idea of “En-

tropy” is added to the existing pair of “Energy”, and “Matter and its Interactions” to better

capture the conceptual terrain of undergraduate thermal and statistical physics. This choice

(of adding a core idea) aligns with suggestions made for extending the 3DL framework for

the college level physics courses108. Below, I present one of the learning performances asso-

ciated with the above-mentioned sub-idea. The associated scientific practice (“Constructing

Explanations”) has been highlighted by the bold text, the core idea (“Energy”) with under-

lined text, and the corresponding cross-cutting concept (“Cause and effect: mechanism and

explanation”) with the italicized text.

By the end of my course, students should be able to: Generate an explanation

about the mechanism by which the temperature does (or does not) change with

heat flow into or out of a system informed by the process undergone and ambient

conditions (e.g., pressure, temperature).
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The choice of the exemplar learning performance and the associated assessment com-

ponents (discussed below) is guided by its accompanying simplicity in demonstrating the

development process within the available space constraints.

2. Generating knowledge-in-use tables.

The next step involves articulating the knowledge, skills, and abilities required to demon-

strate proficiency in addressing the learning performance. This is followed by the articulation

of the corresponding evidence statements (ESs) - the evidence in students’ work which reflect

the required proficiency. Lastly, the task features which can engage students in the targeted

scientific practice, core idea, and cross-cutting concept are identified. The task features

are drawn from the Three-Dimensional Learning Assessment Protocol (3D-LAP) which lays

out the criteria for tasks to elicit evidence of students’ abilities to engage with the “three

dimensions” of learning108.

The organization of the above-mentioned elements, i.e., the learning performance, the as-

sociated knowledge, skills and abilities required to demonstrate the proficiency in the learning

performance, the corresponding evidence statements and the task features in a tabular form

is referred to as the “knowledge-in-use” table. Our approach in developing this tabular struc-

ture is strongly influenced and guided by the work from Harris et al.12. Table 3.1 presents

the knowledge-in-use table for our exemplar LP. From the ECD framework’s perspective,

the formulation of this table corresponds to the “Domain modeling” layer.

3. Developing assessment tasks

The task development begins by identifying a context which addresses each of the elements

in the Knowledge-in-Use table (Table 3.1). The identified context is then employed in devel-

oping an open-ended task. This task is then piloted to upper-division undergraduate physics

students, and their responses are analyzed through the lens of the evidence statements. The

student responses assist in making necessary modifications to the knowledge-in-use table in

addition to assisting the development of a coupled multiple-response (CMR) version of the
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Learning performance Generate an explanation about the mechanism by which the tem-
perature does (or does not) change with heat flow into or out of
a system informed by the process undergone and ambient condi-
tions.

Knowledge, Skills and
Abilities

(i) Identifying relevant processes and conditions that influence
temperature changes, and
(ii) Describing the physical mechanism justifying why heat flow
does or does not change the temperature.

Evidence Statements (i) Statements about processes and conditions that influence tem-
perature changes and
(ii) Statements describing the physical mechanism justifying why
heat flow does or does not change the temperature.

Task Features (i) Providing a claim about a phenomenon, and
(ii) Asking students to reason about the claim by accounting the
cause and effect using appropriate scientific principles.

Table 3.1: An exemplar knowledge-in-use table.

task110. A coupled multiple-response task is a form of two-tier multiple-choice question that

consists of two forms of questions: (i) multiple choice (having a single correct response among

the provided options) and multiple response (having multiple correct or partially correct re-

sponses). Though not as effective as open-ended prompts in capturing detailed insights on

students’ reasoning, the CMR formats provide advantages in streamlined/automated scoring,

thus facilitating the “scalability” feature of the TaSPA. For additional details on creating

CMR versions from the responses to the open-ended prompts, refer111.

4. Designing rubrics

Rubrics translate students’ responses to the assessment tasks into scores or ratings which in

turn are interpreted with respect to ideal outcomes. Since the tasks and rubrics correspond

to the “nuts and bolts” through which the “assessment machinery” functions, their devel-

opment marks the “Conceptual assessment framework” layer from the Evidence Centered

Design’s perspective (Refer 3.2.2). The rubrics are designed to reflect the extent of evidence

provided in students’ responses demonstrating the extent to which I can claim they have

achieved the given learning performance. Students’ responses are characterized into strong,

weak, or no evidence which I refer to as their proficiency “Met”, “Partially Met” or “Not
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met” reflecting their knowledge, skills, and abilities in meeting the learning performance.

The task development (particularly the CMR version) and the rubric design often occur

simultaneously to ensure coherence in capturing relevant evidence for students’ proficiencies.

Every response pattern to CMR tasks is associated with a rubric rating which characterizes

the aforementioned proficiency levels.

5. Generating Feedback Reports

One of the key objectives for the TaSPA is to provide actionable feedback to instructors. I

position instructors as self-regulated learners who constantly modify their teaching strategies

based on personal or systemic feedback. In order to ensure uptake, our feedback embodies

the effective principles as specified in Section 3.2.3. Additionally, accounting the instruc-

tors’ diverse classroom practices across institutions, the feedback refrains from providing

specific, prescriptive approaches. Instead, I focus on the nature of opportunities that stu-

dents can be provided with, to better support their students’ learning. However, the ways

of operationalizing these opportunities are left to the instructors.

The process of generating feedback involves translating and interpreting individual stu-

dents’ responses to make inferences about the class’ performance. Though there are several

ways to achieve this objective, Voting Theory112 is currently being explored to guide our

choices. The generated feedback reports based on the class’ performance are rooted in the

rubrics and are categorized based on the evidence statements. Every rating of the rubric

accompanies a feedback statement which specifies the desired performance, students’ current

performance, and the opportunities which can bridge the gap between the desired and the

current performance (if required).

In our example, if students identified the relevant processes or conditions (evidence state-

ment 1) without completely accounting for the underlying mechanism for the changes in

temperature (evidence statement 2), it would reflect “proficiency met” criteria for evidence

statement 1 and “proficiency partially met” for Evidence Statement 2. In such a case our

feedback would look like:
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You wanted to assess if your students are able to: Generate an explanation about the

mechanism by which the temperature does (or does not) change with heat flow into or out

of a system informed by the process undergone and ambient conditions.

Students were asked to:

• Identify relevant processes and conditions that influence temperature changes.

• Describe the physical mechanism justifying why heat flow does or does not change the

temperature.

The TaSPA:

• Provided evidence that your students identified relevant processes and conditions that

influence temperature changes.

• Provided evidence that your students partially accounted for the mechanism justifying

why heat does or does not change the temperature of the system.

Students could benefit from more opportunities:

• To explore the physical mechanisms through which the heat flow into or out of the

system affects its temperature.

This feedback structure was designed with attention to both simplicity and actionability.

To maximize the chance the instructor will process and act on the feedback, I wanted to

ensure the presentation was not overwhelming. However, as the feedback will be delivered

online, options will be built in for instructors to get more fine-grained suggestions if they are

interested.

3.3 Intended effects of the TaSPA’s feedback

Assuming that instructors find the generated feedback clear and actionable, it is reasonable

to expect that they would then initiate changes in classroom instruction that could result
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in improved student learning. Going back to TaSPA’s theory-of-action (Refer Figure 3.1

and 3.1), our first intended change would be on students’ learning on the valued LPs. Since

the generated feedback is rooted in evidence statements, which are in turn derived from the

learning performances, any uptake of feedback is also expected to result in students’ improved

learning on the corresponding learning performance. Furthermore, since the learning perfor-

mances are crafted by blending scientific practices, core ideas and cross-cutting concepts, I

posit that corresponding course modifications based on our feedback might also result in im-

plicitly promoting three-dimensional learning and thus knowledge-in-use in science learning

environments.

3.4 Conclusion

I present a broad overview of the development process of a novel research-based assessment

- the Thermal and Statistical Physics Assessment. Specifically, I elucidate the leveraging

of existing theoretical and design frameworks in the development of TaSPA. This work

presents a paradigm shift in how assessments are envisioned and designed by the discipline-

based education research community. I have presented our “theory-of-action”- an explicit

account of how our assessment can bring about an intended change by shifting the focus of

our classrooms from “knowing” to “doing” science.

Furthermore, the contemporary literature has raised several concerns on the existing

assessments which include (i) lack of clarity for instructors in interpreting students’ assess-

ment scores, (ii) the need to shift the focus of assessments from what students know to

what students can do with what they know (knowledge-in-use), (iii) misalignment between

the assessment goals and the valued objectives of the instructors, and lastly (iv) scarcity

of standardized assessments for undergraduate thermal and statistical physics. TaSPA ad-

dresses the first concern by providing actionable feedback for instructors on how they can

go about modifying their courses based on their students’ responses to the assessment tasks.

Additionally, by blending scientific practices with the conceptual ideas of thermal and sta-

tistical physics, TaSPA focuses on assessing the ‘doing’ aspect of science, thereby addressing
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the second concern. Since instructors get to choose what they wish to assess (by choosing

the learning performances they value), the current assessment contributes in minimizing the

existing gap between the objectives of assessment and local goals of instructors (thereby

addressing the remaining two concerns).

Currently, the assessment stands with a total of thirteen learning performances along

with the associated components (tasks, rubrics and the feedback reports). In the process

of developing and finalizing these components, a total of 176 student responses across two

large R1 universities in the United States were analyzed. Furthermore, in order to get in-

structors’ perspectives on the assessment, particularly the learning performances and the

feedback statements, ten faculty members who were teaching or had recently taught thermal

and statistical physics at various institutions across the United States were interviewed. The

faculty interviews mainly revealed an overall positive response on the learning performances

reflecting the viability of scientific practices, core ideas, and cross-cutting concepts for under-

graduate level. Secondly, every faculty member considered a different learning performance

as important, thereby reinforcing the need for a design feature allowing instructors to select

assessment objectives which they seem valuable to be assessed.

As for the future work, theoretical underpinnings in translating and interpreting the

individual responses to the class’ results are being explored. The process of piloting the entire

exercise of our assessment administration is also underway, starting from instructors choosing

learning performances to getting actionable feedback based on their students’ responses at

numerous undergraduate institutions in the United States. The assessment is being planned

to be available to the public in 2024.
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Chapter 4

Theoretical exploration of task

features that facilitate student

sensemaking in physics

In this chapter, I present theoretical arguments in favor of four task features that facilitate

student sensemaking in physics.

Researchers in physics education have advocated for facilitating students’ content un-

derstanding through promoting “sophisticated epistemology” - leveraging different modes of

reasoning while engaging with a task15;16. The education research community has also em-

phasized promoting pedagogical practices that facilitate students in generating new knowl-

edge by building on their existing ideas20. Sensemaking21 – the process of addressing a

perceived gap in one’s understanding – attends to these valued objectives.

Sensemaking assists students’ in better comprehending the curricular content by lever-

aging different forms of knowledge and practices22. Sensemaking is also one of the many

ways through which scientists and engineers generate new knowledge23–25. Given this signif-

icance, there has been an uptick in investigations on the discourse markers and the nature

of tasks associated with sensemaking. These include (but are not limited to) construction

and critique of claims23, vexing questions during interactions26, the blending of model- and
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evidence-based reasoning27, computational reasoning about physics scenarios28, addressing

quantitative problems through qualitative insights and vice-versa29, and explaining physical

systems through mathematical insights113. I contribute to these efforts by theoretically ex-

ploring the assessment task features that increase the likelihood of students sensemaking in

physics.

I identify these features by initially noting characteristics of the sensemaking process as

described in the science education literature21. Guided by the research in cognitive psychol-

ogy, science education and philosophy of science, I make a theoretical argument for the task

features that promote sensemaking in physics. I neither argue that the proposed features

necessarily engage students in sensemaking nor any task that elicits sensemaking necessarily

entails these features. I also do not claim that the proposed list is an exhaustive one. Rather,

I make a modest argument that tasks entailing the proposed features together (as opposed

to presence of one of these) increase the likelihood of students sensemaking.

To highlight how the proposed features bring about the desired outcome of sensemaking,

I elucidate the design criteria through a conjecture map. Conjecture mapping is a frame-

work primarily employed in design-based research to conceptualize the interactions between

theoretically salient design features of a learning environment and their intended outcomes1.

I adopt this framework to my context in elucidating how the proposed features elicit the

desired outcomes of sensemaking.

The current work makes four key contributions to the contemporary literature. Firstly,

this study presents an agent-based approach in articulating the task features by shifting the

vocabulary from “tasks entailing a feature X” to “tasks that cue students about X” or “tasks

that cue students to do X”. Such vocabulary would better account for students’ agency along

with the local practices of their learning environments. Secondly, this work operationalizes

the Conjecture Mapping framework in the context of task-design in physics. Thirdly, I lever-

age cross-disciplinary theoretical ideas particularly from cognitive psychology and philosophy

of science in identifying the task features that promote sensemaking in physics. Lastly, my

methodological approach in identifying task features can also be potentially extended in un-

packing task features which can elicit other valued epistemic practices such as modeling and
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argumentation.

In doing so, I address the following research questions in the rest of this chapter:

RQ1 How can I adopt a framework-based approach in theoretically identifying task features

that promote students sensemaking in physics?

RQ2 What set of assessment task features increase the likelihood of students sensemaking

in physics?

In the next section, I detail the theoretical stances adopted to address the above-mentioned

research questions.

4.1 Theory

4.1.1 Agentic paradigm in task-design

Research on task-design has traditionally involved prescribing a set of design features (often

backed by analysis of students’ responses) which can elicit a targeted response from students.

However, studies have increasingly highlighted the role of contextual factors such as local

norms of students’ community (e.g., teachers, classrooms, and institutions) on what counts

as “knowing” or “doing” science114, students’ agency in accessing knowledge sources115;116,

and their in-the-moment framing of the task’s expectations117 as influencing students’ en-

gagement with tasks. Efforts on explicit prompting in tasks too have evoked mixed results.

While few have noted explicit prompting to enhance students’ understanding on domain

principles and procedural knowledge118–120, others have noted them to impede students’ in-

tuitive reasoning121 by selectively emphasizing parts of the presented information122;123. As

Berland et al.124 note

“[...]emphasizing the actions alone can result in rote performance and attainment

of skills, rather than student engagement in the rich work of scientific knowledge

construction, evaluation, and refinement.”
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Figure 4.1: Modified schematic representation highlighting relationships between the ele-
ments of a conjecture map. The original representation can be found in1.

In light of these observations, I adopt an agent-based approach in arguing about task

features by shifting the vocabulary from “tasks entailing a feature X” to “tasks that cue

students about X” or “tasks that cue students to do X”. By “cuing” I mean, conveying or

setting up expectations for students about a feature in a task or about a specific way of

reasoning as a solution approach to the task. Such vocabulary would better account for

students’ agency along with the local practices of their learning environments. In the rest

of this paper, I adopt this framing in theorizing assessment features that can increase the

likelihood of students sensemaking in physics.

4.1.2 Conjecture Mapping

Design-based research accompanies a set of epistemic commitments about design and func-

tioning of learning environments in addition to advancing the understanding of teaching and

learning processes1. Attending to these commitments often requires researchers to articulate

conjectures about how the designed learning environment functions in an intended setting.

Conjecture mapping1 is a technique which conceptualizes these arguments by establishing

relationships between the design features, processes enacted by participants engaging with

these features, and the intended outcomes. This technique highlights the relationships be-

tween various aspects of educational design through six elements: (i) a high-level conjecture,

(ii) embodiment, (iii) mediating processes, (iv) outcomes, (v) design conjectures, and (v)

theoretical conjectures (Figure 4.1).

A high level conjecture forms the first element of a conjecture map which articulates the

theoretical idea driving the design of a novel learning environment. The articulated con-
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jecture provides the road-map of the theoretical idea’s operationalization in a given setting.

This conjecture is then reified in embodiment, the second element of a conjecture map, which

crystallizes the design features into several components. These components include: tools

and materials (assessments, devices, etc.), task structures (the nature and form of tasks),

participant structures (roles and responsibilities of participants), and discursive practices

(forms of participants’ discourses). These components further contribute to the mediating

processes, a set of interactions and artifacts produced from the participants that mediate

between the designed features and the intended cognitive/meta-cognitive outcomes.

The embodiment, mediating processes, and outcomes are connected through design and

theoretical conjectures - the last two elements of a conjecture map. Design conjectures are

the arguments about how the components of embodiment (tools/materials, task/participant

structures and discursive practices) lead to the mediating processes. Theoretical conjectures,

on the other hand, are the arguments describing how the mediating processes will in turn

result into the desired outcomes. Figure 4.1 schematically represents the elements of a

conjecture map and their interrelationships.

I adopt conjecture mapping to elucidate how a set of task features (embodiment) can

nudge students to engage “sensemaking elements” (mediating process) leading to generation

of new knowledge, sophisticated epistemologies, and enhanced content understanding (out-

comes). The theoretical arguments in favour of these outcomes (theoretical conjectures) are

discussed in Section 2.2.3. Sections 4.3 to 4.6 detail the arguments about how the proposed

task features elicit the features of sensemaking (design conjectures). Figure 4.2 represents

the adoption of conjecture mapping to my study.

4.1.3 Sensemaking

Studies in science education have described sensemaking in diverse ways. In the rest of this

paper, I adopt Odden and Russ’21 synthesized account of sensemaking as:

a dynamic process of building or revising an explanation in order to ‘figure some-

thing out’ - to ascertain the mechanism underlying a phenomenon in order to
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resolve a gap or inconsistency in one’s understanding. One builds this expla-

nation out of a mix of everyday knowledge and formal knowledge by iteratively

proposing and connecting up different ideas on the subject. One also simultane-

ously checks that those connections and ideas are coherent, both with one another

and with other ideas in one’s knowledge system.

Odden and Russ put forward this definition by synthesizing three approaches through

which researchers have conceptualized sensemaking in science education. In the first ap-

proach – as a stance towards science learning – sensemaking has been noted to entail gener-

ation of explanations describing the underlying mechanism of a phenomenon. In the second

approach – as a cognitive process – sensemaking has been noted in involve integration of

prior knowledge (experiences) with formal knowledge. In the last approach – as a discourse

practice – sensemaking has been conceptualized as construction and critique of claims dur-

ing argumentation. The construction component of argumentation entails proposing and

connecting ideas to substantiate a claim. The critique component on the other hand, entails

ensuring coherence between various the connected ideas.

Based on the definition of the sensemaking process, and the conceptualizations of sense-

making across the three approaches in the science education literature, I note the following

“sensemaking elements” or the set of activities crucial for engaging in sensemaking:

1. Use of everyday and formal knowledge while reasoning about a phenomenon (sense-

making as a discourse practice).

2. Ascertaining the underlying mechanism of the phenomenon (sensemaking as a stance

towards science learning).

3. Generating and connecting up different ideas in one’s knowledge system (sensemaking

as a discourse practice).

4. Seeking coherence between the generated ideas (sensemaking as a discourse practice).

It should be noted that the above elements do not take into account the crucial aspect

of noticing inconsistencies in one’s understanding during sensemaking. The noticing of a
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discrepancy in one’s knowledge system (also referred to as “gap in one’s knowledge system”

or “epistemic uncertainity”) is a highly contextualized activity influenced by various factors

including prior knowledge, awareness, self-evaluation, and adopted strategies while reason-

ing about a given scenario125. My list of sensemaking elements does not include this critical

feature due to its highly contextual nature. In order to address this shortcoming in my the-

oretical approach, I adopt a probabilistic stance (“the task features increase the likelihood

of students sensemaking”) rather than a deterministic one (“the task features elicit sense-

making”) in my arguments. In addition, it is also worth noting that sensemaking can occur

irrespective of “completeness” or “correctness”. That is one can engage in the sensemaking

process despite failing to conclusively address or incorrectly address the perceived gap.

I blend the above-mentioned sensemaking elements with conjecture mapping framework

in identifying task features which promote sensemaking. By definition, if students engage in

all of the above-mentioned sensemaking elements during an activity, they are more likely to

engage in the sensemaking process. Along the same lines, I posit as my high level conjecture

that a set of task features which elicit the sensemaking elements increase the likelihood of

students sensemaking. My design conjectures correspond to the arguments (articulated in

Sections 4.2 to 4.6) which link the proposed task features to the sensemaking elements of

sensemaking.

4.2 Task features that facilitate sensemaking

In Section 4.1.3, I identified four “sensemaking elements” or a set of activities which together

contribute to the likelihood of sensemaking. These include: blending everyday and formal

knowledge while reasoning about a phenomenon, ascertaining the underlying mechanism of

the phenomenon, generating and connecting diverse ideas, and seeking coherence between

the generated ideas. I posit that the set of task features which elicit these sensemaking

elements increases the likelihood of students sensemaking in physics.

In the next four sections, I propose that tasks which cue students about the following

to promote sensemaking in physics: (i) the presence of real-world context(s), (ii) to engage
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Figure 4.2: Contextual operationalization of the conjecture map in my study. My high
level conjecture (not represented in this figure) takes the form: “a set of task features which
elicit the sensemaking elements increase the likelihood of students sensemaking”. While the
design conjectures are detailed in Sections 4.3- 4.6, the theoretical conjectures are discussed
in Section 2.2.3.

in mechanistic reasoning, (iii) to coordinate between multiple representations, and (iv) to

extract physical implications from mathematical expressions. Each section consists of con-

jectures - arguments about a task feature eliciting specific sensemaking elements, theoretical

background - a theoretical basis of the argument, and empirical evidence - evidence in favor

of the argument from the literature. Tables 4.1 and 4.2 summarize these components.

4.3 Tasks cuing about the presence of real-world con-

text(s)

The first feature I argue to contribute for students sensemaking is the task cuing students

about the presence of real-world context(s). In line with the contemporary discourse in

the science education literature, I consider a real-world context as a scenario relevant to

the learner, and which requires application of scientific principles/models to make sense of
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the presented scenario126. I argue that tasks perceived as rooted in real-world contexts

facilitate two of the four sensemaking elements of sensemaking: use of everyday and formal

knowledge; and generating and connecting up diverse ideas in students’ knowledge system.

These arguments, as design conjectures in my conjecture map (Figure 4.2), have been labeled

as RW1 and RW2.

RW1: Real-world contexts facilitate use of everyday and curricular

knowledge

Conjecture RW1: If a task cues students about the presence of a real-world context, then

it is more likely to invoke their everyday and curricular knowledge. In other words, I posit

that real-world scenarios in physics tasks appeal to students’ lived experiences along with

priming their formal curricular ideas. In order to substantiate this argument, I turn to

studies in cognitive psychology probing the influence of words or phrases in tasks priming

specific information from one’s knowledge system.

Theoretical background: Investigations on human interactions with tasks associated

with a language’s vocabulary (lexical tasks) have observed the role of tasks’ contexts on

participants’ reasoning127. According to these studies, the greater the relevance of the task’s

context to the participants, the better is the task’s interaction with their memories128;129.

‘Semantic priming’130 is one of the theoretical constructs proposed to explain how words or

phrases in a lexical task cue related ideas from one’s memory.

Semantic priming is a cognitive effect in which people respond faster to targeted words

(e.g., ‘dolphin’) when they are preceded by related words (e.g., ‘whale’), as compared to the

unrelated ones (e.g., ‘chair’). Semantic relatedness represents the similarity in meaning or the

overlap in featural description between a set of words or phrases131. Collins and Loftus132,

present the ‘Spreading Activation Theory’ to describe the mechanism through which semantic

memory is accessed during lexical activities. According to this theory, semantic memory

consists of a network of interconnected nodes, with each node representing a concept. A

“concept” can take several forms ranging from a word to a proposition. The connections
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between any pair of nodes represent the information connecting the two concepts. The

stronger the connections between the two nodes, the easier it is to retrieve associated concepts

from memory.

This memory network further embeds a network called semantic networks where the

nodes are connected based on the words’ meaning, and their shared features. The strength

of association between the nodes depends on the degree to which the associated nodes share

common features. For instance, the semantic association of the word “red” is stronger with

“rose” as compared with “elephant”. When a concept is primed during a lexical activity

(such as while reading the task prompt), activation spreads out from the primed node along

the paths of the network. The “intensity” of activation spread is higher for a strongly

associated pair of nodes.

I conjecture that context-based tasks trigger semantic priming with activation spread

emanating from concepts (nodes) associated with students’ lived experiences as well as with

their curricular knowledge. In other words, real-world scenarios in tasks are more likely

to invoke arguments from everyday lives and formal knowledge. This cuing is more likely

to be semantic in nature, i.e., based on shared features of the words/phrases in the task

description.

Empirical evidence: I find empirical evidence for my above conjecture from several

studies in PER. Odden and Russ26, while noting the role of vexing questions in sensemaking,

discuss a pair of students’ (Jake and Liam) reasoning on a task rooted in real-life. The task

inquires about the safety of a car’s passengers when exiting the vehicle following a lightning

strike during a thunderstorm (with the passengers inside the car being unaffected by the

lightning). The students approach the task by blending conceptual arguments about charge

distribution with their everyday experiences about the shape of the car door’s handle. Similar

observations reflecting amalgamation of curricular knowledge with lived experiences can be

found in case studies involving context-based tasks from other studies in PER33;100.

A more direct evidence for my conjecture comes from Enghag et al.’s133 study exploring

students’ reasoning about a context-rich physics problem. The authors note students initiat-

ing their approaches by rephrasing the given prompt based on their lived experiences before
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referring to the underlying physics principles. The authors highlight references to everyday

knowledge as instrumental in students’ meaning making, and understanding of the physics

involved in the task.

RW2: Real-world contexts facilitate generating and connecting di-

verse ideas

Conjecture RW2: If a task cues students about the presence of a real-world context, then

it is more likely to lead students to generate and connect diverse sets of ideas (conceptual,

procedural and intuitive) from their knowledge system. I again refer to the literature from cog-

nitive psychology, particularly on search and selective retrieval of ideas from memory134–136

in support of my argument.

Theoretical background: Nijstad et al.137, propose the Search for Ideas in Associative

Memory (SIAM) as a mechanism to describe how ideas get generated while engaging in an

activity. According to this account, the internal process of idea generation proceeds through

two distinct stages: (i) knowledge activation, and (ii) idea production. In the knowledge

activation stage, a search in one’s memory networks is triggered by a cue from the contextual

features of the task. The structure and function of these memory networks is similar to the

networks discussed in Activation Spread Theory in RW1. The memory search initiated by

the contextual cue results in the retrieval of an image (idea), whose probability of retrieval

depends on the strength of association between the cue and the image. In the second stage,

i.e., the idea production stage, the initial image (produced in the previous stage) now acts

as the triggering cue, leading to the production of an additional image. This chain of image

production – a preceding image acting as a triggering cue for a new image – results into a

“train of thought” until the information processing session is terminated. The conditions of

termination depend on the nature and outcomes of the activity.

I conjecture that presence of real-world contexts in physics tasks are more likely to trigger

a diverse set of ideas from one’s knowledge system. From the viewpoint of SIAM, this

conjecture can be rephrased as: context-based tasks are more likely to trigger knowledge
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activation leading to generation of diverse ‘trains of thoughts’. This argument, as a design

conjecture in my conjecture map (Figure 4.2) has been labeled as RW2.

Empirical evidence: I find several references in cognitive psychology and science ed-

ucation literature in support of my above argument. While discussing the SIAM account,

Nijstad et al137 further note that semantically diverse cues (having diverse featural associa-

tion between the cues) in a task lead to the generation of diverse set of ideas. George and

Wiley138 note people “rely too heavily on familiar or easily accessible information during

idea generation”. Other researchers too have made similar observations on the familiarity

of contextual cues stimulating generation of novel ideas139–141. In science education, Rennie

and Parker142 document students’ perspectives on solving physics problems based on real-

life scenarios. The authors note students referring to context-rich problems as “easier to

visualize” as one of the emerging themes in students’ responses.

4.4 Tasks cuing students to generate mechanistic ex-

planation

Mechanistic explanations – descriptions unpacking the underlying mechanism of a phe-

nomenon – have been considered more sophisticated as compared to say, occult or tele-

ological accounts84;143. In what follows, I argue that tasks cuing students to generate a

mechanistic explanation of a (real-wold) phenomenon to elicit three of the four sensemak-

ing elements. These include: referring everyday and curricular knowledge, ascertaining the

underlying mechanism of a phenomenon, and proposing and connecting up different ideas in

one’s knowledge system. These conjectures have been respectively labelled as ME1, ME2,

and ME3 in Figure 4.2. As the ME2 conjecture – tasks requiring students to generate a

mechanistic account lead to mechanistic reasoning – is self explanatory, I will exclude it

from detailed discussions below.
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ME1: Mechanistic explanations facilitate use of everyday and cur-

ricular knowledge

Conjecture ME1: If a task cues students to generate mechanistic explanation(s), then it

is more likely to invoke references to everyday and curricular knowledge. I substantiate my

argument by referring to studies on storage and accessibility of knowledge about mechanisms

in memory.

Theoretical background: The cognitive science literature argues for six possible for-

mats through which knowledge about mechanisms (henceforth referred to as ‘mechanism

knowledge’) is internally represented. These include: (i) associations, (ii) forces or powers,

(iii) icons, (iv) placeholders, (v) networks, and (vi) schemas. A detailed discussion about

each of the representational formats would be beyond the scope of this paper. However, I

briefly describe each of these formats, and encourage readers to go through144–146 along with

the cited references for additional details.

“Associations” represent the mapping between two or more distinct events from one’s

memory such that the knowledge about a familiar event guides the expectations about the

unfamiliar one147;148. In physics, this association can be observed in the ways propagation of

sound in a medium is explained in terms of the compressions and rarefactions occurring on

a vibrating spring. The second format, “forces”149;150 or “powers”151;152, posits that mech-

anistic inferences are driven by the knowledge of physical laws. According to the “forces”

account, interaction between entities (e.g., collision between two objects) are mediated by

forces, and this interaction is described through vectors highlighting the direction of the

entities’ motion in the influence of the involved forces. On the other hand, the “powers”

account posits that humans comprehend mechanisms by conceptualizing entities as having

inherent dispositional features. These features either take the form of “powers” (tendency

to bring about effects) or “liabilities” (tendency to undergo the effects). Melting of ice in

presence of heat, for instance, would be explained in terms of the “power” of heat (causing

the ice to melt) and the “liability” of ice (to melt in the influence of heat).

The third candidate – “icons” – is a representation in which mechanisms are conceptu-
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alized as mental simulations or mental models consisting of a series of icons or image-like

formats153–155. The mechanistic imagery that humans possess about the functioning of gears

or pulleys is an example of this format156. On the contrary, the “placeholders” account (the

fourth representational format) posits that people tend to hold a placeholder or a reference

pointer for mechanisms instead of a detailed knowledge157. Studies arguing for this format

have observed people to possess skeletal details about the functioning of familiar everyday

complex systems (such as sewing machines or can openers) with a meta-representational

placeholder representing an unknown existing mechanism.

The penultimate representational format, “networks”, has its origin in statistics and

artificial intelligence. According to this account, causal relations are internally comprehended

through causal networks (or “Causal Bayesian Networks”) in which the nodes represent the

variables involved in a mechanism, and the links between the nodes represent the causal

relations between the involved variables158–160. As an example, the experience of drinking

coffee leading to the sense of feeling energized would be represented in a typical causal

network with “drinking coffee” and “feeling energized” as two nodes with an arrow pointing

from the former towards the latter. The last candidate in my list – “schemas”161 – correspond

to clusters of knowledge in the long-term memory that are employed while figuring out the

mechanism of a phenomenon. For instance decisions on the appropriate container to carry

cold drinks during summer, are guided by the schemas about heat conductivity through

various kinds of materials encountered in daily lives.

One of the common themes across the six representational formats discussed above is

their association with one’s prior knowledge. The formats highlight that people construct

mechanistic accounts by building on their existing notions about the functioning of their

surrounding world. Consequently, I posit that tasks cuing students to generate a mechanistic

explanation, particularly about a real-world context/phenomenon, can nudge them to invoke

their everyday ideas in addition to knowledge gained from formal instruction.

Empirical evidence: Several studies in physics education provide empirical evidence

in support of my argument. For instance, diSessa99 observes students to have a “sense of

mechanism” through which they gauge the likelihood of various events, make “backward and
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forward chaining” of events143, and provide the causal account of an observed phenomenon.

This sense of mechanism is built from basic sensemaking elements called “phenomenological

primitives” which are in turn derived from one’s lived experiences. Resonating a similar

view, Hammer162 notes students and physicists to have “rich stores of causal intuitions”,

and generating mechanistic explanations to entail references to lived experiences and formal

ideas. Sirnoorkar et al.33;100 too observe student-generated mechanistic account of an amuse-

ment park ride (a real-world context) to involve an amalgamation of lived experiences and

curricular ideas.

ME3: Mechanistic explanations facilitate generation and connec-

tion of different ideas

Conjecture ME3: If a task cues students to generate a mechanistic explanation, then it is

more likely to lead them in generation and connection of diverse ideas from their knowledge

system. I support my argument by discussing the nature and features of mechanistic rea-

soning as described in the philosophy of science and science education literature. To begin

with, as noted above, mechanistic reasoning entails drawing ideas from lived experiences and

curricular knowledge. Thus, intuitive and formal insights contribute to the spectrum of ideas

invoked in unpacking the mechanism of a phenomenon.

Theoretical background: Furthermore, mechanistic reasoning is a complex cognitive

process involving description of the behaviour of relevant entities and processes that give

rise to a phenomenon96;143;163;164. One generates mechanistic accounts by transitioning from

observable features of the phenomenon at the macro level to the underlying entities or pro-

cesses (often at the micro level)96;143. The process of ascertaining the mechanism can further

involve transitioning back from the micro to the macro features, and testing the validity of

the generated explanations by varying the spatial or temporal organization of the entities

or processes. This cyclic navigation across “scalar levels” – between observable features and

underlying entities or processes, requires one to invoke conceptual, procedural or intuitive

ideas and establish coherence between them. This argument as my design conjecture, has
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been labelled ’ME3’ in Figure 4.2.

Empirical evidence Several studies describing episodes of mechanistic reasoning have

noted students invoking and connecting diverse sets of ideas in their explanations143;165;166.

Russ et al.143 discuss first-grade students’ mechanistic account of a scenario involving a piece

of paper and a book simultaneously dropped from a same height. The students explain the

mechanism of falling objects in terms of gravity (a curricular idea) and everyday experi-

ence of jumping and landing back on the ground. Similarly, de Andrade et al.165 discuss

a pair of middle school students’ collaborative exploration of how antacid pills neutralize

stomach’s acidity. The students (Iris and Raul) generate an explanation by invoking the

conceptual argument of the formation of salt and water upon the acid-base reaction. This

argument also accompanies a procedural idea of the combination of elements during reaction

in determining the molecular formula of the salt and water. The students also reason by

making arguments based on everyday experiences that molecules (or objects in general) get

smaller in size after collision in a reaction. I find a similar observation in Bachtiar et al’s.166

study in which students invoke conceptual, procedural and intuitive ideas while generating

mechanistic accounts of a soccer ball’s motion while designing its animation.

4.5 Tasks cuing students to engage with multiple rep-

resentations

Elucidating complex ideas through multiple external representations such as equations (wave

functions, equations of state), graphs (kinematic plots, isotherms), or words (laws, theorems)

is a common practice in physics. By multiple representations, I mean a combination of

distinct external representations that illustrate the same content but use different symbol

systems167;168. Representational formats of an idea complement each other by highlighting

specific information about its content169–173. For instance, the kinematic equation v = v0+at

can better highlight the dependence of an object’s final velocity (v) on initial velocity (v0),

duration of its motion (t), and its uniform acceleration (a). On the other hand, the graphical
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representation of the same equation (velocity vs time plot) better highlights the qualitative

variation of the object’s velocity for a given nature of acceleration (positive, negative or

zero).

I argue that tasks cuing students to engage with multiple representations – either provided

or constructed – address the following sensemaking elements: proposing and connecting up

different ideas; along with establishing coherence between them. These arguments as my

design conjectures, are labelled “MR1” and “MR2” in Figure 4.2. As a primer, note that

unlike the last two sections, in the current section and in the next one, I substantiate the

the relevant design conjectures through a common theoretical background.

Theoretical background: As a basis for these conjectures, I refer to Mayer’s “Cogni-

tive Theory of Multimedia Learning (CTML)”174 describing the cognitive process involved

in interacting with multiple representations. According to CTML, engaging with multiple

representations (or multimedia) involves participation of sensory, working, and long term

memories. Sensory memory is a short-term memory in which information obtained through

sensory inputs (such as visuals of a painting) are stored in their original perceptual form.

Working memory corresponds to the cognitive faculty involved in processing and manipu-

lating instantaneous information in active consciousness (e.g., the cognitive process invested

in comprehending the meaning of this sentence). Lastly, the long term memory corresponds

to the accessible information stored across longer periods of time (e.g., information about

one’s childhood).

With the participation of these memory forms, the cognitive process involved in inter-

acting with multiple representations proceeds through three distinct and consecutive phases:

(i) selection, (ii) organization, and (iii) integration of information. As noted earlier, each

representational format of an idea highlights a specific component of the information about

the idea. The first phase – selection – involves selective choice of this information to be ex-

pressed into, or extracted from each representational format with the participation of one’s

sensory memory. In my kinematic example, the selective extraction of the information about

the interdependence of the variables (v, v0, a, and t), along with their behavior in limiting

conditions, mark the selection phase associated with the algebraic representation. Similarly,
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an analogous argument can be made about the graphical representation (v−t plot), in which

the qualitative information about the velocity variation is selectively comprehended.

The next phase – organization – involves forming mental representations of the embedded,

or the selected pieces of information in the working memory. These mental representations

are constructed by establishing internal connections between the informational pieces. In the

kinematic example, this can correspond to the formation of mental representations of the

interdependence of the variables (extracted from the equation), and the velocity variations

for a given acceleration (extracted from the graph). Lastly, these mental representations

are fused with the help of prior-knowledge drawn from the long-term memory marking the

integration phase of the CTML. In the kinematic analogy, this phase can correspond to the

amalgamation of the algebraic and graphical mental representations using existing knowledge

about slopes, or about uniform/non-uniform motion of objects.

MR1: Engaging with multiple representations facilitate generation

and connection of ideas

Conjecture MR1: If a task cues students to engage with multiple representations, then it

is more likely to lead students into generation and connection of ideas from their knowledge

system. Based on the CTML’s three phases, particularly the selection and the organization

phases, I note that engaging with multiple representations involve generation and connection

of ideas. While the former phase involves idea generation through selective interaction

with information from the representations, the latter involves connecting the ideas through

formation of mental representations.

Empirical evidence: Several studies in physics education have made observations about

representations facilitating generation and connection of ideas. Researchers have observed

multiple representational formats to cue students in employing and connecting diverse set of

domain-specific principles and strategies during problem solving175–177. De Cock175 observes

that an isomorphic task presented in varying representational formats tends to elicit differ-

ent solution approaches along with physics principles. On a similar study, Podolefsky and
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Finkelstein176 note that use of multiple representations can facilitate mapping of ideas during

analogical reasoning. Van Heuvelen and Zou177 note multiple representations of work-energy

processes such as verbal descriptions, bar-charts, and mathematical equations facilitate stu-

dents in better visualizing the energy conservation principle in addition to production of

“mental images for different energy quantities”.

MR2: Engaging with multiple representations facilitate establish-

ing coherence between ideas

Conjecture MR2: If a task cues students to engage with multiple representations, then it

is more likely to nudge them in seeking coherence between ideas. Along the same lines, the

CTML’s last two phases – organization and integration – highlights that engaging with mul-

tiple representations facilitates establishing coherence between the generated ideas. While

the former phase entails establishing coherence between the selected pieces of information

from a representational format, the latter involves establishing coherence between ideas

from representations. Seufert178 refers to these two phases as ‘intra-representational co-

herence formation’ (establishing interrelations within a representational format), and ‘inter-

representational coherence formation’ (establishing interrelations between representational

formats).

Empirical evidence: Cox172 argues that external representations help in better com-

prehending an idea as each representational format directs attention to a particular charac-

teristic feature highlighted by the representation. Indeed, Gire and Price169 note students

reasoning in quantum mechanics by effectively coordinating between Dirac, algebraic and

matrix notations while representing quantum states of a system. The authors observe stu-

dents establishing coherence between their ideas by using one notation as a template while

creating corresponding representations in other notations.
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4.6 Tasks cuing students to extract physical implica-

tions from mathematical expressions

Physics education research has an extensive corpus of discussions on the role and use of

mathematics in physics8;179. A major section of this work has analyzed students’ interaction

with mathematical formalisms during problem solving17;19;87. In the rest of this subsection,

I argue that tasks cuing students to extract physical implications from mathematical ex-

pressions (equations, plots, etc.) lead to generation and connection of ideas, along with

establishing coherence between them. These arguments have been labelled “PI1” and “PI2”

in my conjecture map (Figure 4.2).

Theoretical background: Discussions in the philosophy of science literature posit that

extracting physical implications from mathematical expressions involve mapping structural

features of mathematical formalisms to that of physical systems3;4;180;181. This view has

been identified with several theoretical perspectives such as ‘mapping account’180, ‘inter-

pretation’3, ‘inferential conception’181 or ‘inferential function’4. Nevertheless, the underly-

ing theoretical view remains that interpreting mathematical relations involve bridging the

structure of mathematical formalisms with the features of the target system. For instance,

inferring the motion of a spring (target system) from the equation F = −kx (mathematical

structure) involves mapping the algebraic symbol F with the net force on the spring, x with

the spring’s displacement from its mean position, k with the spring constant and the nega-

tive sign with the force’s direction. Evidently, this mapping requires one to simultaneously

engage with formal mathematical ideas (procedural or conceptual) along with ideas about

the physical system. Consequently, I argue that the process of interpreting meaning from

mathematical expressions involve generation of ideas and establishing coherence between

them.
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PI1: Physical interpretations facilitate generation and connection

of ideas

Conjecture PI1: If a task cues students to interpret mathematical expressions in light of

physical systems, then it is likely to facilitate generation and connection of ideas. Physically

interpreting mathematical expressions is a common practice in physics. Whether it’s de-

termining the likelihood of an event based on the changes in entropy of involved systems,

or identifying the position of an image from ray diagrams, students and physicists alike are

familiar with this practice.

Empirical evidence: Several studies have noted interpretation of mathematical re-

sults as a crucial component of reasoning in physics55;56;82;104. Sherin92 makes a case for

the existence of knowledge structures called ‘symbolic forms’ which mediate the process of

meaning making through mathematical formalisms. According to this view, students blend

contextual ideas with mathematical insights while interpreting (or expressing) meaning from

mathematical expressions. Making a similar observation, Arcavi182 argues for ‘symbol sense’

in mathematics, which facilitates interpretation of mathematical expressions via intuitions.

Perhaps, a more direct evidence in support of my argument comes from the study by Kuo

et al.90 investigating students’ blending of conceptual arguments with formal mathematics.

The authors discuss one of their participants’ (Pat) reasoning about the difference between

final velocities of two balls dropped with differing initial velocities. The reasoning approach

involves interpreting a kinematic equation (v = v0 + at) through the lens of derivatives

(a mathematical idea), and linking it to the variation of the balls’ parameters (ideas of the

physical system). Gifford and Finkelstein75 term this approach as mathematical sensemaking

involving use of mathematical ‘tools’ to reason about physical system.

PI2 Physical interpretations facilitate establishing coherence be-

tween ideas

Conjecture PI2: If a task cues students to interpret mathematical expressions in light of

44



physical systems, then it is likely to nudge them in seeking coherence between ideas. Along

the same lines, I argue that the process of interpreting mathematical expressions involves

establishing coherence between the generated ideas. In my above example involving the

spring’s motion, one can interpret the negative sign in the equation as the net force and the

displacement vectors being oppositely directed at a given instant of time.

Empirical evidence: Several studies in PER have indeed referred to the process of

coherence seeking between mathematics and physical systems as “mathematical sensemak-

ing”. While Kuo et al. define it as “leveraging coherence between formal mathematics and

conceptual understanding”29, Dreyfus et al. define the same as “looking for coherence be-

tween the structure of the mathematical formalism and causal or functional relations in the

world”87. Wilcox et al.55 further note this practice as ‘Reflection of results’ while discussing

upper-division students’ use of mathematics in physics.

4.7 Discussion

4.7.1 Operationalizing conjecture mapping in the context of task-

design in physics

I operationalize conjecture mapping – a framework in design-based research – in the context

of identifying the assessment task features that promote sensemaking in physics (RQ1).

Based on the literature’s description of the sensemaking process, I note the sensemaking

elements (the set of activities) that constitute sensemaking. The sensemaking elements cor-

respond to themediating processes of my conjecture map - the set of interactions and artifacts

produced by participants while engaging with the designed learning environment. My high

level conjecture takes the form: “a set of task features which elicit the sensemaking elements

increase the likelihood of students sensemaking”. These task features then correspond to

the embodiment component of my conjecture map - the material features which elicit the

sensemaking elements of sensemaking. The arguments substantiating the embodiment, i.e.

my design conjectures, have been detailed in Sections 4.3 to 4.6. Lastly, I note the theoretical
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Table 4.1: A brief summary of the task features entailing real-world context and mechanistic
explanation, design conjectures associated with each feature, theoretical background for the
design conjecture and the corresponding empirical evidence from the literature.

Task-feature Conjecture Theoretical basis Empirical ev-
idence

If a task cues students
Real-world
context (RW)

(RW1) about the presence of a real-
world context, then it is more likely
to invoke students’ everyday and cur-
ricular knowledge.

Semantic priming
and Spreading ac-
tivation theory

26;100;133

(RW2) about the presence of a real-
world context, then it is more likely
to lead students to generate and con-
nect diverse sets of ideas (conceptual,
procedural and intuitive) from their
knowledge system.

Search for Ideas in
Associative Mem-
ory (SIAM)

137–142

Mechanistic
Explanations
(ME)

(ME1) cues students to generate
mechanistic explanation(s), then it is
more likely to invoke references to ev-
eryday and curricular knowledge.

Representational
formats of mecha-
nism knowledge

33;99;100;143;162

(ME2) to generate mechanistic ex-
planation(s), then it is more likely to
elicit mechanistic accounts.
(ME3) to generate mechanistic ex-
planation(s), then it is more likely to
cue generation and connection of di-
verse ideas from their knowledge sys-
tem.

Theory of mecha-
nistic reasoning

143;165;165;166;166
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Table 4.2: A brief summary of the task features entailing multiple representations and phys-
ical interpretations, design conjectures associated with each feature, theoretical background
for the design conjecture and the corresponding empirical evidence from the literature.

Task-feature Conjecture Theoretical basis Empirical ev-
idence

If a task cues students
Multiple
Representa-
tions (MR)

(MR1) cues students to engage with
multiple representations, then it is
more likely to cue generation and
connection of ideas from their knowl-
edge system.

Cognitive Theory
of Multimedia
Learning (CTML)

175–177

(MR2) cues students to engage with
multiple representations, then it is
more likely to nudge them in seek-
ing coherence between ideas

169;172

Physical In-
terpretation
(PI)

(PI1) cues students to interpret
mathematical expressions in light of
physical systems, then it is likely to
facilitate generation and connection
of ideas.

Mapping account/
Interpretation/
Inferential Con-
ception/ Inferen-
tial Function

90;92;182

(PI2) cues students to interpret
mathematical expressions in light of
physical systems, then it is likely to
nudge them in seeking coherence be-
tween ideas.

29;55;87
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conjectures about the outcomes of engaging in the sensemaking process from the literature

(Section 2.2.3). Figure 4.2 highlights the contextual operationalization of conjecture map-

ping to my study.

4.7.2 Identifying task features that increase the likelihood of stu-

dents sensemaking in physics

I identify the task features which increase the likelihood of students sensemaking in physics

(RQ2) by leveraging contemporary theoretical ideas from cognitive psychology, education,

and philosophy of science. These features include tasks cuing students about: (i) the pres-

ence of real-world context(s), (ii) to unpack the underlying mechanism of a phenomenon,

(iii) to engage with multiple representations, and (iv) to physically interpret mathematical

expressions. The identified features complement the contemporary pedagogical efforts in

supporting students in making sense of their surrounding world using curricular ideas.

Several studies in science education have examined students’ reasoning while engaging

with real-world contexts (my first task feature). In addition to developing context-based

pedagogical materials183–186, researchers have analyzed students’ cognitive, meta-cognitive,

and affective behaviors while engaging with such materials126;142;187;187;188;188–190. These stud-

ies have noted context-based problems to enhance students’ situational interest142, motiva-

tion183;191–193, along with improving attitudes towards science learning194. My work adds

increased chances of engaging in sensemaking to this growing list. Ogilivie195 indeed notes

context rich, open-ended problems to be fertile grounds for students to notice inconsistencies

in their knowledge systems - a crucial feature of the sensemaking process.

Researchers have also explored students’ engagement with multiple representations (my

third task feature) in physics. Coordination between representations – referred to as “rep-

resentational fluency” – has been noted to assist students in invoking conceptual ideas not

specified in the problem statement169;196, leveraging information highlighted by representa-

tion(s)176, and facilitating organization, prioritization, and communication of the contextual

information172;197–199. My work adds to this list by noting that engaging with multiple rep-
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resentations leads to generating ideas and establishing coherence between the ideas thereby

facilitating sensemaking.

Recent investigations have also explored the close association between sensemaking and

modeling. Sirnoorkar et al.100 note assembling of prior knowledge during sensemaking to

entail construction of mental models about the target systems. The authors also note ad-

dressing and resolving the perceived inconsistencies during sensemaking to entail coherence

seeking in the models, and testing them in light of their target systems. My identified task

features complement these observations by facilitating promotion of sensemaking through

modeling. Real-world systems (my first task feature) specify the nature of target systems,

which when modeled, can increase the likelihood of students sensemaking in physics. Simi-

larly, coordinating multiple representations, and physically interpreting mathematical results

(the last two task features) specify the ways of establishing coherence and testing the merit

of the models.
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Chapter 5

Analyzing students’ responses to

tasks embodying features that

promote sensemaking

In the previous chapter, I presented a theoretical argument in favor of four task features

that increase the likelihood of students’ sensemaking in physics. I argued that to promote

sensemaking, tasks should cue students (i) about the presence of a real-world context; (ii)

to generate a mechanistic explanation concerning the given context; (iii) to coordinate with

multiple representations and (iv) to physically interpret mathematical expressions. I eluci-

dated the design criteria through a conjecture map – a framework from design-based research

– highlighting how each task feature attends to a characteristic feature of the sensemaking

process. Figure 4.2 represents the conjecture map which relates the task-features (“Embod-

iment”) and the characteristics of the sensemaking (“Mediating processes”).

In this chapter I present

1. an example task embodying the proposed features.

2. empirical proof of the design conjectures by qualitatively analyzing a case study of a

participant sensemaking on a physics problem.
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3. proof-of-concept of the likelihood argument in eliciting sensemaking, i.e., how a task

though embodying the proposed task features may not necessarily nudge students into

sensemaking.

I present two case studies of problem solving and qualitatively analyze them through

the lens of sensemaking and mechanistic reasoning. In the next section, I detail the theory

of mechanistic reasoning and present the analytic framework in capturing the degree of

mechanistic reasoning in our participants’ work.

5.1 Theory: Mechanistic reasoning

Reasoning about the underlying mechanism of a phenomenon (the second cognitive element

in our list) is a key component of the sensemaking process. As noted in the previous section,

mechanistic reasoning is a form of causal reasoning that entails description of the events and

the behavioral factors that lead to a phenomenon96;143;163;164. This form of reasoning entails

generating explanations by transitioning from observable features of the phenomenon at the

macro level to the underlying entities/processes (often at the micro level)96;143. The process

of ascertaining the mechanism can further involve transitioning back from the micro to the

macro features, and testing the validity of the generated explanation by varying the spatial

or temporal organization of the entities/processes. This navigation across scalar levels –

between observable features and underlying entities/processes, makes mechanistic reasoning

a key component of the sensemaking process96.

As an example, consider a common scenario frequently referred in introductory physics

courses concerning the variation of a person’s weight in an uniformly accelerating elevator.

In order to understand the mechanism responsible for changes in the weight, one needs to

identify the interactions of the forces on the rider’s center of mass. The forces, as highlighted

in Figure 5.1, include the rider’s net force (ma), the person’s weight (mg), and the normal

force (N) exerted by the elevator’s floor, wherem, g, and a take usual notations for the rider’s

mass, the acceleration due to gravity, and the net acceleration of the elevator. Solving for

the normal force during the elevator’s upward and downward motion, one obtains:
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Nu Nd

mg mgmg

ma ma

(a) (b)

Figure 5.1: Force diagrams describing the forces acting on a rider inside an accelerating
elevator. The black dot represents the rider’s center of mass. While (a) describes the scenario
of elevator’s upward motion, (b) describes the downward motion

Nu = m (g + a) (5.1)

Nd = m (g − a) (5.2)

where Nu and Nd are the magnitudes of the normal forces experienced by the rider during

the elevator’s upward and downward motion. Since the apparent weight is the normal force

experienced by the person, one can conclude from the above equations that the rider’s

weight while moving upward would be greater as compared to while moving downward.

Furthermore, if the elevator were to be at rest (a=0), the normal forces in both the cases

would be equal to the rider’s weight (mg), which further validates our result.

A mechanistic account, such as the one observed in the above example involves making

a transition from the observable variation of weight to the non-observable realm of forces’

interactions on the rider. The validation of the generated explanation further involves tran-

sitioning back from the domain of forces to the observable behavior of the rider-elevator

system under limiting conditions (i.e., with a being equal to zero).

5.1.1 Analytic framework on mechanistic reasoning

Russ et al.143 put forward an analytic framework to capture the complexity of mechanistic

reasoning in students’ work. We adopt this framework to analyze the introductory student’s

mechanistic reasoning in our case studies (Section 5.3). The framework identifies the fol-
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lowing nine hierarchical codes in the increasing order of their sophistication that relatively

evidence mechanistic reasoning.

1. Describing the target phenomenon. Articulation or demonstration of a stable phe-

nomenon concerning which reasoning about the underlying mechanism occurs. In our

example, an identification of the variation in the apparent weight of the rider inside an

elevator can evidence this code.

2. Identifying set up conditions. Noting the enabling conditions of the environment that

describe spatial and/or temporal organization of entities that trigger regular changes of

mechanism leading to the phenomenon. In the elevator scenario, the set up conditions

can be the starting of the elevator motion (either upwards or downwards) that leads

to the interaction of the forces on the rider can.

3. Identifying entities. The identification of objects or entities (such as floor of the el-

evator, rider’s center of mass, and the involved forces) that play crucial roles in the

manifestation of the phenomenon (for changes in the rider’s weight inside an elevator).

4. Identifying activities. The identification of actions and interactions in which the entities

engage in a mechanism correspond to this code. In our case, the motion of the elevator,

directionality, and interactions of the forces correspond to the identification of the

activities.

5. Identifying properties of entities. Identification or articulation of general properties

of entities such as mass of the rider, and the nature of forces (gravity being directed

towards the earth, normal force being perpendicular to the surface, etc.) that are

instrumental in the mechanism.

6. Identifying organization of entities. The description of spatial organization, location,

and the structure of entities, such as the rider being in contact with the elevator’s floor,

and the action of the forces on the riders’ centre of mass corresponds to this code.
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7. Chaining: backward and forward. Reasoning about the events that were crucial for the

current behavior of systems (backward chaining), or that about the potential behavior

of systems given its current state (forward chaining) mark this code. In our case, this

code may correspond to analyzing the variation of the rider’s weight upon stopping of

the elevator.

The authors further describe Analogies and Animated models as two additional codes

which can accompany in students’ mechanistic reasoning. Mapping of or comparing a known

mechanism onto the phenomenon under consideration as a framework for understanding the

given situation marks the Analogies code. When students employ external representations

for illustrating any of the above-mentioned seven categories, it corresponds to the code of

Animated models. The authors further notes higher the hierarchical codes, more the evidence

of mechanistic reasoning in students’ work.

We adopt this framework to analyze an introductory student’s mechanistic reasoning on

two physics problems which vary in terms of our proposed task features on sensemaking

(Refer Sections 5.3 and 5.4).

5.2 Methodology

5.2.1 Data collection

Data for the current study is derived from two sets of think-aloud interviews which were

conducted during spring of 2018 to investigate students’ engagement with scientific prac-

tices46. Before going into further details, note that this study does not investigate students’

reasoning about scientific practices for which the data were originally collected. However,

the arguments made in the current work stem from observations of students’ sensemaking

in these interviews. Each of these interviews involved ten introductory students from a

Midwestern US university solving a set of physics problems. The problems sets in both

the interviews were designed using the Three Dimensional Learning Assessment Protocol

(3D-LAP)108. While the first problem set consisted of seven tasks all of which elicited the
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Figure 5.2: Statement of the Ferris wheel task.

scientific practice of “Using Mathematics”, the second set consisted of nine tasks, of which

three (tasks 7, 8 and 9) aligned with the scientific practice of “Developing and Using Models”.

Both interview protocols involved asking participants to treat the problem-solving ex-

ercise as an untimed exam and that their participation had no bearing on their academic

grades or courses. The participants were asked to express their thoughts out loud and the

interviewer interacted with participants only when asked or to prompt them to express their

thoughts aloud with questions such as ‘What are you thinking?’ The participants were al-

lowed to use calculators and were provided an equation sheet. Students were compensated

with $20 for their participation.

Of the 320 instances of problem solving (16 problems attempted by 20 students) across

the two sets of interviews, we present Luke’s and Catherine’s attempt at the “Ferris Wheel

task” 5.2. Our choice to focus on Luke’s and Catherine’s attempts is guided by the two con-

trasting approaches demonstrated by the participants to the same task. While Luke made

sense of the task by leveraging intuitive reasoning and multiple representations, Cather-

ine reasoned about the same by manipulating a single equation. These two case studies

demonstrated the feasibility of our likelihood argument in discussing about the task fea-

tures. Additionally, the selection of the Luke’s and Catherine’s attempts were guided by

their explicit and clear articulation of reasoning along with the audio/video clarity of the

interviews.
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Table 5.1: Summary of the features of the Ferris wheel task reflecting the design task
features of sensemaking.
Proposed
task features

Features of the Ferris wheel task

Real-world
context

Ferris wheel as an amusement ride

Mechanistic
explanation

Unpacking the underlying mechanism concerning the changes in rider’s
apparent weight inside the Ferris wheel.

Multiple rep-
resentations

Construction of force diagrams and use of equations.

Physical in-
terpretations

Interpreting force equations.

5.2.2 Context

Ferris-wheel task

The Ferris wheel task involves an amusement park ride in which a circular machine of

diameter D with seats attached to its rim rotates vertically at angular velocity ω. The

participants are asked to determine the points at which the riders would feel heaviest and

lightest during the ride. One can determine this by considering the points on the ride at

which the forces acting on the rider are either parallel or anti-parallel to each other as

represented by points A and B in Figure 5.3. The figure illustrates the direction of the

normal (N), gravitational (W) and centripetal (Fc) forces acting on the rider at these points.

Since the riders’ apparent weight is proportional to the normal force experienced by them,

solving for the force at these points, one obtains:

NA = m(g − ac) (5.3)

NB = m(g + ac) (5.4)

where NA and NB are the normal forces experienced by a rider of mass m at points A

and B respectively. g and ac respectively represent the magnitudes of the acceleration due

to gravity and centripetal acceleration. From the two equations, one can conclude that a
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Figure 5.3: Diagram highlighting the directions of weight and normal force on the rider at
points A and B on the Ferris wheel. The black dot represents the rider’s center of mass.

rider feels lightest at the top and feels heaviest at the bottom.

5.2.3 Data analysis

Upon narrowing down on the case studies from the data set, I transcribed the interviews by

considering the participants’ verbal arguments, physical gestures, and their written solutions.

The transcript was then arbitrarily segmented into three episodes, mainly to facilitate the

ease of analysis. Explicit emphasis was laid on identifying participants noticing gaps or

inconsistencies in their understanding. I looked for moments of students getting “stuck” as

an evidence for the same. These instances were often accompanied by recurring pauses, shift

in students’ arguments, etc.33;100.

5.3 Luke’s attempt at the Ferris wheel task

In the rest of this section, I present Luke’s approach to the Ferris wheel task split into

three episodes with each episode simultaneously analyzed through the lenses of sensemaking

and mechanistic reasoning. To guide the reader, we present below a brief summary of the

participant’s attempt.
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Luke begins by going through the problem statement and decides to revisit the task after

attempting remaining problems from the set. Upon revisiting, he ascertains the directions

of the forces acting on the rider at various points on the Ferris wheel (Figure 5.4). He then

notices an inconsistency in his understanding about the points on the Ferris wheel at which

the riders would feel the maximum and the minimum normal force. In the end, he concludes

that riders would feel the maximum (and minimum) normal force when the direction of the

riders’ acceleration is parallel (and anti-parallel) to the direction of gravity.

5.3.1 Episode 1

Luke reads the problem statement and constructs a representation highlighting the given

diameter (D) and angular velocity (ω) of the Ferris wheel (Figure 5.4). He then states

the direction of the wheel’s acceleration as being tangential to its path and the centripetal

acceleration being directed “inwards”. After a careful re-read of the problem statement, he

decides to move on to remaining problems from the set and mentions of revisiting the task

later.

[Reads the problem statement for 33 seconds.] So, you have your Ferris Wheel

here [draws a circle] and it has diameter of D and angular velocity of omega.

[Indicates D and ω in the diagram, refers to the equation sheet and the problem

statement for 50 seconds] So, acceleration of the wheel is always tangent to the

path its traveling in. [Looks away from the solution and the equation sheets]

Am I right about this? No, the centripetal acceleration is inward. I never liked

these. I never liked these problems [laughs]. Umm, okay. [Stares at the problem

statement for 20 seconds] I will come back to this later. Don’t want to spend too

much time on this now. [Turns the page over to the next task].

Upon solving the remaining problems from the set, Luke revisits the Ferris wheel task

and goes through the problem statement again. Initiating his second attempt at the task,

he reasons about the forces acting on the rider by denoting the direction of the gravitational
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and centripetal forces at various points (A, B, C and D) in his constructed representation

(Figure 5.4). He then looks for the centripetal force equation in the provided sheet.

Okay. Alright. [Reads the statement again for 38 seconds] At this point here,

the cart is hanging down. And you have the force of gravity pointing downwards

[draws a box, draws and denotes a downward arrow with Fg at point C], and

you have the force, the centripetal force, right, because its, yeah [pointing at

the equation sheet and simultaneously looking at the problem statement]. Am

looking at circular motion [Looking at equation sheet] Which is pointing, which

is inward. Centripetal force is inward [draws a downward arrow and indicates F

at point C]. At your point here [...] [indicates the direction of gravity, centripetal

force at points A, B and D.]

So, in all of these instances, so the centripetal force is the mass times the cen-

tripetal acceleration. Is that right? It looks like its v squared over r. Is it, no?

What is that?

Referring to the centripetal force equation, Luke notes that all three quantities – rider’s

mass, radius and angular velocity of the wheel – tend to be constant in the given scenario.

Consequently, he concludes that the direction of the centripetal force would determine the

apparent weight of the rider.

And then, that’s equal to mass times radius, times the rotational or the angular

velocity. So, we know that the mass in all these situations is gonna be the same.

So, really all that matters is the radius and the angular velocity. Yeah, angular

velocity. But the radius is the same in all situations as well. So, only thing that’s

gonna matter is the angular velocity. Well, proportional to angular velocity,

squared.

Its also constant for the whole thing. So, here’s what that matters is the direction

of the force then, if we wanna know when the rider feels the heaviest and lightest.
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Figure 5.4: Luke’s written solution to the Ferris Wheel problem.

Analysis: Luke’s reasoning till this point reflects what Odden and Russ term as “as-

sembling of prior knowledge” during sensemaking40. Luke primes his prior knowledge about

the task by constructing a circular force diagram (on the left of Figure 5.4) and ascertaining

the direction of the rides’ gravitational and centripetal forces. Vignal and Wilcox note that

such unprompted diagrams facilitate students in organizing and prioritizing the contextual

information200;201. In addition, Luke physically interprets the centripetal force equation by

noting all the involved terms – riders’ mass, radius and angular velocity of the wheel – to be

constant in the given context.

From the mechanistic reasoning angle, this episode reflects four codes of the analytic

framework. Luke identifies the target phenomenon, by focusing on the changes in the rider’s

apparent weight in the Ferris wheel system (“So you have your Ferris wheel here.” and “So,

here’s what that matters...”). Thereafter, he identifies the setup conditions by emphasizing

on the hanging cart and identifies relevant entities such as gravity, centripetal force, rider’s

mass, along with radius and angular velocity of the wheel. He further notes the properties

of entities such as rider’s mass, wheel’s radius and its angular velocity to be constant across

various points on the Ferris wheel.

60



5.3.2 Episode 2: Notices an inconsistency in understanding

Continuing further, Luke constructs additional pair of representations depicting the interplay

between the gravitational and normal forces acting on the rider inside a cart (On the right

of Figure 5.4). He then states that riders would feel the heaviest when they experience

the maximum normal force and correspondingly feel lightest when they experience minimal

normal force. Noting the gravity to remain constant at every point on the Ferris wheel,

he concludes that the varying normal force determines the riders’ apparent weight. He

however, expresses a sense of puzzlement with the question “Where will that be?” expressing

uncertainty in his understanding over the points at which the normal force would vary the

most.

Well, we need to look at, inside the little carts you have the person and inside

of every single cart, no matter where they are at, we have the force of gravity

pointing down the person, and the normal force pointing upward from the floor,

floor of the ride [draws the figures on the right of the given Ferris wheel diagram].

So, they feel the heaviest, they feel the heaviest when the most force is being

applied upward on them [pointing his hand upwards] and they feel lightest when

they feel less force being pushed or pulled upward [points his finger downward and

then upwards]. Because the force of gravity is gonna stay the same. The only

thing that’s changing is the normal force. Where will that be? So, [looks at his

circular diagram for ten seconds]

Analysis: This segment of Luke’s transcript reflects noticing of a gap in his under-

standing about the points on the Ferris wheel at which the normal force on the rider would

vary the most. This noticing is evidenced by the explicit puzzling question “Where will that

be?” articulated upon concluding the variable nature of the normal force. This segment

also reflects Luke’s intuitive reasoning that more the upward force experienced by the riders,

more would be their apparent weight (“[...] they feel the heaviest when the most force is

being applied upward on them”). Similarly, he also notes that lesser the upward force on the
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riders, lesser would be the apparent weight (“and they feel lightest when they feel less force

being pushed or pulled upward”). Finally, this segment also involves Luke revising his argu-

ment from the directionality of the centripetal force to the magnitude of the normal force as

influencing the riders’ apparent weight. Such revisions in arguments have been noted to be

a key characteristic of the sensemaking process21;40.

From the mechanistic reasoning perspective, this segment highlights Luke’s continued

efforts in identifying relevant entities. He identifies the varying normal force as yet another

entity influencing the riders’ apparent weight.

5.3.3 Episode 3: Addresses inconsistency

Accompanied by hand gestures, Luke intuitively argues that riders would feel the lightest

and thus would experience the least normal force when their direction of motion is along the

direction of the gravity. He identifies point D in his constructed circular representation as

the point at which the riders would feel the lightest.

Well, at this point here [pointing at D] is where they will feel the lightest. Because,

if we are assuming that it is rotating this way, [draws the arc in the clockwise

direction] as you are moving downward [gestures his hand downward], the car is

also moving, I don’t know how to put this into numbers or equations or something

to describe, but the cart will be moving downward and the person will be moving

downward. So, the force between the person and floor is gonna be less because the

vehicle, like the cart they are standing in, is also moving downward. So, there

will be less of a force pushing on that person. They will be accelerating in the

same direction. Yeah. So they feel the lightest, they feel the lightest at this point,

I don’t know how to, I guess we’ll call this point A, this point B, this point C,

and this point D. So, [writes the concluding statement] they will feel the lightest

at point D.

Extending the same argument, he identifies point B as the point at which the riders

would feel the heaviest as their motion would be opposite to the direction of the gravity.
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And they will feel the heaviest at point B. Because that’s when the acceleration

of the cart is upward, but you are accelerating downward. And I guess in this

situation the cart will be accelerating that way, in this situation, they will will be

accelerating towards left [gestures hand leftwards], in this situation the car will

be accelerating downward.

He then confidently sums up his arguments by reiterating his reasoning about the appar-

ent weight experienced by the riders of the Ferris wheel.

So, you feel lightest when you will be accelerating in the same direction the person

and the cart, [gestures his fingers downwards] and the person will be heaviest when

the car is accelerating upward but the gravity is pulling you downward.

Analysis: Luke’s reasoning in this episode reflects his generation of explanations in

response to the perceived gap in his understanding about the points at which riders would

experience heaviest and lightest inside a Ferris wheel. He argues that riders would experience

minimum normal force (“So the force between the person and the floor is gonna be less..”)

and thus feel lightest at point D as their direction of motion would align with the direction

of the gravity. Along the same lines, he argues that riders would experience the maximum

normal force and thus feel heaviest at point B at which when their direction of motion

would be opposite to that of gravity (“Because that’s when the acceleration of the car is

upward...”). He identifies the points D and B as he explicitly acknowledges of not knowing

how to expressing this argument through “numbers of equations”. Luke’s confident and clear

articulation of the conditions in which a rider would feel the lightest and heaviest mark his

resolution of the perceived gap and consequently the end of his sensemaking.

On the mechanistic reasoning front, this segment marks Luke identifying setup conditions,

activities, and organization of entities, along with chaining codes in Luke’s reasoning. He

notes that when the Ferris wheel rotates (setup condition), the rider and the cart (organiza-

tion of entities) too would be accelerating along the same directions (identifying activities).

Similarly, he chains the same argument forward and notes that when moving upward at
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point B, riders would feel heaviest as the cart’s acceleration would be directed opposite to

that of the gravity. By virtue of the presence of all the codes, we note Luke’s reasoning to

be “mechanistically sophisticated”143.

5.4 Catherine’s attempt at the Ferris wheel task

We now turn to another participant named Catherine, reasoning about the Ferris wheel task.

Unlike the previous case study, Catherine’s approach reflects the “plug and chug” approach

in determining the points on the Ferris wheel where the riders would feel the heaviest and

the lightest. I categorize the participant’s transcript into three episodes and capture the

mechanistic reasoning codes across the episodes.

5.4.1 Episode 1: Chooses centripetal force equation

Catherine initiates her approach by going through the problem statement and noting the

“given” parameters. Noting the radius to be equal to half the diameter (“D over 2”), she

narrows down on the centripetal force equation acknowledging the equation to entail all the

given parameters from the problem statement.

[Reads problem statement]. So [looks at equation sheet] since we know that,

we have the angular velocity and that the diameter of the wheel is “D”, looking

through the equation sheet [looks at equation sheet] there is only one equation

that includes the angular velocity and then the radius of the circle. So since I

have the diameter, I know that the radius [starts writing] will be equal to “D”

over 2, and then the angular velocity will just be, the exact same. So using the

centripetal force, we have [reading from equation sheet, writing] F equals “m” “r”

omega squared. So we want to figure out when you’ll feel the lightest and when

you will feel the heaviest.

She then substitutes radius as “D/2” in the centripetal force equation and seeks to solve

for mass.
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Figure 5.5: Catherine’s written solution to the Ferris Wheel problem.

So [writing] I am going to sub in for “R” that way I have the problem in variables

that they want in the problem. [Looks back and forth between answer and equa-

tion sheets] So, since we don’t know what any of the actual like values are for

this, we are going to just keep it in the variable form and we will solve for “m”,

the thing that we want to know when we feel the heaviest, and that correlates to

your mass.

Analysis: Catherine’s reasoning in this episode reflects her efforts to coordinate the

given information with the provided equations.

On the mechanistic reasoning front, her arguments in this episode reflect the evidence

of two codes: “describing the target phenomenon” and “identifying entities”. Catherine

acknowledges the target phenomenon by noting: “So we want to figure out when you’ll feel

the lightest and when you will feel the heaviest.” She then identifies rider’s mass, radius and

angular velocity of the Ferris wheel as the relevant entities that play crucial role in the
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identified phenomenon.

5.4.2 Episode 2: Manipulates centripetal force equation

Continuing further, she manipulates the centripetal force equation and solves it for mass. The

rearranged equation expresses mass in terms of the centripetal force, diameter and angular

velocity of the Ferris wheel as shown in Figure 5.5. Noting the diameter to stay constant at

all points on the Ferris wheel, she argues angular velocity in the equation’s denominator to

influence the rider’s apparent weight.

So [starts writing] I will multiply it by the reciprocal of D over 2 which will get

2 F over D which is equal to ‘m’ angular velocity squared. And then divide by

the angular velocity. M equal to F over angular velocity squared times D. From

there we see that the angular velocity is squared which means that whenever we

put in a negative value or a positive value it will come out positive. . . and so. . .

[reads paper for a few seconds] so we can cross out the thought of having a

negative angular velocity or a positive since it will be positive all of the time. The

diameter of the Ferris wheel is the exact same no matter where you are it since

it is a circle, so the biggest difference that would only impact your mass is the

denominator of the fraction I have gets bigger. That would only be if the angular

velocity gets a lot bigger or gets a lot smaller somehow.

Analysis: This segment reflects Catherine’s manipulation of the centripetal force equa-

tion and her interpretation of the reformulated equation.

On the mechanistic reasoning front, Catherine Identifies properties of entities by noting

the constant nature of diameter and the variable nature of angular velocity.

5.4.3 Episode 3: Concludes

She interprets the formulated equation and concludes that higher angular velocity would

make riders feel lightest, and lower angular velocity would make riders feel heaviest.
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So you will feel [starts writing] the heaviest if the angular velocity is small just

because it is in the numerator, so the numerator will have the bigger number. So

when you divide you will get the bigger number for mass so you will feel lighter

when the angular velocity is big.

Analysis: This episode reflects Catherine’s concluding claim by interpreting the cen-

tripetal force equation. Across the three episodes Catherine’s reasoning reflects the “algo-

rithmic” approach involving the manipulation of the centripetal force equation in light of

the given information.

From the mechanistic reasoning perspective, this episode reflects her continued efforts

to reason about the properties of involved entities, particularly the wheel’s angular velocity.

Collectively across the three episodes, Catherine’s approach reflects three of the seven codes

of mechanistic reasoning.

5.5 Discussion

We present two case studies involving participants – Luke and Catherine – solving the Ferris

wheel task 5.2. The two case studies provide the proofs-of-concept of (i) how a specific

feature in a task can elicit an element of sensemaking, (ii) the design conjectures and (iii)

the likelihood argument on eliciting sensemaking. These arguments are detailed below.

5.5.1 Luke’s approach as a proof-of-concept of design conjectures

In order to elucidate how a specific feature in a task can elicit an element of sensemaking, we

below discuss each of the design conjectures highlighted in our conjecture map (Figure 4.2)

manifest in the Luke’s sensemaking. Below we present a detailed account of each design

conjecture, and the corresponding evidence in the Luke’s transcript. Each of the sensemaking

elements highlighted in our conjecture map and their manifestation in Luke’s transcript

have been summarized in Table 5.2 and Figure 5.6. Furthermore, detailed arguments about
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Table 5.2: Summary of the evidence of sensemaking elements in Luke’s transcript.

Sensemaking
elements

Evidence in Luke’s transcript

Blending every-
day and curricular
knowledge

Intuitively argues that riders would experience minimal normal force
(and thus feel lightest) at points where the direction of acceleration
is parallel to the direction of gravity.

Intuitively argues that riders would experience maximum normal force
(and thus feel heaviest) at points where their direction of acceleration
is opposite to the direction of gravity.

Mechanistic
reasoning

Describing the target phenomenon: Explicit statement on changes in
the rider’s apparent weight inside the Ferris wheel.

Identifying set up conditions: Rotation of Ferris wheel.

Identifying entities: centripetal, gravitational, and normal forces,
rider’s mass, and, radius and angular velocity of the wheel.

Identifying activities: acceleration of the riders along and opposite to
the direction of gravity.

Identifying properties of entities: rider’s mass, wheel’s radius and
wheel’s angular velocity to remain constant throughout its motion.

Identifying organization of entities: position of cart and that of the
person inside the wheel and directionality of the gravitational and
normal forces on the rider.

Chaining forward: directionality of the rider’s acceleration and grav-
ity at point B (as compared to point D).

Proposing and
connecting ideas.

Centripetal acceleration is inward.

Mass of the rider, radius and angular velocity of the wheel are all
constant.

Directionality of centripetal force influences riders’ apparent weight.

In every cart, gravity points down and normal force points upward.

Magnitude of normal force influences riders’ apparent weight.

Heaviest when maximum normal force is experienced and lightest
when minimum normal force is experienced.

Directional alignment between riders’ acceleration and gravity influ-
ences riders’ apparent weight.

Seeking coherence
between the ideas

Directionality of centripetal force influences riders’ apparent weight.

Magnitude of normal force influences riders’ apparent weight.

Directional alignment between riders’ acceleration and gravity influ-
ences riders’ apparent weight.

68



Figure 5.6: Conjecture map highlighting the embodiment features of the Ferris wheel task
and mediating processes/sensemaking elements evidenced in Luke’s approach to the Ferris
wheel task. Each of the mediating processes have been detailed in Table 5.2 and the design
conjectures have been detailed in Section 5.5.
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how the Ferris wheel task embodies the proposed task features have been summarized in

Section 6.3 and Table 5.1.

RW1

Conjecture: If a task cues students about the presence of a real-world context, then it is

more likely to invoke students’ everyday and curricular knowledge.

Evidence: Intuitively argues that

1. riders would experience minimal normal force (and thus feel lightest) at points where

the direction of acceleration is parallel to the direction of gravity.

2. riders would experience maximum normal force (and thus feel heaviest) at points where

their direction of acceleration is opposite to the direction of gravity.

RW2

Conjecture: If a task cues students about the presence of a real-world context, then it

is more likely to lead students to generate and connect diverse sets of ideas (conceptual,

procedural and intuitive) from their knowledge system.

Evidence: Argues

1. Centripetal acceleration of the cart’s wheel to act inward.

2. Mass of the rider, radius and angular velocity of the wheel to be constant.

3. Direction of centripetal force to influence riders’ apparent weight.

4. In every cart of the Ferris wheel, gravity points downward and normal force points

upward.

5. Magnitude of the normal force to influence riders’ apparent weight.

6. Riders feel the heaviest when they experience maximum normal force and lightest when

they experience minimum normal force.

70



7. Directional alignment between riders’ acceleration and that of gravity influences riders’

apparent weight.

ME1

Conjecture: If a task cues students to generate mechanistic explanation(s), then it is more

likely to invoke references to everyday and curricular knowledge.

Evidence: Intuitively argues that

1. riders would experience minimal normal force (and thus feel lightest) at points where

the direction of acceleration is parallel to the direction of gravity.

2. riders would experience maximum normal force (and thus feel heaviest) at points where

their direction of acceleration is opposite to the direction of gravity.

ME2

Conjecture: If a task cues students to generate mechanistic explanation(s), then it is more

likely to elicit mechanistic accounts.

Evidence: All seven codes of mechanistic reasoning framework discussed in (Section 5.1)

evidenced in Luke’s reasoning. These are detailed below:

Describing the target phenomenon: Explicit statement on changes in the rider’s appar-

ent weight inside the Ferris wheel.

Identifying set up conditions: Noting rotation of Ferris wheel as the initiation of changes

in riders’ apparent weight.

Identifying entities: Noting centripetal, gravitational, and normal forces, rider’s mass,

and, radius and angular velocity of the wheel as entities influencing the changes in

apparent weight.

Identifying activities: Noting riders’ acceleration being parallel and anti-parallel to the

direction of gravity.
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Identifying properties of entities: Noting rider’s mass, wheel’s radius and wheel’s an-

gular velocity to remain constant throughout its motion.

Identifying organization of entities: Noting position of the cart and that of the person

inside the wheel, and the directionality of gravitational and normal forces on the rider.

Chaining forward: Noting the directions of the rider’s acceleration and that of gravity

at point B (as compared to point D).

ME3

Conjecture: If a task cues students to generate mechanistic explanation(s), then it is more

likely to cue generation and connection of diverse ideas from their knowledge system.

Evidence: Argues

1. Centripetal acceleration of the cart’s wheel to act inward.

2. Mass of the rider, radius and angular velocity of the wheel to be constant.

3. Direction of centripetal force to influence riders’ apparent weight.

4. In every cart of the Ferris wheel, gravity points downward and normal force points

upward.

5. Magnitude of the normal force to influence riders’ apparent weight.

6. Riders feel the heaviest when they experience maximum normal force and lightest when

they experience minimum normal force.

7. Directional alignment between riders’ acceleration and that of gravity influences riders’

apparent weight.

MR1

Conjecture If a task cues students to engage with multiple representations, then it is more

likely to cue generation and connection of ideas from their knowledge system.
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Evidence: Arguing about

1. centripetal force equation:

(a) Mass of the rider, radius and angular velocity of the wheel are all constant.

(b) Direction of centripetal force influences riders’ apparent weight.

2. force diagrams:

(a) In every cart of the Ferris wheel, gravity points downward and normal force points

upward.

(b) Magnitude of the normal force influences riders’ apparent weight.

(c) Riders feel the heaviest when they experience maximum normal force and lightest

when they experience minimum normal force.

(d) Directional alignment between riders’ acceleration and gravity influences riders’

apparent weight.

MR2

Conjecture If a task cues students to engage with multiple representations, then it is more

likely to nudge them in seeking coherence between ideas.

Evidence: Arguing about

1. centripetal force equation: Direction of centripetal force influences riders’ apparent

weight.

2. force diagrams:

(a) Magnitude of normal force influences riders’ apparent weight.

(b) Directional alignment between riders’ acceleration and gravity influences riders’

apparent weight.
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PI1

Conjecture: If a task cues students to interpret mathematical expressions in light of physical

systems, then it is likely to facilitate generation and connection of ideas.

Evidence: Interprets centripetal force equation to conclude:

1. Mass of the rider, radius and angular velocity of the wheel are all constant.

2. Direction of centripetal force influences riders’ apparent weight.

PI2

Conjecture: If a task cues students to interpret mathematical expressions in light of physical

systems, then it is likely to nudge them in seeking coherence between ideas.

Evidence: Interprets centripetal force equation to conclude:

1. Direction of centripetal force influences riders’ apparent weight.

5.5.2 Catherine’s approach as a proof-of-concept of likelihood ar-

gument on eliciting sensemaking

This case study highlights the significance of an agentic approach in task design and the

“likelihood” vocabulary in eliciting sensemaking. Catherine’s approach reflects how factors

beyond the task features such as personal epistemology25 and in-the-moment framing of

task’s expectations117 can influence students’ reasoning about a task. Furthermore, the

participant’s attempt also substantiates the contextual nature of noticing inconsistencies in

understanding.

Table 5.3 highlights the details of evidence of the sensemaking elements in Catherine’s

transcript. Figure 5.7 highlights the presence and absence of specific sensemaking elements

in the participant’s approach. I do not find evidence of the ME2, MR1, MR2, and PI2 design

conjectures. The evidence design conjectures are detailed below.
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Figure 5.7: Conjecture map highlighting the embodiment features of the Ferris wheel task
and mediating processes/sensemaking elements evidenced in Catherine’s approach to the Fer-
ris wheel task. Each of the mediating processes have been detailed in Table 5.3 and the design
conjectures have been detailed in Section 5.5.
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Table 5.3: Summary of the evidence of sensemaking elements in Catherine’s transcript.

Sensemaking ele-
ments

Evidence in Catherine’s transcript

Blending every-
day and curricular
knowledge

Solves the centripetal force equation for mass to reason about the
riders’ change in apparent weight.

By virtue of ω being in the denominator of the simplified equation,
riders would feel the heaviest for a smaller angular velocity.

Similarly, riders would feel the lightest for a larger angular velocity.

Mechanistic rea-
soning

Describing the target phenomenon: Explicit statement on changes in
the rider’s apparent weight inside the Ferris wheel.

Identifying entities: Identifies rider’s mass, and, diameter and angular
velocity of the wheel as factors influencing riders’ apparent weight.

Identifying properties of entities: wheel’s diameter to remain constant
and the angular velocity to vary during it’s motion.

Proposing and
connecting ideas.

Radius of the wheel as half the diameter.

Angular velocity of the wheel to remain constant during its motion.

Square of the angular velocity to always yield a positive value.

Angular velocity of the wheel to vary during its motion.

Seeking coherence
between the ideas

-

RW1

Conjecture: If a task cues students about the presence of a real-world context, then it is

more likely to invoke students’ everyday and curricular knowledge.

Evidence:

1. Solves the centripetal force equation for mass to reason about the riders’ change in

apparent weight.

2. By virtue of ω being in the denominator of the simplified equation, riders would feel

the heaviest for a smaller angular velocity.

3. Similarly, riders would feel the lightest for a larger angular velocity.
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RW2

Conjecture: If a task cues students about the presence of a real-world context, then it

is more likely to lead students to generate and connect diverse sets of ideas (conceptual,

procedural and intuitive) from their knowledge system.

Evidence: Argues

1. Radius of the wheel as half the diameter.

2. Angular velocity of the wheel to remain constant during its motion.

3. Square of the angular velocity to always yield a positive value.

4. Angular velocity of the wheel to vary during its motion.

ME1

Conjecture: If a task cues students cues students to generate mechanistic explanation(s),

then it is more likely to invoke references to everyday and curricular knowledge.

Evidence:

1. Solves the centripetal force equation for mass to reason about the riders’ change in

apparent weight.

2. By virtue of ω being in the denominator of the simplified equation, riders would feel

the heaviest for a smaller angular velocity.

3. Similarly, riders would feel the lightest for a larger angular velocity.

ME3

Conjecture: If a task cues students to generate mechanistic explanation(s), then it is more

likely to cue generation and connection of diverse ideas from their knowledge system.

Evidence:

1. Radius of the wheel as half the diameter.
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2. Angular velocity of the wheel to remain constant during its motion.

3. Square of the angular velocity to always yield a positive value.

4. Angular velocity of the wheel to vary during its motion.

PI1

Conjecture: If a task cues students to interpret mathematical expressions in light of phys-

ical systems, then it is likely to facilitate generation and connection of ideas.

Evidence: Interprets the centripetal force equation and argues that

1. Radius of the wheel to be equal to half the diameter.

2. Angular velocity of the wheel to remain constant during its motion.

3. Square of the angular velocity to always yield a positive value.

4. Angular velocity of the wheel to vary during its motion.

Catherine’s approach to the Ferris wheel task (embodying the proposed task-features)

presented evidence of the algorithmic mode of reasoning. Unlike Luke’s case, Catherine’s

attempt did not reflect evidence of mechanistic reasoning, engagement with multiple repre-

sentations, and the meta-cognitive activity of noticing gap in understanding.
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Chapter 6

Sensemaking and Scientific Modeling:

Intertwined processes analyzed in the

context of physics problem solving

In this chapter, I examine the intertwining between the components of the sensemaking and

modeling processes.

Students’ meaningful engagement with curriculum has been a key area of focus in physics

education research (PER). One thread of this endeavor focuses on students’ use of knowledge

from their lived experiences and from formal instruction to reason about their surrounding

world. This form of reasoning, referred to as sensemaking21, assists in generating new knowl-

edge by leveraging one’s existing ideas79;91. Sensemaking is also associated with the ways

disciplinary experts engage in knowledge construction23;24. Given this significance, the field

has experienced an increase in the investigations concerning the mechanisms202 and the

nature of tasks28;29;33;113;203 associated with sensemaking. In addition to investigating the

process, its significance, and ways of promoting it, researchers have also noted the close

association sensemaking shares with modeling21;27;35;36;38;39;46;73.

Modeling is a common cognitive process through which humans comprehend their sur-

rounding world35;36. When modeling, the cognitive agent (the person engaging in modeling)
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abstracts and simplifies the target system to facilitate an explanation or a prediction3;4;37;38.

During this process, ideas from one’s knowledge are organized and applied to reason about

various phenomena. Consequently, model-based reasoning can be a crucial component of

sensemaking27. Several studies have noted that modeling and sensemaking share several

common features including the common objective ‘to figure it out’21. The two processes

tend to consist of multiple phases including priming of prior knowledge of the concerned

context, noticing discrepancies while reasoning, and generating new knowledge by connect-

ing one’s existing ideas39;40.

Furthermore, the connection between sensemaking and modeling has been described quite

explicitly. For instance, Sands36 proposes the ‘ACME protocol’ elucidating mathematical

modeling as the process of making sense of the physical world through three distinct stages.

These include (i) Assessing the problem (making sense of the problem), (ii) Constructing the

Model (making sure that the model makes sense), and (iii) Evaluating the model (making

sense of the physical world using the model). These stages encompass the construction of a

mental model as the modeler makes sense of the problem, expresses the ideas of the mental

model mathematically (particularly during problem solving), and tests the model through

its use to generate explanations or make predictions.

However, most of the above-mentioned accounts in the literature on the interplay between

sensemaking and modeling focus on describing what modeling entails, but rarely articulate

what constitutes making sense of something. An explicit description is important since

sensemaking is a complex cognitive process in itself21;41. A better understanding of how

engaging with models facilitates sensemaking requires a detailed account of the sensemaking

process. Additionally, I are not aware of any demonstration of the association between the

components of the two processes through explicit frameworks. A nuanced description of the

association between the corresponding elements can further the current understanding about

the two widely studied processes.

In the current work, I probe the association between the two processes by qualitatively

analyzing the case studies of two students, Matthew and Ken, sensemaking about a physics

problem by modeling the given context. I examine the students’ modeling by noting their
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construction of mental models42, and their subsequent expression of the model’s ideas us-

ing Suárez’s Denotative Function (DF), Demonstration (D), and Inferential Function (IF)

– the DFDIF account of modeling4. Additionally, I also examine the students’ sensemak-

ing through Odden and Russ’s four stages of the Sensemaking Epistemic Game40. While

Matthew completes the task (albeit with minor deviations from expected calculations), Ken

opts to quit the problem-solving exercise abruptly. In Matthew’s case, I note his construc-

tion of a mental model, and engagement with the DFDIF components to entail navigation

through the stages of the Sensemaking Epistemic Game. Observations from Ken’s case

suggest that when the barriers to modeling are experienced, sensemaking is inhibited.

6.1 Theoretical frameworks

The contemporary descriptions on the intertwining between modeling and sensemaking lack

(i) a detailed account of sensemaking, and (ii) a framework-based methodological approach

in unpacking the intertwining between the two processes. I address the first concern by

discussing the sensemaking process through the lens of the Sensemaking Epistemic Game40

which succinctly describes how the sensemaking process begins, proceeds, and terminates

through four distinct stages. On the other hand, I adopt the DFDIF account4, which de-

scribes the modeling process in terms of three components thereby facilitating a categorical

analysis of the association between modeling and sensemaking (thus addressing the second

concern).

Below, I describe the adopted frameworks on sensemaking and modeling in addition to

noting their relation with Sands’ “ACME protocol”’36, which is the most explicit discussion

about the intertwining between the two processes. The ACME protocol describes math-

ematical modeling through three stages: (i) Making sense of the problem - developing a

qualitative mental model about the target system, (ii) Making sure that the model makes

sense - translating the qualitative ideas into mathematical relationships, and (iii) Making

sense of the physical world using the model - physically interpreting the established mathe-

matical relationships.
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Table 6.1: A brief description of the stages in the Sensemaking Epistemic Game. Stages
1-3 correspond to sensemaking.

Stages of Sensemaking
Epistemic Game

Description

0. Assembling of a knowl-
edge framework

Prior to sensemaking, students prime their existing knowl-
edge on the concerned task.

1. Noticing a gap in knowl-
edge

Students transition into sensemaking by noticing an incon-
sistency between existing knowledge and the knowledge re-
quired from the task.

2. Generating an explana-
tion

Explanations are generated in response to the noticed incon-
sistency by connecting one’s existing ideas.

3. Resolution Students conclude the sensemaking process upon generating
a satisfactory explanation.

6.1.1 Sensemaking Epistemic Game

In the current work, I adopt Odden and Russ’s following account of sensemaking as:

a dynamic process of building or revising an explanation in order to ‘figure some-

thing out’ - to ascertain the mechanism underlying a phenomenon in order to

resolve a gap or inconsistency in one’s understanding. One builds this expla-

nation out of a mix of everyday knowledge and formal knowledge by iteratively

proposing and connecting up different ideas on the subject. One also simultane-

ously checks that those connections and ideas are coherent, both with one another

and with other ideas in one’s knowledge system21.

Odden and Russ also propose the Sensemaking Epistemic Game40 framework to describe

how the process begins, progresses, and concludes. This framework adopts the construct

of epistemic games81 to characterize the trajectory of sensemaking. Epistemic games corre-

spond to the set of rules employed when undertaking a scientific inquiry towards the goal

of the task called a target epistemic form. These epistemic forms vary with the task under

investigation. When playing any game, I abide by a certain set of rules which are referred

to as the constraints of the game.
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Along with the target epistemic forms and constraints, epistemic games also have entry

conditions, moves, and exit conditions. The circumstances around which a person begins

to play the game are called entry conditions. These conditions are often triggered by the

nature of the inquiry. Moves are the set of actions taken at various stages of the game, and

exit conditions represent the circumstances in which the inquiry is terminated.

As an example, consider determining the displacement between the given points A and

B in a two-dimensional Euclidean space. Let the points be defined by the coordinates

A (x = 2, y = 3) and B (x = 5, y = 1). The target epistemic form of this inquiry (epistemic

game) would correspond to ascertaining the magnitude and direction of the displacement

vector defined between the points. The constraint in such a case would be to obtain a single

numerical value along with its direction. The entry and exit conditions, that is, how one

initiates and terminates the approach, can vary according to whether the prompt is open-

ended or a multiple choice. Performing algebraic calculations on the given data or manually

plotting the points on a graph would count as the moves of this game.

Odden and Russ adopt the epistemic games construct and describe the trajectory of

sensemaking through the following four stages of the Sensemaking Epistemic Game40:

Stage 0: Assembling a knowledge framework

Before sensemaking, students prime their existing knowledge on the given domain. This

can include recalling the general understanding of the task-related concepts, priming on the

provided information, etc. This stage of assembling prior knowledge is highly dependent on

the activity’s context and forms the precursor to sensemaking.

Stage 1: Noticing a gap or inconsistency

Students notice a gap between their existing knowledge and the knowledge expected from

the task. The noticing of the gap in one’s knowledge system marks the entry condition into

the epistemic game. This is often accompanied with recurring pauses, articulation of vexing

questions, etc.

Stage 2 Generating an explanation:
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In response to the noticed inconsistency, explanations are generated by connecting one’s

existing ideas and seeking coherence between them. These explanations are often drawn

from the knowledge gained through one’s lived experiences and formal instruction.

Stage 3 Resolution:

Students reach the target epistemic form (goal of the task) upon generating a satisfactory

explanation which addresses the noticed inconsistency. Resolution of the inconsistency marks

the exit condition from the Sensemaking Epistemic Game. This stage is highlighted by

confident articulation of the explanation or a claim with appropriate justification.

Table 6.1 summarizes the four stages of the Sensemaking Epistemic Game. It is worth

noting that sensemaking can occur despite inconclusively addressing or not at all addressing

the perceived gap. That is, one can engage in sensemaking even upon quitting the sense-

making epistemic game abruptly (though upon noting the gap in understanding). One can

also engage in sensemaking despite resolving the perceived gap through incorrect solutions.

Thus, sensemaking can occur even if there is incomplete resolution or incorrect resolution.

While the sensemaking epistemic game framework is consistent with the adopted defini-

tion of sensemaking, it however differs from the Sands’ ‘ACME protocol’36. The difference

mainly lies in the meta-cognitive feature of noticing discrepancies while reasoning. Unlike

the ACME protocol, the objective of sensemaking (according the Sensemaking Epistemic

Game) is to address a perceived discrepancy in one’s knowledge system.

In the sections to follow, I analyze students’ sensemaking on a physics problem by catego-

rizing their approach in terms of the above-mentioned stages of the Sensemaking Epistemic

Game. In order to observe the intertwining between the components of sensemaking with

modeling process, the same problem solving approaches are analyzed through the compo-

nents of modeling described below.

6.1.2 Modeling

Similar to sensemaking, the notion of engaging with models has been a fragmented construct

in terms of its diverse characterization. Models have typically been regarded as representa-
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tions standing completely or partially in isomorphic relation to their target systems204;205.

However, recent discussions in the philosophy of science literature have increasingly empha-

sized the role of human agent’s cognitive interests in modeling a system44;206;207. Conse-

quently, in this work, I define modeling as

an activity engaged in by a cognitive agent involving abstraction and simplification

of a phenomenon in order to generate explanations or predictions38;206.

In addition, consistent with the recent arguments in the literature, I consider modeling

to involve an initial construction of a qualitative mental model, and subsequently expressing

the model’s ideas through external representations36.

Mental models are internal representations which act as structural analogue of situations

or processes42 and have been noted as a precursor of constructing external representations36.

Human beings’ interaction with the physical world is mediated by mental models which are

based on one’s lived experiences and social interactions208. As representations of the physical

world, the mental models are incomplete as they do not possess all the requisite information

to comprehend and explain a complex context. Thus in the initial stages of a complex

activity such as physics problem solving, mental modeling often involves making sense of the

contextual information in light of one’s existing knowledge36;209.

The external representations, on the other hand, often reflect the qualitative ideas con-

tained in the mental model, and depict the specific features of the target system to be

modeled. Suarez4, building on the work of Hughes3, elucidates the process of modeling

through external representations in terms of the following three components:

1. Denotative Function (DF):

Elements of the target system are specified by elements of the external representation when

abstractly portraying a phenomenon. This feature of making a transition from the ‘physical

world’ to the ‘model world’ marks this component of modeling.

2. Demonstration (D):
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The elucidation of the internal dynamics between the designated elements in the represen-

tation marks the second component of modeling. In physics, this is typically achieved by

establishing mathematical relationships between the denoted elements of the representation.

3. Inferential Function (IF):

The theoretical relationships obtained in the Demonstration stage are then interpreted in

terms of the target system. The reverse-transition from the ‘model world’ to the physical

world corresponds to the last component.

Hughes3 and Suárez4 illustrate the above-mentioned components by referring to Galileo’s

kinematical problem introduced in the Third Day of his Discourses Concerning Two New

Sciences2. In Proposition I, Theorem I, Galileo demonstrates that two objects, one acceler-

ating from rest and the other traveling at constant speed, would cover the same distance in

a given time if the former’s terminal speed is twice the latter’s uniform speed. He elucidates

this result by representing the kinematical scenario through a geometrical representation as

shown in Figure 6.1.

In the figure, the length of the line segment AB represents time taken by the accelerating

object to cover a given distance (say x units). AE is drawn such that increasing length of

the horizontal lines from AB to AE represent the increasing degree of instantaneous speeds

of the accelerating object. The parallelogram AGFB is constructed such that FG is parallel

to AB and bisects EB. FG then represents the time taken by a uniformly moving object

(as evidenced by the equidistant lines from AB) in traversing the distance x. Areas of the

parallelogram AGFB and triangle AEB (i.e., the distances travelled by the two objects) can

be shown to be equal provided the terminal speed of the accelerating object EB is twice the

uniform speed FB of the other.

The above proof is a clear example of modeling in which a physics problem is expressed as

a problem in geometry. In order to abstractly express the kinematic scenario as a geometrical

representation, the physical quantities (speed and time) are denoted as horizontal and vertical

line segments. This feature of establishing a relationship between physical quantities and

elements of the representation constitutes the Denotative Function component of modeling.
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Table 6.2: A brief description of the DFDIF components of modeling.

DFDIF Components of
Modeling

Description

Denotative Function (DF) Elements of the target system are specified by elements
of the representation when abstractly portraying a phe-
nomenon.

Demonstration (D) The elucidation of the internal dynamics between the
denoted elements.

Inferential Function (IF) The mapping of theoretical conclusions onto the target
system.

time

velocity

G A

E F B

Figure 6.1: Modified version of the Galileo’s diagram relating the distances covered by a
uniformly accelerating object starting from rest, to an object moving with constant speed.
The length of vertical lines represent the time taken by the two objects to traverse a constant
distance. The horizontal lines correspond to the increasing speeds. Refer2–4 for the original
diagram.

Thereafter, areas of the parallelogram AGFB and triangle AEB are equated, with EB being

twice EF. This elucidation of the internal dynamics between the denoted line segments marks

the second component, i.e., Demonstration. Lastly, the geometrical results obtained in the

Demonstration stage are interpreted in terms of kinematics reflecting the Inferential Function

component.

the adopted DFDIF framework on modeling shares several common features with the

Sands’ ‘ACME’ protocol36. The first stage of the protocol (assessing the problem) broadly
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aligns with the Denotative Function component wherein elements of the target system are

identified. The second and the third stages (constructing and evaluating the model) reflect

the remaining two components of the DFDIF framework wherein the identified elements are

related (Demonstration) in order to generate explanations/predictions (Inferential Function).

6.2 Research Questions

In the rest of this paper, I seek to address following research questions:

1. How does engagement with mental models and the DFDIF components associate with

navigation through the stages of the Sensemaking Epistemic Game?

2. How does construction of mental models and engagement with DFDIF components

influence students’ sustained engagement in sensemaking?

Answering the above research questions will further the current understanding of the

intertwining between the elements of the two processes. A nuanced understanding of this

intertwining also can assist in sustaining and promoting sensemaking through modeling in

our learning environments.

6.3 Methodology

6.3.1 Data Collection

I adopt case study analysis to unpack the intertwining of modeling components with the

stages of the Sensemaking Epistemic Game. This approach allowed us to deeply analyze

the intertwining between the two processes through an in-depth analysis of a target phe-

nomenon210. The case studies are derived from a pool of video data consisting of students

from a Midwestern US university participating in think-aloud interviews70. The interviews

were comprised of individual students (N=10) articulating their thoughts aloud while solving

a set of physics problems. The interview protocol involved asking participants to treat the
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problem-solving exercise as an exam and were informed that the exercise was untimed and

their participation had no bearing on their academic grades. Students were compensated

with $20 for their participation. The interviewer interacted with participants only when

asked, or to prompt them to express their thoughts aloud with questions such as “What are

you thinking?”. The participants were allowed to use calculators and were provided with an

equation sheet along with the problem set.

The problem set consisted of nine introductory college physics tasks designed to investi-

gate students’ engagement in Scientific Practices46. Of these nine problems, three (problems

7, 8 and 9) were specifically designed using the Three-Dimensional Learning Assessment

Protocol (3D-LAP)108 to elicit the Scientific Practice of ‘Developing and Using Models’46.

In the rest of this paper, I focus on students’ responses to problem 7 - the ‘Gravitron task’

(Section 6.3.2). I focus on this particular task for two reasons. First, unlike the responses

to the first six problems, a majority of students in my data reasoned about the Gravitron

task by making arguments from their lived experiences and through physical gestures. This

characteristic shift in approach in students’ approaches caught my attention. Second, the

Gravitron task is also the first 3D-LAP question in the problem set which students encoun-

tered and presumably engaged in the modeling practice.

Of the 10 participants, I focus on Matthew’s and Ken’s (both pseudonyms) approaches

to the Gravitron problem. In addition to the audio/video clarity of their interviews, my

choice to focus on the two students’ approaches is informed by their clear articulation of

arguments while solving the problem. The clarity of the arguments played a key role in

identifying various elements of modeling and sensemaking processes. While both students

sought to make sense of the Gravitron’s scenario, they differed in their sustained engagement.

Matthew’s attempt involved successful navigation through the four stages of the epistemic

game whereas Ken chose to quit the process abruptly. Comparison between these two case

studies offer valuable insights on the circumstances in which students may opt to abandon

sensemaking.
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You are asked to design a Gravitron for the county fair, an amusement park ride where
the rider enters a hollow cylinder, radius of 4.6 m, the rider leans against the wall and
the room spins until it reaches angular velocity, at which point the floor lowers. The
coefficient of static friction is 0.2. You need this ride to sustain mass between 25-160 kg
to be able to ride safely and not slide off the wall. If the minimum ω is 3 rad/s, will
anyone slide down and off the wall at these masses? Explain your reasoning using
diagrams, equations and words.

Figure 6.2: Statement of the Gravitron problem

6.3.2 The Gravitron Problem

The Gravitron task (see Figure 6.2 for the problem statement) involves a rotating cylindrical

amusement park ride in which the rider leans against the wall. With the given parameters,

students are asked to determine whether riders would slide off the Gravitron’s wall.

One of the ways to approach this task is by noting the forces acting on the rider through

a force diagram as shown in Figure 6.3. If a rider is to be suspended without slipping, the

vertically upward acting frictional force (Ff ) offered by the wall must be at least equal to

the downward pull of gravity (Fg). Mathematically, this argument can be expressed as:

Ff = Fg (6.1)

Since the maximum friction offered by a surface is equal to the surface’s coefficient of

static friction (µ) times the normal force (N), and as the normal force provides the necessary

centripetal force, the above equation can be simplified as

µ(mrω2) ≥ mg (6.2)

where m represents the rider’s mass, r (= 4.6m) represents the Gravitron’s radius, ω (=

3rad/s) represents the rider’s angular velocity and g (= 9.8m/s2) represents the acceleration

due to gravity. The simplification of Equation 6.2 leads to the condition

µrω2 ≥ g (6.3)
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Friction (Ff )

Gravity (Fg)

Normal force (N)

Figure 6.3: A force diagram representing the gravity, friction, and normal force acting on
a rider in the drum of a Gravitron amusement park ride (see task statement in Figure 6.2).
The dot in the diagram represents the rider’s center of mass.

By substituting the given parameters, one observes that the above inequality does not

hold true and consequently a rider would slide off the Gravitron’s walls.

From the epistemic games perspective, the Gravitron task’s target epistemic form corre-

sponds to the final claim about the rider’s status inside the Gravitron. This claim is further

constrained by the two possibilities about the riders either falling off, or holding up against

the Gravitron’s walls.

6.3.3 Data analysis

After narrowing down the case studies, the first author iteratively viewed and transcribed

Matthew’s and Ken’s interviews, taking into account the participants’ speech, physical ges-

tures, and written solutions. The transcript – documented description of participants’ at-

tempts in terms of verbal arguments, gestures and written solutions – was then examined

and segmented into the stages of the Sensemaking Epistemic Game based on the discourse

markers discussed in the literature26;211. As evidence for the Noticing of an Inconsistency

stage, I looked for instances of students ‘getting stuck’, which were cued by markers such

as articulation of puzzling questions in their arguments26 accompanied by representational

gesturing211. Instances preceding this stage where students recalled or gathered task-related

information marked the Assembling of a Knowledge Framework stage of sensemaking. The

Generation of an Explanation stage was identified by noting the mathematical or conceptual
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Figure 6.4: Alignment of Matthew’s (a) and Ken’s (b) problem-solving moves with the stages
of the Sensemaking Epistemic Game and the features of modeling across the three episodes.
In both the figures, the top rows describe the participants’ problem-solving moves in their
attempt at the Gravitron task, the middle row highlights their construction of a mental model
and their engagement with the DFDIF components of modeling, and the bottom row identifies
the stages of the Sensemaking Epistemic Game evidenced during their attempts.

arguments that the participants made after noticing inconsistencies in their understand-

ing. Lastly, students’ correct and/or complete articulation of their final claim marked the

‘Resolution’ stage of the epistemic game.

To capture the modeling component in the participants’ work, the first author segmented

the same transcript into two parts: before and after construction of an external representa-

tion. Students’ arguments before construction of external representations, particularly those

which accompanied representational gesturing42;211, and those reflecting a sense of ‘incom-

pleteness or uncertainty’45 cued about their engagement with mental models. Note that the
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objective of the current work is neither to characterize nor analyze the participants’ mental

models, but rather to identify the instances of their mental modeling to make comparisons

to the Sensemaking Epistemic Game.

I identified the modeling’s DFDIF components by noting the participants’ arguments dur-

ing and after construction of external representations (diagrams or equations). For instance,

associating forces with arrows in a force diagram, or designating an equation’s algebraic

symbols with Gravitron’s parameters indicated the Denotative Function in the students’

work. Highlighting the directional relationships between the denoted arrows, or establishing

mathematical relationships between algebraic symbols reflected the Demonstration compo-

nent. The physical interpretation of the relationships established in the Demonstration stage

marked the modeling’s Inferential Function.

The segmented transcripts of the students’ approaches in terms of stages of the epistemic

game and components of modeling were then compared. The relative positioning of the

modeling activities (mental modeling and engaging with DFDIF components) with the stages

of the Sensemaking Epistemic Game highlighted the association between the two processes

(Refer Figure 6.4). In the following two sections, I provide a detailed account of Matthew’s

and Ken’s approaches, categorized into modeling activities (construction of mental model

and engaging with DFDIF components) and the stages of the Sensemaking Epistemic Game.

6.4 Matthew’s attempt at the Gravitron task

Matthew begins by noting the given information before noticing a gap in his understanding.

He addresses the perceived gap by constructing a force diagram, and translating the diagram-

based arguments into an algebraic inequality. The validity of the inequality makes Matthew

to conclude that riders would slide down the Gravitron’s walls under the given conditions.
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Figure 6.5: Matthew’s written solution to the Gravitron problem.

6.4.1 Episode I

Matthew initiates by highlighting the parameters from the problem statement (as observed

in Figure 6.5) and says:

So, I just went through and circled all the important information. Here it talks

about the mass of the rider.

He then refers to the ease of free fall by a heavier person before shifting his argument

to angular momentum. This argumentative shift is accompanied by a hand gesture and

intermittent pauses.

If the person who weighs more, then its gonna be easier for them to drop straight

down [gesturing his pencil downwards], and harder for them to... [looks at the

problem sheet], is that right?

[Pauses for 20 seconds while looking back and forth between the problem and the

equation sheet.]
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Since its angular momentum, they will have... [draws and erases a diagram and

reads the problem statement again. Pauses for 17 seconds]

Matthew’s construction of a qualitative mental model

The transcript till this point reflects Matthew’s construction of a qualitative mental model.

Matthew makes an incomplete reference to the rider’s free fall (“[...]harder for them to...”)

by abruptly interrupting his statement with the question “is that right?” After a pause of 20

seconds, he refers to the rider’s rotational motion through the statement “Since its angular

momentum...”. This shift in arguments, from the rider’s linear to their rotational motion,

coupled with the incomplete and uncertain nature of the associated arguments suggests

Matthew’s construction of a mental model212. Additionally, the downward-gesturing of his

pencil during his reference to the rider’s free fall reflects his mental imagery about the rider’s

spatial motion under the influence of gravity. Such physical gestures mimicking spatial

motion of objects have also been associated with students’ mental modeling156;213.

Matthew’s Assembling of a Knowledge Framework and Noticing of an Inconsis-

tency

On the sensemaking front, the same segment reflects the first two stages (Stage 0 and Stage

1) of the Sensemaking Epistemic Game. Matthew’s initial moves – highlighting the relevant

information in the problem statement and emphasizing the rider’s mass – corresponds to his

assembling of knowledge about the Gravitron task. Investigations on physics problem solving

have noted the role of problem statements in activating students’ prior knowledge55;80;117.

Matthew’s argumentative shift in the remaining part of the transcript highlights his entry

condition into the Sensemaking Epistemic Game by noticing a gap in his knowledge. The

perceived gap is between his existing knowledge on linear motion (ease of free fall by a heavier

person) and the required knowledge on rotational motion (angular momentum) to determine

the rider’s status inside the Gravitron. The noticing is evidenced by the puzzling question

“is that right?” sandwiched between the two arguments. Odden and Russ26 note that such
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questions reflecting the essence of ‘something not being right’ mark students’ entry into the

Sensemaking Epistemic Game.

Summarizing the episode, Matthew’s priming on the task-related information and his

argumentative shift from linear to rotational motion reflect his construction of a mental

model in addition to his navigation through the first two stages of the Sensemaking Epistemic

Game.

6.4.2 Episode II

Matthew then argues that for a rider to be suspended inside the Gravitron, the normal force

should exceed the downward pull of gravity.

So you need... since the rider is gonna be thrown into the wall, you need a normal

force that exceeds the downward force of gravity. [Pauses for 38 seconds.]

The prolonged pause makes the interviewer intervene with the question, “What are you

thinking?” to which he replies as:

I am just trying to remember how to solve the problem.

Constructing a force diagram, Matthew represents the forces of friction and gravity (Fig-

ure 6.5), and calculates the magnitude of the rider’s centripetal acceleration by assuming

that the Gravitron’s walls are perpendicular to the ground.

I know there is... in the free body diagram, there is the downward force due to

gravity [simultaneously draws the force diagram and indicates gravity as Fg], and

then the normal force from being thrown into the wall [draws the normal force

and indicates frictional force as Ff ], and then that creates the force of friction.

So, you need to solve for centripetal acceleration.

[By looking at the equation sheet] I are given omega, so I can solve for, solve for

centripetal acceleration. And then I can do F equals ma. Assuming that the wall

is at ninety degree to the ground. Then... this should be correct. The centripetal
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acceleration is r times omega squared. So 4.6 times... yeah that’s in radians per

second. That’s proper? And that’s [types in calculator] 13.8.

Reiterating the same assumption, he goes on to equate the denoted forces of friction

and gravity. With the help of the provided equation sheet, the formulated equation is then

simplified into an algebraic inequality expressed in terms of the centripetal acceleration

(13.8), the coefficient of static friction (0.2), and the acceleration due to gravity (9.8) as

shown in Figure 6.5.

[Scribbling on the solution sheet] Assuming that it’s ninety degree, all of their...

all of that will be converted into frictional force [looking at the equation sheet].

Yeah... that’s the normal force.. so F equals ma. Yeah, F equals [Pauses for

15 seconds, looks at the equation sheet]. Is there a friction section here? Yeah

[finds the required section]. So its the normal force into the wall, the force of

friction has to equal the force of gravity, and both have mass, and this mass is

negligible, so you have just... a equals... and then this a has to be bigger than or

equal to [erases].

So, the force of friction is normal force times mu equals force of gravity. Normal

force in this equation is the angular acceleration times mass. For F equals ma

times mu, equals mass times gravitational acceleration, and then both have mass

[cancels ‘m’ on both sides of the equation]. So yeah 13.8 times the 0.2, coefficient

of static friction, and that has to be greater than or equal to 9.8 for the gravitron

to be able to hold people up. [Uses calculator]

I are cautious to interpret most of the first thirteen lines (the first segment) of the above

excerpt (“Assuming that it’s ninety degree [...] bigger than or equal to.”) since Matthew

utters these arguments while scribbling on the solution sheet which he later erased (as noted

in the transcript). Because of the lack of evidence in corroborating the student’s verbal

arguments with his written solution, I cannot ascertain the intended meaning of these these

lines.
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Table 6.3: Summary of the features of the epistemic games in Matthew’s and Ken’s ap-
proaches at the Gravitron task. Both the approaches share the same target epistemic form
of making a claim about the rider’s status inside the Gravitron. The target epistemic form
is further constrained by only two possibilities: either or not the riders would fall of the
Gravitron’s walls.
Features Matthew’s approach Ken’s approach

Entry condition Noticing of a gap between his ex-
isting knowledge on linear mo-
tion and expected knowledge on
rotational motion.

Noticing of a gap in his under-
standing on the interplay of the
forces in holding up the Gravit-
ron’s rider.

Moves Highlights the information from
the problem statement.

Identifies the information from
the problem statement.

Argues about linear and rota-
tional motion of the Gravitron’s
rider.

Constructs force diagram.

Constructs a force diagram and
‘mathematizes’ the diagram-
based arguments.

Reasons about the association
between the indicated forces in
the constructed diagram.

Interprets the physical implica-
tion of the formulated math-
ematical inequality to make a
claim about the Gravitron’s
rider.

Quits the problem-solving exer-
cise

Exit condition Concludes that the riders would
slide off the Gravitron’s walls
under the given conditions.

Quits the problem without mak-
ing any claim.
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Matthew’s engagement with the Denotative Function and the Demonstration

components of modeling

The current episode’s transcript reflects the modeling’s Denotative Function and the Demon-

stration components in his approach. The student focuses on the rider-Gravitron system

(target system), and represents it through a force diagram highlighting the forces of friction

(Ff ) and gravity (Fg). Matthew’s moves to represent the target system through a force di-

agram marks the modeling’s Denotative Function in his approach. Furthermore, Matthew’s

moves to equate the denoted forces (i.e., mathematically relating the denoted elements of

the representation), and simplifying the formulated equation into the algebraic inequality

reflect the modeling’s Demonstration component in his reasoning.

Matthew’s Generation of an Explanation

Through the lens of sensemaking, the same segment marks Matthew’s response to the per-

ceived need to account for the rider’s rotational motion as observed in the previous episode

(Section 6.4.1). Matthew generates an explanation by constructing the force diagram, calcu-

lating the centripetal acceleration, and determining the inequality (in terms of the centripetal

acceleration). These moves represent Matthew’s navigation through the explanation gener-

ation stage (Stage 2) of the Sensemaking Epistemic Game.

In summary, Matthew’s moves in this episode correspond to his engagement with the

Denotative Function and the Demonstration components of modeling. The same moves also

reflect his navigation through the explanation generation phase of the sensemaking process.

6.4.3 Episode III

In the end, Matthew interprets the result of the obtained algebraic inequality and concludes

that riders would fall off the Gravitron’s wall under the given conditions. He further goes

on to claim that the Gravitron needs to be spinning at a rate of 49 radians per second for

people to hold up.
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Yeah, what I found is everyone is gonna slide because it’s not spinning fast

enough. And it need to be spinning [uses calculator] 49 radians per second for

people to hold up on the wall.

As a clarifying note, I do not have evidence (either in Matthew’s verbal arguments or in his

written solution) reflecting the reasoning which guides the calculation of the required angular

velocity of the Gravitron (49 radians per second). Consequently, the following analysis will

not entail any interpretations about the same, except for acknowledging the statement.

Matthew’s engagement with the Inferential Function component of modeling

Matthew’s final move of interpreting the physical implication of algebraic inequality through

the lens of the rider-Gravitron system highlights the Inferential Function feature of modeling

in his approach. The student transitions from the ‘model-world’ back into the ‘physical world’

by mapping the theoretical result (inequality) obtained in the Demonstration stage onto the

target system. This mapping assists Matthew in making the required prediction thereby

concluding the modeling process.

Matthew’s Resolution of the perceived gap

Matthew’s concluding statement also marks his exit from the sensemaking process and thus

the Resolution stage of the Sensemaking Epistemic Game. He generates a coherent (math-

ematical) explanation by resolving his perceived need to account for the rider’s rotational

motion in making the required claim. He concludes clearly that riders would slide off the

Gravitron’s wall under the specified conditions, and further goes on to state that riders

would need to be spinning at 49 radians per second to stay put. This decisive claim marks

Matthew’s exit condition from the Sensemaking Epistemic Game. Table 6.3 (’Matthew’s

approach’ column) further summarizes features of epistemic games in Matthew’s approach

at the Gravitron task.

In summary, the concluding phase of Matthew’s attempt at the Gravitron task simulta-

neously reflects the Inferential Function component of modeling and the Resolution stage of
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Figure 6.6: Ken’s attempt to the Gravitron Problem

the Sensemaking Epistemic Game. Figure 6.4 (a) summarizes the relative overlap between

the elements of modeling and sensemaking processes in Matthew’s solution approach.

In the following section, I present another attempt at the same Gravitron task from a

student named Ken (pseudonym). Unlike Matthew, Ken quits the problem-solving exercise

upon making several unsuccessful bids. Similar to the analysis demonstrated in this section,

I simultaneously examine Ken’s problem-solving moves through the lens of modeling and

sensemaking in addition to noting their relative overlap.

6.5 Ken’s attempt at the Gravitron task

Upon pooling the contextual information, Ken represents the rider-Gravitron system (as

shown in Figure 6.6). While reasoning about the constructed representation, Ken suggests

to compare the involved forces in order to make the required claim. Unable to relate the

forces, Ken discontinues his attempt, and proceeds to solve other problems from the set.

Revisiting the Gravitron task, he calculates the riders’ centripetal acceleration and finally

abandons his pursuit. In the rest of this section, I detail Ken’s attempt along with analyzing

his problem-solving moves through the lens of modeling and sensemaking. Figure 6.4 (b)

summarizes Ken’s moves categorized into the components of modeling and stages of the
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Sensemaking Epistemic Game.

6.5.1 Episode I

Ken begins by noting down the ‘given’ quantities from the problem statement and refers to

the riders’ free fall through a hand gesture.

So, just like off the side, its kinda like write down the stuff it gives for later use.

[Reads the problem statement for 12 seconds, and writes down the magnitudes

of radius, coefficient of static friction, minimum angular velocity, minimum and

maximum mass].

Okay, so ah [looks at the equation sheet and reads the problem statement]. I

guess like in order to understand for them not to go down [gestures his index

finger downwards], ...umm..., the force... uh.

Ken’s construction of a qualitative mental model

The above transcript reflects Ken’s construction of a qualitative mental model. Ken tries

to articulate a condition through a hand gesture that prevents the Gravitron’s riders from

slipping down. He however does not complete the argument which is evidenced by the

phrases “umm... the force... uh”. The incompleteness of Ken’s arguments along with

the representational gesturing of the riders’ spatial motion reflects his engagement with a

qualitative mental model156;213.

Ken’s Assembling of Knowledge Framework

From the sensemaking perspective, the same segment marks Ken’s assembling of his knowl-

edge framework (Stage 0 of the Sensemaking Epistemic Game) evidenced by pooling of the

relevant contextual information.
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6.5.2 Episode II

Ken proceeds with construction of a representation as shown in Figure 6.6. He then sug-

gests to compare the involved forces after identifying one of the indicated arrows as the

force preventing the riders from slipping down. He then refers to angular acceleration amid

intermittent pauses.

Okay so, I will draw the picture here [draws a circle, two oppositely directed

arrows and a vertically downward arrow. Reads the problem statement for 8

seconds] And then this is... [pointing at the outward arrow] Uh... so this force

has to keep them from falling down and then so, I need to find ah... compare,

like the forces? [Points at the diagram in the problem statement, and refers to

the equation sheet for 17 seconds.]

Okay, so, my equation sheet is uhh, that alpha is delta omega by delta t and

then umm... [Pauses for 12 seconds, and looks at the problem statement and the

equation sheet].

The recurring pauses makes the interviewer intervene with the question “What are you

thinking?” to which Ken replies that he is trying to relate the information from the equation

sheet to the given context.

Uhh, I am trying to see how I can relate uh, like what information I got to, just to

see like what other information I think I kinda like to obtain to hopefully find like

uh forces. I don’t know if that makes any sense. Uh [Looking towards equation

sheet and pauses for 20 seconds].

I think.. Yeah, what I am trying to think is how I am gonna relate this [pointing

at the Gravitron’s image from the problem statement] to forces [pointing at the

equation sheet]. [Refers the equation sheet for 15 seconds] Okay, so I did not

find anything there.
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Ken’s engagement with the Denotative Function component of modeling

This episode reflects the modeling’s Denotative Function in Ken’s reasoning. Ken constructs

a representation by associating two radially opposite arrows and a downward arrow with

forces experienced by the Gravitron’s rider (“So this force has to[...]”). Through this rep-

resentation, Ken explicitly highlights the rider-Gravitron system as the target system, and

thus transitions from the physical-world to the model-world. In addition, his reply to the

interviewer’s question on trying to relate the information from the equation sheet to ‘find

forces’ suggests his attempt to associate the indicated arrows with the relevant forces. This

feature of highlighting the target system through a representation, and associating features

of the system (forces on the rider) through elements of the representation (arrows) marks

the modeling’s Denotative Function in Ken’s approach.

Ken’s Noticing of an Inconsistency

On the sensemaking front, the same segment reflects Ken’s entry into the Sensemaking

Epistemic Game through noticing of an inconsistency in his understanding of how the forces

sustain the Gravitron’s rider. The noticing is evidenced by (i) his suggestion to compare the

forces, (ii) lack of reference to specific forces either in his verbal arguments or in his written

solution, and (iii) an explicit mention of trying to relate the forces from the equation sheet

(“Yeah, what I am trying to think [...]”).

Summarizing the episode, Ken’s construction of the representation, and his attempt to

relate the forces from the equation sheet to the representation correspond to his engagement

with the modeling’s Denotative Function. The same moves also evidence his noticing of an

inconsistency in his understanding on the interplay of the forces in holding up the Gravitron’s

rider.

6.5.3 Episode III

Struggling to locate clues from the equation sheet, Ken proceeds by reasoning about the

forces acting on the rider. Noting static friction to oppose the rider’s weight along the
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y-direction, he refers to the relationship between friction and the normal reaction. This

relationship cues Ken on calculating centripetal acceleration. Unable to reason any further,

he acknowledges of being ‘stuck’ on the task, and mentions of revisiting it upon solving the

remaining problems from the set.

Okay so, in the y direction, I have, will start with the max weight. So you have

weight of person putting it down, and then static friction, would be opposing it

slipping so, and static friction is normal force times µs. And then normal force

is equal to... [looks at the equation sheet]. Okay, so I need to find alpha [pauses

for 20 seconds while looking back and forth between equation sheet and problem

statement]. So.... [pauses for 10 seconds].

Yeah, I am pretty stuck on this right now. Just gonna, I will just come back

to that. There are no points involved [smiles and turns the page for the next

problem].

Ken’s engagement with the Demonstration component of modeling

Ken’s moves in this episode exemplify the modeling’s Demonstration component. Having

denoted forces as arrows in the representation, Ken identifies weight, friction, and the normal

force as the forces experienced by the Gravitron’s rider. He notes the force of friction to

oppose the rider’s weight, thereby tying the two forces together. He then connects the friction

and the normal force by citing the mathematical relation between them. Consequently, Ken’s

attempt to relate the identified forces reflects the Demonstration component of modeling in

his reasoning.

Ken’s Generation of an Explanation

On the sensemaking front, Ken’s reasoning about the forces marks his navigation through the

penultimate stage of the Sensemaking Epistemic Game. In response to the noticed inconsis-

tency on the interplay of the forces on the Gravitron’s rider, Ken generates an explanation by

identifying the relevant forces at play and describing their interrelationships. He intuitively
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argues that the rider’s downward motion would be opposed by the force of friction. He then

invokes his formal knowledge by expressing friction as the product of normal force and the

coefficient of static friction. Thus, Ken generates an explanation by blending his intuitive

and formal knowledge to relate the identified forces.

Upon attempting the remaining problems, Ken returns to the Gravitron task and calcu-

lates the magnitude of centripetal acceleration. Noting the centripetal force to keep the ‘kid

on the ride’, he tries identifying the counter-force that works in opposition to the centripetal

force.

I will try this one real quick. Okay. [Looks at the equation sheet and erases

what was earlier written]. So, r times w. Radius is 4.6 times 3 [Uses calcu-

lator]. And then [looks at the equation sheet]. Yeah okay. So, you can find

centripetal acceleration by squaring the... and dividing it by r [uses calculator].

So its 44.1 meters per second-squared. And this acceleration has to do like with

the force that keeps the kid on the ride [while pointing at the radially inward arrow

in the diagram]. And then okay. [Pauses for 42 seconds] How do I...? [Points at

the radially outward arrow in the diagram and pauses for 10 seconds]. So, there

is a force pushing back on them. [Pauses for 22 seconds].

Ken continues to relate the forces, this time by focusing on the radial arrows indicated

in his representation. He notes the radially inward arrow as the centripetal force that holds

the rider inside the Gravitron (“[...] the force that keeps the kid on the ride.”). He then tries

to reason about the oppositely directed arrow acting in opposition to the centripetal force.

Ken’s attempt to contrast the indicated arrows in his representation highlights his continued

engagement with the Demonstration component of modeling.

Ken’s determination of the centripetal acceleration and reasoning about the two forces

also reflect his sustained efforts to generate explanations on the sensemaking front.

In addition, this segment also corresponds to Ken noticing an additional inconsistency on

fleshing out the ‘pushing back’ force acting on the rider. This is evident from the question

“How do I...?” as such vexing questions have been noted to reflect students noticing addi-
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tional inconsistencies during sensemaking26. Ken’s noticing of additional discrepancies while

generating explanations is also consistent with the trajectory of the sensemaking process as

highlighted by the Sensemaking Epistemic Game framework40.

Unable to reason conceptually on the ‘push back’ force, Ken resorts to his memory on

trying to recall a solution approach. Unable to recall a prior solution, he finally abandons

his pursuit on the Gravitron task.

Umm... I am trying to like, umm, I am trying to recall, like the similar problem

I did. There is a force... [pauses for 22 seconds] Well, I think that’s the best I

could do so far.

This last segment of the transcript reflects Ken’s unsuccessful attempt at the Demon-

stration component of modeling. In pursuit of determining the push-back force, Ken seeks

to recall a strategy from his memory. Unable to do so, he quits the problem solving exercise.

From the sensemaking perspective, this segment marks Ken’s abrupt exit from the epis-

temic game. Without a satisfactory explanation on the interplay between the forces in

holding up Gravitron’s rider, Ken gives up on his attempt after not being able to recall a

solution approach from his memory. Table 6.3 (column 3) presents the features of epistemic

games in Ken’s attempt at the Gravitron task.

Summarizing the episode, Ken identifies weight, frictional and normal forces and relates

them in the Gravitron context through his intuitive, and curricular knowledge. Struggling to

make inroads, he temporarily abandons the task and revisits it. He then seeks to determine

the ‘push-back’ force which acts in opposition to the centripetal force. Unable to make a

breakthrough, the student abandons his solution pursuit. From the modeling perspective,

Ken’s moves in this episode reflect his struggle to relate the denoted forces in his repre-

sentation, i.e., the struggle to engage in the modeling’s Demonstration component. On the

sensemaking front, the same moves reflect his struggle to generate a coherent explanation

for his perceived gap about the forces acting on the Gravitron’s rider.
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6.6 Discussion

In order to probe how modeling and sensemaking intertwine, I analyzed two case studies

of physics problem-solving through the lens of mental modeling, the DFDIF components,

and the stages of the Sensemaking Epistemic Game (Figure 6.4). I observe that modeling –

construction of mental models and engagement with DFDIF components – entails navigation

through the stages of the Sensemaking Epistemic Game. Even though the components of

modeling overlap with the epistemic game’s stages, I do not find a one-to-one relation between

the elements of the two processes. I also observe that barriers experienced in engaging

with the modeling’s DFDIF components can inhibit navigation through the stages of the

Sensemaking Epistemic Game. These arguments are detailed below.

6.6.1 Modeling involves navigation through the stages of the Sense-

making Epistemic Game

Figure 6.4, particularly (a), indicates that the construction of a mental model and engage-

ment with the DFDIF components involve navigation through the stages of the Sensemaking

Epistemic Game. Additionally, the figure also highlights the co-occurrence of the assembling

of knowledge framework stage of the epistemic game (Stage 0) with the construction of a

mental model; the explanation-generation stage (Stage 2) with the Demonstration; and the

Resolution stage (Stage 3) with the modeling’s Inferential Function.

In the initial phases of problem-solving, both participants primed on the task-related

information as part of constructing their mental models. While Matthew annotated the

provided information, Ken wrote out the same explicitly. The assembling of the task-related

information in both cases contributed to the participants’ interaction with their mental mod-

els. My observation on the overlap between mental modeling and assembling of contextual

information is consistent with the current literature, which has noted mental modeling as a

key feature of making sense of the task36 using the essential pieces of information from the

problem statement214;215.
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I also note the alignment of the explanation generation during sensemaking (Stage 2)

with the modeling’s Demonstration feature. Both Matthew and Ken generated explanations

in response to their perceived gap by mathematically relating the denoted forces in their

respective representations. The alignment of the explanation generation stage with the

Demonstration component comes as no surprise as numerous studies have noted sensemaking

to involve coordination between multiple representations216;217. Demonstration, particularly

while making sense of physics problems, can involve making effective transitions between

various forms of representations such as Free Body Diagrams, graphs, equations, etc.169;170.

Lastly, in case of Matthew, the Resolution stage of the epistemic game (since Ken did not

reach this stage) aligned with the modeling’s Inferential Function. Matthew concluded his

sensemaking by interpreting the result of the mathematical inequality, i.e., by transitioning

from the model-world to the physical-world. My observation on the overlap between the

results’ interpretation (Inferential Function) as the concluding part of the problem solving

process (Resolution) is also congruent with the existing findings on students’ use of mathe-

matics in physics36;55;218.

Even though the components of modeling co-occur with stages of the Sensemaking Epis-

temic Game, I do not observe a one-to-one correspondence between all the elements of the two

processes. This primarily stems from the dynamic nature of noticing inconsistency during

sensemaking. While Matthew noticed a discrepancy in his knowledge during mental model-

ing (Section 6.4.1 and Figure 6.4 (a)), for Ken it was associated with the Denotative Function

and while Demonstrating the internal consistency in his representation (Section 6.5.2 & 6.5.3

and Figure 6.4(b)).

I argue that the association of modeling as a process of making sense of a phenomenon27;35;36;38;39;46;73

can be restated more precisely as: modeling as a process of navigating through the stages of

the Sensemaking Epistemic Game when reasoning about a phenomenon. The contemporary

literature has also noted several sensemaking features, such as priming of prior knowledge,

and generating explanations, as part of the modeling process39. My findings complement

this observation by noting that these features co-occur vis-à-vis engagement with mental

models and with the Demonstration feature of modeling.
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6.6.2 Struggling to engage with one or more components of mod-

eling can inhibit sensemaking

The analysis of Ken’s case further reveals that barriers experienced in modeling can impede

sensemaking of the given situation. From Figure 6.4 (b), I observe that the remaining facets

of sensemaking (the Resolution stage) and the modeling processes (the Inferential Function

component) are not evidenced as Ken chooses to abandon his attempt at the task. Despite

representing the rider-Gravitron system, and reasoning about the forces acting on the Grav-

itron’s rider, Ken’s choice to give up on his approach stemmed primarily from his repeated

unsuccessful attempts to relate the two oppositely directed arrows in his representation.

Upon noting the centripetal force (the radially inward arrow in his representation), Ken

struggled to reason about the ‘push-back’ force (the radially outward arrow) which acted in

opposition to the identified centripetal force. From the modeling perspective, Ken’s struggle

tends to be associated with relating the elements (forces) of the constructed representation,

i.e., the Demonstration component of modeling. The hindrance in the modeling’s Demon-

stration component resulted in the lack of a satisfactory explanation to his perceived gap,

which in turn nudged him to quit the sensemaking process.

I emphasize that Ken’s decision to give up on his attempt may not have been caused

solely by the modeling barriers. The lack of conceptual coherence in his arguments, or his

‘working-model’ of the Gravitron may also have played a crucial role in nudging him to quit

sensemaking. However, I prioritize modeling barriers over other factors since modeling or

sensemaking can occur independently of conceptual coherence. Other participants in the data

made the requisite claim upon making sense of or modeling the Gravitron scenario, albeit

their conceptual correctness can be contested. Furthermore, theobservation on modeling

barriers impeding sensemaking addresses the contemporary literature’s call to investigate

the contextual factors which encourage students to give up on sensemaking40.
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Chapter 7

Conclusion and Future Work

Contributing to the contemporary efforts of the education research community, this disser-

tation discusses ways of leveraging existing theoretical ideas in developing and analyzing

assessments that promote sensemaking in physics. Arguments discussed in this work can as-

sist educators in taking a step closer towards promoting a set of valued objectives in science

learning environments such as sophisticated epistemology, enhanced content understanding,

and students’ ability to generate new knowledge.

Chapter 3 presented a broad overview of the development process of a novel research-

based assessment that facilitates students’ sensemaking of their surrounding world using

disciplinary ideas. Specifically, I elucidated the leveraging of existing theoretical and design

frameworks in the development of the Thermal and Statistical Physics Assessment (TaSPA).

This work presents a paradigm shift in how assessments are envisioned and designed by the

discipline-based education research community. I presented the TaSPA’s “theory-of-action”-

an explicit account of how the assessment can bring about an intended change by shifting

the focus of our classrooms from “knowing” to “doing” science.

Furthermore, the contemporary literature has raised several concerns on the existing

assessments which include (i) lack of clarity for instructors in interpreting students’ assess-

ment scores, (ii) the need to shift the focus of assessments from what students know to

what students can do with what they know (‘knowledge-in-use’), (iii) misalignment between
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the assessment goals and the valued objectives of the instructors, and lastly (iv) scarcity of

standardized assessments for undergraduate thermal and statistical physics courses. TaSPA

addresses the first concern by providing actionable feedback for instructors on how they can

go about modifying their courses based on their students’ responses to the assessment tasks.

Additionally, by blending scientific practices with the conceptual ideas of thermal and sta-

tistical physics, TaSPA focuses on assessing the ‘doing’ aspect of science, thereby addressing

the second concern. Since instructors get to choose what they wish to assess (by choosing

the learning performances they value), the current assessment contributes in minimizing the

existing gap between the objectives of assessment and local goals of instructors (thereby

addressing the remaining two concerns).

As for the future work, theoretical underpinnings in translating and interpreting the in-

dividual responses to the class’ results are being explored. The research team is also in the

process of piloting the entire exercise of assessment administration, starting from instruc-

tors choosing learning performances to getting actionable feedback based on their students’

responses at numerous undergraduate institutions in the United States. The assessment is

being planned to be available to the public in 2024.

In Chapter 4, I put forward a theoretical argument that to promote sensemaking, tasks

should cue students to unpack the underlying mechanism of a real-world phenomenon by

coordinating multiple representations and by physically interpreting mathematical expres-

sions. I make this argument by leveraging existing theoretical perspectives on the cognitive

features of sensemaking, and by adopting conjecture mapping1.

One of the primary contributions of this work involves adopting an agent-based approach

in articulating task-design arguments in physics. Research on task design has traditionally

focused on the valued objectives of researchers by overlooking the role of contextual features

in influencing students’ engagement with tasks. Chapter 4 presents an exemplar case by

simultaneously attending to the valued objectives of the researchers along with accounting

for the students contextual factors. While my theoretical approach on deducing sensemaking

elements from its definition reflects the researchers’ valued objectives in task design, the

vocabulary adopted in making task-related arguments reflect the consideration of students’
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contextual factors.

This work contributes to the contemporary literature by operationalizing conjecture map-

ping in the context of task design in physics. This technique has been traditionally employed

in designing learning environments such as (but not limited to) vocational training219, on-

line or hybrid learning220;221, or pedagogy in informal communities222. Chapter 4 leverages

this framework in designing physics tasks. Operationalization of this framework also brings

together the broad literature on sensemaking. While the “embodiment” and “mediating

processes” (Section 4.1.2) encompass the theoretical and analytical views on sensemaking,

the “outcomes” embodies the literature on the effects of sensemaking.

For instructors, this chapter provides a generalized framework for designing assessments,

or crafting examples for classroom discussions that can promote sensemaking. The general-

ized nature of these task features provide avenues for instructors to design tasks based on

their local learning objectives and curricula, thereby facilitating their agency115;223.

For researchers, the current work describes a methodology for identifying task features,

which can be extended to promote other valued epistemic practices such as argumentation

or modeling46. My proposed methodology – extracting salient features of a cognitive process

from its definition, and back-tracking the task characteristics – can contribute to the commu-

nity’s efforts in promoting valued epistemic practices in our classrooms. Additionally, there

is an increasing traction of investigations on sensemaking in laboratories224;225. Researchers

can also extend the presented methodology in identifying features of activities or tasks that

promote sensemaking during experimentation.

Since I do not claim the identified features to be exhaustive, researchers can expand on

the proposed list, or can further investigate the conditions in which the identified task fea-

tures are effective. Contemporary reports on the proposed task features do indicate certain

accompanying constraints. Heckler121 notes explicit prompting on constructing representa-

tions may cue protocol-based approaches to learning as opposed to intuitive engagement with

the content. Similarly, researchers have noted real-world contexts in tasks to elicit subjective

judgements about the scenarios188, and initiating gender-based disparity in performances226.

This study also opens up avenues to explore the interaction of the proposed task features
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with their structural features. Research on task design has noted activities such as design-

ing experiments, or modeling complex systems to differ from solving the typical end-of-the

chapter physics problems. Unlike the former (referred as ill-structured problems), the latter

(well-structured) tasks have a well-defined protocol for initiating, proceeding, and terminat-

ing the activity227–231. The current study paves way for researchers to probe the influence

of our identified task features in the context of well- and ill-structured problems.

In Chapter 5, I focused on the “analysis” component of my dissertation by going through

students’ responses to tasks embodying features articulated in Chapter 4. I present a qual-

itative proof-of-concept of the likelihood argument about the task features by analyzing

reasoning approaches from two participants (Luke and Catherine) about a same task (Fig-

ure 5.2). While Luke makes the required claim by engaging in sensemaking, Catherine makes

the claim through “plug-and-chug” approach. Furthermore, through Luke’s case study, I

present detailed evidence about how a specific proposed task-feature can elicit a specific

element of sensemaking.

In Chapter 6, I analyze two additional problem-solving approaches on another task em-

bodying the features proposed in Chapter 4. This work explicitly demonstrates the in-

tertwining between sensemaking and modeling by employing the Sensemaking Epistemic

Game40, mental modeling and the DFDIF account of modeling4. Qualitative analysis of

the participants’ problem-solving reveals that modeling – constructing a mental model and

engaging with the DFDIF components – entails navigation through the four stages of the

Sensemaking Epistemic Game. In addition, the analysis of Ken’s approach reveals that

barriers experienced in modeling can influence students to prematurely quit sensemaking.

Observations made in this chapter provide insights for instructors for making potential

interventions when students tend to give up on sensemaking. For instance, a useful inter-

vention in the case of Ken, who abandoned sensemaking upon struggling with modeling’s

Demonstration component, might have been to prompt him to reflect on how his identified

forces – gravity, friction and normal force – connect to the denoted centripetal force. I

suspect students can also experience barriers with other modeling features such as construc-

tion of mental models, and engagement with the Denotative Function, and the Inferential
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Function components (though not observed in our case studies). Students’ initial mental

models particularly while reasoning about a real-world context like the Gravitron, are asso-

ciated with ideas about the functioning of their surrounding world. Potential interventions

on mental modeling might include prompting students to explicitly articulate their intuitive

ideas and discussing about how those ideas manifest as scientific principles in the given con-

text. As for modeling’s Denotative Function, the interventions can include explicitly making

the “epistemic status” of denoting physical quantities through algebraic symbols as an ar-

bitrary choice often devoid of physical or mathematical implications (e.g., denoting Friction

as “Ff” or “f” has no bearing on physics or mathematical arguments being made in a given

context)17;19. Concerning the Inferential Function, explicit emphasis about reflecting on the

“physical meaning” of the obtained mathematical results, or modifying known equations in

light of given physical conditions can assist students in sensemaking during problem solving.

For researchers, the contextual operationalization of the Sensemaking Epistemic Game

contributes a new theoretical perspective to analyze students’ sensemaking on physics prob-

lems. Even though researchers have probed students’ reasoning using the epistemic games

construct, the focus has primarily been on the use of mathematics in physics82 or “answer-

making” during problem solving232. Students’ sensemaking using mathematical formalisms

or ‘mathematical sensemaking’ has been investigated through various constructs such as

mediated cognition75, blended processing90, symbolic forms92, etc. The current work adds

the Sensemaking Epistemic Game to this list of frameworks employed to probe students’

sensemaking during problem solving. Lastly, consistent with the current arguments in the

modeling literature35;206, this work takes the agent-based perspective to analyze students’

modeling. That is, I investigate modeling through the cognitive interests and aims of the

participant (models-for) rather than considering their mere representation of the concerned

context (models-of)206.
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7.0.1 Limitations

A number of caveats accompany the claims made in this dissertation. Firstly, the sense-

making process is driven by a perceived gap in one’s knowledge system21. This noticing

of inconsistencies depends on prior knowledge, awareness, self-evaluation, and approaches

students employ while reasoning about the given scenario125. The proposed task features

in Chapter 4 do not attend to this crucial element of the sensemaking process due to its

contextual and meta-cognitive nature. Additionally, my objective is neither to argue that

the proposed task features necessarily engage students into sensemaking, nor these features

to be the only ones to promote sensemaking. Rather, I make a modest argument that the

identified features which when present in a task together, enhance the likelihood of students

sensemaking in physics.

Chapter 6 accompanies several limitations. The DFDIF account, which has been used as

the modeling framework, captures the “big-picture” of the modeling process by categoriz-

ing it into three broad activities: the Denotative Function, Demonstration, and Inferential

Function. Modeling is a complex iterative process entailing activities such as making as-

sumptions, approximations, etc. and the adopted framework does not capture these aspects.

The arguments made in this study are based on the analysis of responses of two white, male

students on a single problem. I acknowledge that a person’s view of the outside world is

informed by their positionality, and the claims made in this paper do not take this factor

into account. Analysis of demographically diverse students’ approaches to a wide range of

problems would undoubtedly enrich the claims. And lastly, while my data includes partic-

ipants thinking aloud, there are moments especially during prolonged pauses which involve

interventions from the interviewer asking participants to articulate their thoughts. Though

an inherent limitation of the think-aloud protocol, the interviewer’s interjection does have

an impact on the participants’ thought process.

As part of future work, I seek to extend our observations to identify the importance of

the constructed inequality in Matthew’s solution to both his modeling and sensemaking.

Additionally, I also seek to investigate whether the converse of our second claim holds true,
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i.e., whether barriers experienced in sensemaking can inhibit modeling of the given context.

Such explorations can further the pedagogical efforts in supporting students’ modeling and

sensemaking thereby making classroom experiences more exploratory.
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[118] Kirsten Berthold, Heidi Röder, Daniel Knörzer, Wolfgang Kessler, and Alexander

Renkl. The double-edged effects of explanation prompts. Computers in Human Be-

havior, 27(1):69–75, 2011.

[119] Kirsten Berthold and Alexander Renkl. Instructional aids to support a conceptual

understanding of multiple representations. Journal of educational psychology, 101(1):

70, 2009.

[120] Timothy J Nokes, Robert GM Hausmann, Kurt VanLehn, and Sophia Gershman. Test-

ing the instructional fit hypothesis: the case of self-explanation prompts. Instructional

Science, 39:645–666, 2011.

[121] Andrew F Heckler. Some consequences of prompting novice physics students to con-

struct force diagrams. International Journal of Science Education, 32(14):1829–1851,

2010.

[122] Cornelia S Große and Alexander Renkl. Effects of multiple solution methods in math-

ematics learning. Learning and Instruction, 16(2):122–138, 2006.

[123] Bethany Rittle-Johnson and Abbey M Loehr. Eliciting explanations: Constraints on

when self-explanation aids learning. Psychonomic bulletin & review, 24:1501–1510,

2017.

[124] Leema K Berland, Christina V Schwarz, Christina Krist, Lisa Kenyon, Abraham S Lo,

and Brian J Reiser. Epistemologies in practice: Making scientific practices meaningful

for students. Journal of Research in Science Teaching, 53(7):1082–1112, 2016.

131



[125] Ross C Anderson, Shawn Irvin, Tracy Bousselot, Nate Beard, and Paul Beach. Grasp-

ing the uncertainty of scientific phenomena: A creative, agentic, and multimodal model

for sensemaking. In Uncertainty: A Catalyst for Creativity, Learning and Development,

pages 159–179. Springer, 2022.
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Appendix A

A.1 Scientific practices

(A) Developing and Using Models.

(B) Planning Investigations.

(C) Analyzing and Interpreting Data.

(D) Using Mathematics and Computational Thinking.

(E) Constructing Explanations and Engaging in Argument from Evidence.

(F) Evaluating Information.

A.2 Cross-cutting concepts

(a) Patterns.

(b) Cause and Effect: Mechanism and Explanation.

(c) Scale and proportion.

(d) Proportion and Quantity.

(e) System and System Models.
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(f) Energy and Matter: Flows, Cycles, and Conservation.

(g) Structure and Function.

(h) Stability and Change.

A.3 Sub-ideas

(i) Energy is conserved.

(ii) Temperature can be defined in terms of changes in entropy and internal energy.

(iii) Spontaneous processes occur such that entropy is maximized.

(iv) The macroscopic quantity of entropy for a system can be determined using the number

of microstates within that system.

(v) Thermodynamic potentials can be used to determine the energy that is available to

perform work.

(vi) Heat flow changes (or does not change) temperature depending on the process under-

gone and ambient conditions

(vii) The macroscopic quantity of entropy for a system can be determined using the number

of microstates within that system.

(viii) Probability.

(ix) Microstates.

(x) States/Boltzmann Factor.
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A.4 Learning performances

1. (E-f-i) Construct an argument justifying or refuting claims about the changes to in-

ternal energy of a thermodynamic system given information about the energy flow into

and out of the system.

2. (E-d-ii) Construct an argument justifying or refuting claims about the temperature

of a system using information about changes in entropy and internal energy.

3. (C-b-iii) Analyze and interpret data about interacting systems to determine whether

a thermodynamic process will happen spontaneously using the idea that entropy of the

universe is maximized for spontaneous processes.

4. (D-c-iv) Use mathematics to determine the number of microstates within a system

to deduce the macroscopic quantity of entropy for that system and make a conclusion

about the system.

5. (E-f-v) Construct an argument justifying the most appropriate thermodynamic poten-

tial (e.g., Gibbs free energy, Helmholtz free energy, enthalpy) to be applied to a given

context depending on system conditions (e.g., constant pressure, volume, or tempera-

ture).

6. (E-b-vi) Generate an explanation about the mechanism by which the temperature

does (or does not) change with heat flow into or out of a system informed by the

process undergone and ambient conditions (e.g., pressure, temperature).

7. (F-a-vii) Evaluate information in the form of ideas generated by students about the

entropy of a system undergoing changes to its state by considering the number of

microstates for a given macrostate.

8. (A-c-viii) Use models to determine the number of microstates for a given macrostate

and find the probability of a system being in that particular macrostate.
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9. (A-c-viii) Use a model to determine the probability of a system being in a particular

state using the Boltzmann factor for that particular state and make relevant conclu-

sions.

10. (A-c-i) Use representation(s) of the speed distribution of a gas to reason about its

composition or properties.

11. (D-f-i) Use mathematics to calculate the temperature and internal energy and use

them to predict macroscopic features of an Einstein solid given information about the

entropy.

12. (E-f-i) Engage in argumentation regarding how (or if) a system’s partition function is

impacted by contact with another system.

13. (D-c-i) Use mathematics to determine the heat capacity of argon and helium from the

monatomic gas partition function and see if either gasses are usable in an experiment.
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Appendix B

Feedback statements

1. You wanted to assess if your students are able to: Construct an argument justifying

or refuting claims about the changes to internal energy of a thermodynamic system given

information about the energy flow into and out of the system.

Students were asked to:

1. Unpack the relations between the changes in internal energy of a system with respect to

heat transferred in/out of the system and work done on/by the system (∆U = Q±W ).

2. Use the unpacked relations to generate an explanation about the changes in internal

energy of the system.

3. Make a claim about the changes in internal energy of the system.

The TaSPA:

(ES1)
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M Provided evidence that your students unpacked the relations between the change

in internal energy of a system with respect to heat transferred in/out of the system

and work done on/by the system.

P Provided some evidence that your students related changes in changes in internal

energy of a system to either heat or work as forms of energy flow into and out of

that system, but not both.

N Did not provide evidence that your students unpacked the relations between the

change in internal energy of a system with respect to heat transferred in/out of the

system and work done on/by the system.

(ES2)

M Provided evidence that your students constructed arguments about the changes to

internal energy of a system by taking into account the contributions from both heat

and work as forms of energy flow into and out of that system.

P Provided some evidence that your students constructed arguments about the

changes to internal energy of a system by taking into account the contributions

from either heat or work as forms of energy flow into and out of that system, but

not both.

N Did not provide evidence that your students constructed arguments about the

changes to internal energy of a system by taking into account the contributions

from both heat and work as forms of energy flow into and out of that system.

(ES3)

Students could benefit from more opportunities to:

(ES1)
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M Provided evidence that your students made an accurate claim about the changes
to internal energy of a system.

N Did not provide evidence that your students made an accurate claim about the
changes to internal energy of a system.

P explore how both heat and work as forms of energy flowing into and out of real-

world systems can relate to changes in internal energy of that system.

N explore factors that contribute to changes in internal energy of a system using ideas

of conservation of energy, such as the first law of thermodynamics.

(ES2)

P generate clear explanations about how both heat and work as forms of energy in

real-world systems can concurrently contribute to the changes in internal energy of

a system.

N generate clear explanations about changes in internal energy of a system when the

concerned process involves concurrent contributions from both heat and work.

(ES3)

N make conclusions about the overall changes to internal energy of a system based on

properties of a system and/or characteristics of a particular process.
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2. You wanted to assess if your students are able to: Construct an argument justifying

or refuting claims about the temperature of a system using information about changes in

entropy and internal energy.

Students were asked to:

1. extract a mathematical relationship between temperature, entropy and internal energy

using the provided thermodynamic identity.

2. use the extracted mathematical relationship to determine the temperature values of

the system.

3. validate the provided claim or hypothesis using the given data and the extracted math-

ematical relationship.

The TaSPA:

(ES1)

M Provided evidence that your students extracted the requisite mathematical rela-

tionship between temperature, entropy and internal energy.

P Provided some evidence that your students partially extracted the required mathe-

matical equation by incompletely mapping the information from the physical system

to the provided thermodynamic identity.

N Did not provide evidence that your students extracted the requisite mathematical

relationship between temperature, entropy and internal energy using the provided

thermodynamic identity.

(ES2)
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M Provided evidence that your students used the extracted mathematical relationship

to determine the temperature values.

P Provided some evidence that your students used the given thermodynamic identity

to reason about the temperature of the given system either by deducing an incorrect

relation, or by not determining temperature’s appropriate values.

N Did not provide evidence that your students coordinated between the provided

information on changes in entropy and internal energy of the system to reason

about temperature.

(ES3)

M Provided evidence that your students validated the provided claim or hypothesis

using the provided data and the extracted mathematical relationship.

N Did not provide evidence that your students validated the provided claim or hy-

pothesis by coordinating the provided thermodynamic identity with information on

changes in entropy and internal energy of the system.

Students could benefit from more opportunities to:

(ES1)

P explore physical features of real-world systems and their mathematical implications

while reasoning about thermodynamic identities or quantities such as temperature.

N reason about the relationship between a system’s temperature and changes in its

internal energy and entropy.

(ES2)
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P interpret data on (changes in) internal energy and entropy to reason about temper-

ature of systems.

N explore the relationship between internal energy and entropy of the system with

respect to its temperature.

(ES3)

N validate observations about thermodynamic features such as temperature of real-

world systems by leveraging contextual data and thermodynamic relationships.
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3. You wanted to assess if your students are able to: Use mathematics to determine the

number of microstates within a system to deduce the changes in macroscopic quantity of

entropy for that system and make a conclusion about the system.

Students were asked to:

1. identify an accurate relationship between the number of microstates and entropy of

the system.

2. calculate the number of microstates for a given macrostate of the system.

3. determine the entropy of the system.

4. interpret the obtained entropy value to make a conclusion about the system.

The TaSPA:

(ES1)

M Provided evidence that your students identified an accurate relationship between

the number of microstates and entropy of the system.

N Did not provide evidence that your students identified an accurate relationship

between the number of microstates and entropy of the system.

(ES2)

M Provided evidence that your students appropriately calculated the number of mi-

crostates for a particular macrostate of the given system.

N Did not provide evidence that your students calculated the number of microstates

for a particular macrostate of the given system.

(ES3)
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M Provided evidence that your students accurately determined the entropy of the

system.

N Did not provide evidence that your students accurately determined the entropy of

the system.

(ES4)

M Provided evidence that your students accurately interpreted the obtained entropy

to make a conclusion about the system.

N Did not provide evidence that your students accurately interpreted the obtained

entropy to make a conclusion about the system.

Students could benefit from more opportunities to:

(ES1)

N explore how the number of accessible microstates of a given system’s macrostate

relate to its entropy.

(ES2)

N reason about multiplicity, permutations, combinations, and logarithmic operations

in calculating the number of microstates for a given macrostate of the system.

(ES3)
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N reason about how entropy of a system is related to the number of microstates of a

given macrostate.

(ES4)

N reason about the changes in entropy and its implications for the spontaneity of

real-world thermodynamic processes.
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4. You wanted to assess if your students are able to: Analyze and interpret data about in-

teracting systems to determine whether a thermodynamic process will happen spontaneously

using the idea that entropy of the universe is maximized for spontaneous processes.

Students were asked to:

1. identify maximization of entropy as crucial for spontaneous processes.

2. use the given data representation to determine the entropy of the system.

3. validate the given claim or hypothesis through a conclusion.

The TaSPA:

(ES1)

M Provided evidence that your students identified maximization of the entropy of the

universe as the driver in a spontaneous process.

N Did not provide evidence that your students identified maximization of the entropy

of the universe as the driver in a spontaneous process.

(ES2)

M Provided evidence that your students used the given data representation to deter-

mine the required entropy of the system.

P Provided some evidence that your students either extracted the necessary informa-

tion from the data representation, or reasoned correctly about the changes in the

entropy of the given system, but not both.

N Did not provide evidence that your students used the provided data representation

to reason about the entropy of the system.
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(ES3)

M Made an accurate conclusion about the spontaneity of the thermodynamic processes

based on the maximization of the universe’s entropy.

N Did not make an accurate conclusion about the spontaneity of the thermodynamic

process by accounting for the maximization of the universe’s entropy.

Students could benefit from more opportunities to:

(ES1)

N explore the relationship between entropy and spontaneity in real-world thermody-

namic processes.

(ES2)

P interact with various forms of data representations about thermodynamic quantities

associated with real-world systems.

N reason about the spontaneity of real-world thermodynamic processes based on data

pertaining to various thermodynamic quantities, particularly entropy.

(ES3)

N make conclusions about the spontaneity of everyday thermodynamic processes

based on the maximization of the universe’s entropy.
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5. You wanted to assess if your students are able to: Construct an argument justifying the

most appropriate thermodynamic potential (e.g., Gibbs free energy, Helmholtz free energy,

enthalpy) to be applied to a given context depending on system conditions (e.g., constant

pressure, volume, or temperature).

Students were asked to:

1. Identify the thermodynamic conditions of the described system.

2. justify the choice of a thermodynamic potential based on the given conditions.

3. make a claim about the appropriate thermodynamic potential applicable to the given

context.

The TaSPA:

(ES1)

M Provided evidence that your students identified the thermodynamic conditions of

the described system.

N Did not provide evidence that your students identified the thermodynamic condi-

tions of the described system.

(ES2)

M Provided evidence that your students justified the choice of a thermodynamic po-

tential informed by the given conditions.

P Provided some evidence that your students either justified the appropriate thermo-

dynamic potential or identified the physical conditions which describe usable work

for the given system.

N Did not provide evidence that your students justified the choice of a thermodynamic

potential informed by the given conditions.
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(ES3)

M Provided evidence that your students made a claim about the appropriate thermo-

dynamic potential applicable to the given context.

N Did not provide evidence that your students made a claim about the appropriate

thermodynamic potential applicable to the given context.

Students could benefit from more opportunities to:

(ES1)

N extract relevant information from everyday systems/processes in order to identify

the thermodynamic conditions.

(ES2)

P identify the physical quantities that determine the choice of an appropriate ther-

modynamic potential to describe usable work in everyday processes.

N identify the factors that determine the choice of appropriate thermodynamic po-

tential to describe usable work for systems/processes.

(ES3)

N justify or refute the existing claims, particularly as they relate to thermodynamic

potentials of real-world processes.
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6. You wanted to assess if your students are able to: Generate an explanation about

the mechanism by which the temperature does (or does not) change with heat flow into or

out of a system informed by the process undergone and ambient conditions (e.g., pressure,

temperature).

Students were asked to:

1. identify relevant process(es) undergone and ambient conditions of the system that will

influence whether or not temperature changes.

2. describe the physical mechanism that justifies why heat does or does not change tem-

perature.

The TaSPA:

(ES1)

M Provided evidence that your students identified relevant process(es) undergone and

ambient conditions of the system that will influence whether or not temperature

changes.

N Did not provide evidence that your students identified relevant process(es) un-

dergone and ambient conditions of the system that will influence whether or not

temperature changes.

(ES2)
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M Provided evidence that your students gave a complete description of a physical

mechanism that justifies why heat does or does not change temperature.

P Provided some evidence that your students partially identified a physical mechanism

that justifies why heat does or does not change temperature.

N Did not provide evidence that your students described a physical mechanism that

justifies why heat does or does not change temperature.

Students could benefit from more opportunities to:

(ES1)

N identify the relevant processes and ambient conditions which influence the changes

in temperature of a system given the heat flow into and out of the system.

(ES2)

P explore the physical mechanisms through which the heat flow into or out of the

system affects its temperature.

N examine the processes undergone and the ambient thermodynamic conditions while

investigating the temperature fluctuations in real-world systems.
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7. You wanted to assess if your students are able to: Evaluate information in the form of

ideas generated by students about the entropy of a system undergoing changes to its state

by considering the number of microstates for a given macrostate.

Students were asked to:

1. Identify the relation between entropy and the number of microstates for a given

macrostate of the system.

2. determine the change in the number of microstates for the given macrostate of the

system.

3. validate the provided information about the entropy of the system through the un-

packed relation.

The TaSPA:

(ES1)

M Provided evidence that your students identified the relation between entropy and

the number of microstates for a given macrostate of the system.

N Did not provide evidence that your students identified the relation between entropy

and the number of microstates for a given macrostate of the system.

(ES2)

M Provided evidence that your students determined the change in the number of

microstates for the different macrostates of the system.

P Provided some evidence that your students partially reasoned about the change in

the number of microstates for the specified macrostate of the physical system.

N Did not provide evidence that your students determine the change in the number

of microstates for the given macrostate of the system.
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(ES3)

M Provided evidence that your students validated the provided information about the

entropy of the system.

N Did not provide evidence that your students validate the provided information

about the entropy of the system through the unpacked relation.

Students could benefit from more opportunities to:

(ES1)

N explore how microscopic properties determine the macroscopic features of a physical

system.

(ES2)

P explore how the variation in the system’s macroscopic parameters lead to the

changes in the number of microstates for the corresponding macrostate of the sys-

tem.

N explore how the number of microstates is associated with a macrostate of real-world

systems by employing mathematical relations such as Sackur-Tetrode equation and

principles such as multiplicity, permutations, combinations, and logarithmic oper-

ations.

(ES3)
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N validate the provided information on changes in entropy of a system by taking

into account the corresponding changes in the number of microstates for a given

macrostate.
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