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Abstract

Developments in Auxiliary Field Quantum Monte Carlo for Molecules

John Landstrom Weber

This thesis presents a compilation of recent work on benchmarking, applying, and
developing Auxiliary Field Quantum Monte Carlo (AFQMC) for use in ab initio simulations of
the electronic structure of molecules. With Chapter 1 I begin with a benchmark of phaseless
AFQMC versus experiment in obtaining gas phase ligand dissociation energies of a set of
tetrahedral and octahedral transition metal complexes. ph-AFQMC is shown to acquire chemical
accuracy through the use of correlated sampling (CS) and CASSCEF trial wavefunctions selected
via a black box procedure. This is followed in Chapter 2 with another gas phase benchmark of
ph-AFQMC versus experiment, this time calculating the redox potentials for a set of
metallocenes, where we find a mix of correlated sampling and large CASSCEF trials necessary to
reproduce gas phase experimental values to within 1.7 + 1.0 kcal/mol. Additionally, the inclusion
of QZ ph-AFQMC values, either using UHF or CASSCEF trials, was found to be necessary for a
few systems, as opposed to using a hybrid approach with alternate methods such as coupled
cluster to extrapolate to the basis set limit.

In Chapter 3, having established protocols to obtain decent results on transition metal
complexes with known experimental values, I apply ph-AFQMC to successfully predict the
activity of a set of new annihilators for optical upconversion. For a set of functionalized
anthracene molecules, I report agreement within statistics between ph-AFQMC and a localized

approximation to coupled cluster singles doubles and perturbative triples (DLPNO-CCSD(Ty)),



and develop intuitive guidelines for tuning the excited state energies of anthracene. For a single
molecule in an additional set of functionalized benzothiadiazole (BTD) molecules, Ph-BTD,
ph-AFQMC and DLPNO-CCSD(T) disagree significantly; subsequent experimental testing
validates the ph-AFQMC result.

In Chapter 4 I present an approach based on localized orbitals to reduce the scaling with
system size from quartic to cubic for the energy evaluation, the functional bottleneck for the
majority of AFQMC calculations. Additionally, I describe the practical implementation of such
an algorithm to be run on large GPU clusters. This allows AFQMC to be run for both larger
systems and trials at a significantly decreased cost, while still reproducing full AFQMC results
within the statistics of the method.

With Chapter 5, I conclude with the development and characterization of a novel
constraint, linecut (Ic-) AFQMC, which exhbits distinct behavior versus the phaseless constraint.
We demonstrate benchmarks for a variety of weakly to strongly correlated molecules for which
we have the exact total energies, and observe that lc-AFQMC outperforms ph-AFQMC for the
majority of systems studied. I conclude with the description of a systematic method to remove the
linecut constraint, partially removing the bias and re-introducing the fermionic sign problem
while still maintaining a practicable signal to noise ratio. This allows for us to recover the exact

energy of FeO with a fraction of the cost of converging the trial wavefunction within ph-AFQMC.
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Chapter 1: Predicting Ligand-Dissociation Energies of 3d Coordination

Complexes with Auxiliary-Field Quantum Monte Carlo

Reprinted with permission from B. Rudshteyn et al., J. Chem. Theory Comput., vol. 16, no. 5,

2020. Copyright 2020 American Chemical Society.

1.1 Introduction

The unique electronic structure of transition metals enables a rich variety of chemical reactivity,
harnessed in systems ranging from those found in the fields of chemical catalysis®, biology'® and
materials science!!. The presence of multiple quantum states within an accessible energy range
allows for reaction mechanisms involving sequential redox events and subtle transformations be-
tween spin-states, e.g. in clusters of Mn atoms in Photosystem II (PSII) or Fe and Mo atoms in
nitrogenases'>~!4. Furthermore, the coordination of small molecules to single metal ions is an im-
portant motif in drug design'>, and the correlations exhibited in the copper oxide layers of cuprate
materials play a central role in the phenomenon of high-temperature superconductivity'®!7.

Ab initio modeling has the potential to yield essential insights into these transition metal sys-
tems. However, exact methods scale exponentially with system size and are thus only applicable

to small molecules. Many groups have used density functional theory (DFT) to examine the elec-

tronic structure and reaction mechanisms of coordinated transition metal complexes, including the

113,14 0’18,19

active sites of PSI and cytochrome P45 catalysts for water oxidation,?’ CO, reduc-
tion,2! and sensitizers for optical upconversion.22 However, there are a number of uncertainties
which may cast doubt upon their conclusions, chief among them possible errors due to electron
self-interaction and strong correlation. Furthermore, as the majority of parameterized density func-

tionals and dielectric continuum solvation models have been trained on organic compounds (e.g.



the wB97X-V2? and wB97M-V?* functionals and the SMD solvation model? ), it is reasonable to
suspect the accuracy of the resulting predictions in the domain of transition metal chemistry.

The pronounced lack of reliable and precise gas-phase experimental data for realistic transi-
tion metal systems, as illustrated by recent theoretical benchmarking studies, exacerbates these
issues.2%3 This scarcity of experimental measurements is in stark contrast to the large amount of
reliable experimental values for organic molecules, which has enabled very accurate parameter-
izations of DFT functionals and a thorough validation of methods such as CCSD(T), which can
readily achieve ~1 kcal/mol accuracy for typical organic molecules’’.

The accuracy of CC methods, most frequently CCSD(T), is often assumed to carry over to
transition metal systems, as evidenced by a number of studies that have attempted to draw con-
clusions about the accuracy of DFT by comparing against reference CC values.>®*2. However,
the reliability of CC methods for transition metal systems, even when multireference effects are
approximated, has been the subject of vigorous debate, as illustrated by recent studies on transition
metal diatomic-ligand systems>!*>8. De Oliveira-Filho and co-workers found that even multiref-
erence CCSD(T) could not predict the bond dissociation energies (BDEs) for some diatomics accu-
rately with respect to experimental measurements. A recent study by Head-Gordon and co-workers
found that high levels of CC, up to CCSDTQ, are required for chemical accuracy against an exact
method known as Adaptive Sampling Configuration Interaction (ASCI) results, albeit in a small
basis set.*” Wilson and co-workers collected a set of 225 heats of formation for compounds with
first row transition metal atoms.3! They found good performance for their composite CC scheme
vs. a subset of experimental data with small uncertainties, but the mean absolute error (MAE)
of around 3 kcal/mol may be insufficient for many chemical applications. Reiher and co-workers
considered transition metal ligand-dissociation energies of very large molecules and showed that a
localized variant of CCSD(T) utilizing domain based pair natural orbitals (DLPNO-CCSD(T))%3!
resulted in pronounced errors, e.g. ~ 9.3 kcal/mol for the cleavage of a Cu complex.>?

An alternative benchmarking approach involves filtering out strongly correlated cases with

multireference diagnostics, and benchmarking DFT against CC methods only for the single-reference



subset of molecules. Hansen, Checinski, and co-workers developed the MOR41 test set of organometal-
lic reactions of medium-large size. They removed open-shell, multi-reference cases (with, e.g.,
FOD and T1 diagnostics). Recently, the properties of a set of transition metal atoms and oxide di-
atomics, in which strongly multi-reference cases were removed, were predicted by a large number
of ab initio methods.*® Tn our view, this strategy is less than ideal not only because a large subset
of relevant chemistry is excluded, but moreover because the utility of affordable multi-reference
indicators has increasingly been called into question. Indeed, studies have found mixed success for

different kinds of multireference diagnostics*3-46->3

making it hard to judge a priori when single-
reference methods would be appropriate.

In this work, we assemble a test set of gas-phase ligand-dissociation measurements with low
reported experimental uncertainties. On this set we use auxiliary field quantum Monte Carlo with
the phaseless constraint (ph-AFQMC),>* accelerated by a correlated sampling technique®® and
our implementation on graphical processing units>’. We have shown that this method yields ro-
bust accuracy for the ionization potential of transition metal atoms>’ and the dissociation energy
of transition metal-containing diatomics*’. The present study marks a large step forward, to more
relevant transition metal-containing systems. We demonstrate that ph-AFQMC with correlated
sampling yields accurate BDE predictions for various tetrahedral, square planar, and octahedral
complexes containing first row transition metal atoms and ligands including dihydrogen, chloride,
dinitrogen, aqua, ammonia, carbonyl, and formaldehyde. We then validate the performance of
a representative set of DFT functionals and the DLPNO-CCSD(T) method. Consistent with our
expectation, we find that single-reference methods such as DFT and the CC hierarchy perform
better for coordinated metal compounds compared to the case of diatomic dissociation (as lig-
and coordination can lower the degree of degeneracy of the metal atomic d orbitals). However,
we demonstrate that ph-AFQMC still produces a significant improvement in terms of MAE and
maximum error (MaxE).

Our results show that ph-AFQMC can consistently produce benchmark-quality results, and

with a computational cost which scales as a low polynomial with system size (excluding the



cost of obtaining the CASSCF trial wavefunctions). This method will extend accurate reference
datasets for future benchmarking studies of approximate methods such as DFT and accurate clas-
sical potentials for transition metal ions. In addition, the level of accuracy of the widely-employed
quantum-chemical methods included in this study provides a sense of the accuracy to be expected
for calculations on similar 4- and 6- coordinated 3d metal complexes that are ubiquitous in fields

such as biology and catalysis.

1.2 Selection of Experimental Data

We selected gas-phase experimental BDE data with less than or equal to 2.0 kcal/mol uncer-
tainty from the recommended values in the handbook compiled by Luo®®. Most of the measure-
ments can also be found in the work by Rodgers and Armentrout.’® For TiCly, Hildenbrand’s
updated experimental measurement has been used.®® The average uncertainty for the molecules in-
cluded in the present test set is 1.03 kcal/mol. Most of the measurements were performed with the
threshold collision-induced dissociation technique except for [Ni(H,0)6]%*, TiCly, CrCOsH; and
V(H;0)(H»)3 which were measured with blackbody infrared radiative dissociation, effusion beam
mass spectroscopy, transient infrared spectroscopy for kinetic analysis and temperature-dependent
equilibrium, respectively. The latter technique was used for all other H, complexes as well. The
selected compounds are depicted schematically in Fig. 1.1. These experimental data are mostly
extrapolated to 0 K, and can therefore be directly compared with quantum-chemical calculations.
The two exceptions are TiCly and CrCOsH,, which are measured at 298 K. All the metal com-
plexes have +1 net charge, except for [Ni(H,0)6]%**, TiCls, and CrCOsH,. The full list of reactions

is given in the Supporting Information (SI) of Ref. 1.

L, ‘ L s L | L = { Hy, CI, N3, H;0, NH,, GO, CH,0}

e ‘M M.,
L/‘\L Telicn N
|

Figure 1.1: The types of transition metal compounds studied. M can be any 3d transition metal
from Ti to Cu.



1.3 Computational Details

The geometries, reorganization energies (vide infra), and enthalpic corrections (just the zero-
point energy (ZPE) for cases where the O K extrapolated experiment is available, as discussed
above) were obtained with DFT calculations with the B3LYP functional® -3 and cc-pVTZ-dkh%+-67
basis set using the ORCA program package.%® Details regarding occasional small imaginary fre-
quencies and integration grids are given in Section IV of the SI of Ref. 1.

The DLPNO-CCSD(T) calculations were also done with ORCA using “TightPNO" localization
parameters and the cc-pVxZ-dkh basis sets, x=T,Q, and are extrapolated to the complete basis set
limit using the procedure built into ORCA,58 as discussed in the SI of Ref. 1. The DKH2 relativistic
correction was used for all DFT and CC calculations.®
Integrals for AFQMC were obtained with PySCF’°. The exact-two-component (x2c) relativis-

"l was used in place of DKH2. As in our previous work,*”7%37-72 the imaginary

tic Hamiltonian
time step for the AFQMC propagation, utilizing single precision floating point arithmetic, was
0.005 Ha=!'. The walker orthonormalization, population control, and local energy measurements
occurred every 2, 20, and 20 steps, respectively. We utilized a modified Cholesky decomposition of
the electron repulsion integrals with a cutoff of 107>, Walkers were initialized with the RHF/ROHF
determinant.

The correlated sampling approach>® can converge energy differences between similar states by
employing a shared set of auxiliary fields for a short projection time, providing accurate results with
smaller statistical errors vs uncorrelated AFQMC (the latter would need to run longer projections
to reach the same statistical accuracy). This approach performs most efficiently when the ligand
being removed is small, as indicated by our previous work in which the reduction in statistical
error vs the uncorrelated approach was several times larger for MnH than for MnC1.*7 Similar
behavior is found for the transition metal complex systems studied here, as shown in Fig. 1.2 for

[Cu(H)4]". In fact, correlated sampling may work better for these complexes than it did for the

diatomics since << 50% of the system is being changed. Finally, we note that correlated sampling



also can improve the accuracy of the predicted results in certain situations.*”->’

—20.90
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Figure 1.2: Correlated sampling ph-AFQMC calculations using Summit GPU’s; statistical errors
from correlated and uncorrelated sampling approaches are compared for the Cu-H; bond dissoci-
ation energy of the [Cu(H;)4]* molecule.

In the context of computing BDEs, our AFQMC calculations used correlated sampling for the
difference in energy between the original coordination compound (M-L) and the species missing a
ligand (M), 1.e. the same geometry but with ghost basis functions centered around the positions of
the missing nuclei that comprise the ligand. If the difference in energies was not converged before
15 Ha™!, uncorrelated, separate AFQMC calculations are performed for the optimized structures
of both states without ghost basis functions, using a population control scheme in which walkers
with large weights are duplicated while those with small weights are randomly destroyed for the
optimized structures of both states without ghost basis functions’®. The isolated ligand (L) was
also treated with the population control approach.

The BDE is given as follows:

BDE = (H(M) - H(M - L)) + H(L) - A, (1.1)

where H are enthalpies including the zero-point corrections and the nuclear repulsion energy.
The reorganization energy, 4, is defined as the difference in energy between the product (complex
with the ligand dissociated) in its optimal geometry and in the reactant geometry, optimized with

the ligand, but with the ligand atoms deleted. A is computed via DFT. The calculation of BDEs is



illustrated in Fig. 1.3.

E
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Figure 1.3: Schematic of BDE calculations performed in this work. OS abbreviates oxidation state,
CS indicates the energy measured by the correlated sampling approach.

To give a sense of the required computational cost, a correlated sampling ph-AFQMC calcula-
tion for [Fe(N;)4]* took about 267 node hours on Summit, using a truncated CASSCF trial wave
function containing 1195 determinants. This reflects the use of 20 repeats (i.e. independent trajec-
tories with different random number seeds), each using 20 nodes with 6 GPU’s each (each repeat
ran for about 42 minutes).

The complete basis set limit for the ph-AFQMC calculations was estimated by extrapolation
using DLPNO-CCSD(T) values with the cc-pVxZ-dkh basis sets, x=T,Q, using exponential and
% forms for the mean-field (i.e. UHF) and correlation energies, respectively, as in our previous
work*”. We used the equivalent cc-pVxZ\C auxiliary basis sets for the DLPNO approximations.

If the ph-AFQMC correlation energy with cc-pVTZ-dkh is significantly different from DLPNO-
CCSD(T), or if comparison of the extrapolated value with experiment indicates a potential problem
(our target accuracy is <3 kcal/mol, which has been referred to as “transition metal chemical ac-
curacy"’), then full extrapolation within ph-AFQMC is performed utilizing both cc-pVTZ-dkh
and cc-pVQZ-dkh basis sets (for dihydrogen or chloro compounds). In some cases, we instead
extrapolate with a UHF trial-based ph-AFQMC procedure, which seems to be a good compromise

between speed and accuracy (see Tables S4 and S5 in the supporting information of Ref. 1 for

8



details).

Apart from the basis set extrapolations, the ph-AFQMC calculations utilized CASSCEF trial
wavefunctions. The size of the CASSCEF trial wavefunction for the metal-containing species was
automatically selected via the AVAS procedure where only those B3LYP ROKS orbitals that over-
lap significantly with the 3d and/or 4d atomic orbitals (from the minimal atomic basis set called
"MINAO" as used by Knizia” or from the Atomic Natural Orbital (ANO-RCC) basis set) of the

metal were included (as noted in the SI of Ref. 1)7°

. The single numerical overlap threshold pa-
rameter was used to generate sequentially larger active spaces to determine what active space size
is needed to reach chemical accuracy.

The active space for the ligand was selected by either using the valence set of electrons and
orbitals or using a large number for electrons and orbitals to ensure convergence. Typically >98%
of the weight of the CI coefficients was retained. The active spaces were selected so that the active
space for the reactant and product metal species were similar (either the same or off by 1 orbital
and 2 electrons), which often requires the same AVAS threshold.

We compare ph-AFQMC with the B3LYP, M0677, and PBE0O® functionals since they are ar-
guably the most popular, and B97 since this functional performed the best in our previous study.*’
To explore the performance of range-correction and the non-local correlation approach, we in-
clude the wB97X-V functional.>> We also consider the double hybrid functional, DSD-PBEPS6. It
is available in ORCA, and has been shown to perform very well,”®32 accelerated by the resolution
of identity (RI) approximation on the MP2 part. In this study, we used the "DSD-PBEP86/2013"
functional, which has slightly different parameters than DSD-PBEP86, but refer to it as DSD-
PBEPS86 throughout the paper.

Since analytical gradients have not yet been implemented in ORCA for all of the functionals
in this study, we decided to use B3LYP optimized geometries and performed single-point energy
calculations. Grid and density-initialization choices are described in Section IV of the SI of Ref.
1.

For all DFT and HF (the latter is used as a reference wavefunction for DLPNO-CCSD(T))



calculations, we found it essential to perform a stability analysis to ensure that the lowest energy

SCF solution was obtained.

1.4 Results and Discussion

The deviations of the computed BDEs from experiment are presented in Figs. 1.4 to 1.8. Values
of the BDEs are given explicitly in Tables S1 and S6 in the supporting information of Ref. 1. Tables
1.1 through 1.6 show statistical metrics including Mean Signed Error (MSE), MAE, and MaxE for

each ligand type, and ultimately for the entire test set.

1.4.1 Dihydrogen Complexes

In general, as shown in Fig. 1.4 and Table 1.1, the performance of ph-AFQMC is excellent for
dihydrogen complexes (where the dihydrogen is the ligand being removed), including [Ti(H)4]*,
[Cu(H2)al™, [V(H2)4l", [V(H2)el", [Co(Ha)4l", [Ni(H2)4]", [Ti(H2)eI", [Co(H2)6]", [Fe(H2)sl",
[Fe(H)4]™, [Cr(CO)sH]", [Cr(Ha)s]*, [VH20(H2)3]*, and [Cr(Ha)4]*.
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Table 1.1: Mean absolute errors (MAE), mean signed errors (MSE), and maximum errors
(MaxE) [kcal/mol] for dihydrogen complexes. CC refers to DLPNO-CCSD(T).

ph-AFQMC CC B3LYP BY7

M0O6 PBEO wB97X-V DSD-PBEP86

MAE 0.85+0.21 1.82 143 093 250 0.75 1.43 1.09
MSE 0.09 +0.21 1.75 -1.36 -0.67 194 0.33 1.08 1.04
MaxE 1.51+136 7.54 329 205 468 291 8.08 8.49
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Figure 1.4: Deviations [kcal/mol] of computational methods for the dihydrogen set of bond disso-

ciation reactions where the H, that leaves is given at the end of the formula.

The relatively small system sizes of these dihydrogen complexes renders the ph-AFQMC calcu-
lations affordable even with the QZ basis set. Therefore, for [Ni(H,)4]*, which showed deviations

> 2 kcal/mol (see the supporting information of Ref. 1), we opted to do the full TZ/QZ extrapola-
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tion entirely within ph-AFQMC, and found better agreement. In contrast, the scaling factor, i.e. the
ratio between the correlation energies computed by ph-AFQMC and DLPNO-CCSD(T) at the TZ
level was close to or more than 1.3 for [Co(H)s]* and [Fe(H;)¢]*, a metric found in our previous
work,*” so we also did TZ/QZ extrapolation entirely within ph-AFQMC in these cases, leading to
good agreement. In the SI of Ref. 1, we show that using ph-AFQMC/UHF to extrapolate gives
similar results to the full treatment for the dihydrogen species.

MO6 yields the largest MAE (2.5 kcal/mol) while B97, PBEO, and ph-AFQMC have MAEs
less than 1 kcal/mol. While ph-AFQMC and most density functionals (DFs) perform reasonably
well for Cr(CO)sH,, especially given the relatively large experimental uncertainty, DSD-PBEP86
and DLPNO-CCSD(T) are off by 6-8 kcal/mol. We note that in the next section DSD-PBEPS86 is
seen to over-stabilize all carbonyl complexes. wB97X-V drastically overestimates the BDE of the
[Ni(Hz)4]* complex, with a deviation of 8.08 kcal/mol. Indeed, as will be shown, this functional

over-stabilizes all Ni complexes.

1.4.2 Aqua Complexes

As shown in Fig. 1.5 and Table 1.2, ph-AFQMC also yields accurate results for the hexaaqua
complex [Ni(H,0)6]** and the tetraaqua complexes [Cr(H,0)4]*, [Ni(H,0)4]*, [Ti(H20)4]1*, [V(H,0)4]*,
and [Fe(H,0)4]". While all other methods seem to overbind these complexes, as can be seen by

large and positive MSEs, ph-AFQMC appears to predict the BDEs in a relatively balanced manner.
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Table 1.2: Mean absolute errors (MAE), mean signed errors (MSE), and maximum errors
(MaxE) [kcal/mol] for aqua complexes. CC refers to DLPNO-CCSD(T).

ph-AFQMC CC B3LYP B97 MO06 PBEO wB97X-V DSD-PBEP86
MAE 1.61+0.84 3.70 272 261 5.65 3.20 4.25 3.81
MSE 0.89 +0.84 1.60 1.99 191 565 281 4.25 3.40
MaxE 296+ 1.71 7.24 526 554 949 598 8.48 7.99
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Figure 1.5: Deviations [kcal/mol] of computational methods for the aqua set of bond dissociation
reactions where the H;O that leaves is given at the end of the formula.

In the case of [Ni(H,0)6]?*, the scaling factor was below 0.6, which indicates a poor match be-
tween the correlation energies of ph-AFQMC and DLPNO-CCSD(T). As full TZ/QZ extrapolation
within ph-AFQMC was unaffordable in the present version of our code implementation due to pro-
hibitively high required device memory, we opted to do the extrapolation with a single-determinant
(UHF) trial based QMC in place of DLPNO-CCSD(T) and found good results.

Notably, all other methods overestimate the BDE for this molecule by at least 5 kcal/mol,
well outside the reported experimental uncertainty. All DFs and DLPNO-CCSD(T) give errors
in excess of 5 kcal/mol for this molecule. Similarly, we performed the extrapolation with ph-
AFQMC/UHF for [V(H,0)4]*, on the basis of disagreement of experiment rather than the scaling
factor, and found that the deviation went from 4.03 + 1.95 kcal/mol with the DLPNO-CCSD(T)

extrapolation to 0.35 + 2.63 kcal/mol with the ph-AFQMC/UHF extrapolation. The other methods
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have errors around 5-9 kcal/mol for this molecule. These findings suggest that these two species
exhibit significant multireference character.

On average, as seen in Table 1.2, the accuracy of CC and DFT methods for metal-aqua com-
plexes is similar with MAE’s between 2.61 (B97) and 5.65 (M06) kcal/mol. The MAE of ph-
AFQMC is 1.61 + 0.84 kcal/mol, with a MaxE of 2.96 + 1.71 kcal/mol found for the [Ni(H,O)4]*
species. We note that all methods overestimate the BDE of this molecule, although not by a huge

amount, especially in light of the experimental error bars. It is thus possible that the experimental

value for this case should be reinvestigated.

1.4.3 Ammonia Complexes

Fig. 1.6 and Table 1.3 summarize the performance of the computational methods for the

tetraammonia complexes: [Co(NH3)4]*, [Ni(NH3)4]*, [Mn(NH3)4]", [Cu(NH3)4]*, and [Fe(NH3)4]*.
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Figure 1.6: Deviations [kcal/mol] of computational methods for the aqua set of bond dissociation
reactions where the NHj3 that leaves is given at the end of the formula.

[Mn(NHj3)4]" is a difficult case for all methods. DSD-PBEP86 and ph-AFQMC, with devi-
ations of ~2 kcal/mol, performed better compared to other methods which showed errors of ~6
kcal/mol. This reaction involves the only 2 molecules (i.e. [Mn(NH3)4]* and [Mn(NH3)3]") where

we had to run separate ph-AFQMC calculations with population control because the imaginary

14



Table 1.3: Mean absolute errors (MAE), mean signed errors (MSE), and maximum errors
(MaxE) [kcal/mol] for ammonia complexes. CC refers to DLPNO-CCSD(T).

ph-AFQMC CC B3LYP B97 MO06 PBEO wB97X-V DSD-PBEP86

MAE 1.39+0.87 5.46 229 236 3.09 3.15 4.44 5.36
MSE -0.12+0.87 2.71 -0.55 -042 060 1.25 2.26 4.61
MaxE 195+2.16 9.15 648 645 622 474 545 13.69

trajectories were not convincingly equilibrated by 15 . Additionally, there were many CAS con-
vergence issues that prevented us from running larger CASSCEF active spaces to check the conver-
gence. Further investigation will be required. DLPNO-CCSD(T) and the remaining DFs perform
particularly poorly for this molecule with errors around or above 5 kcal/mol.

We note that [Ni(NH3)4]" is another case for which basis set extrapolation with ph-AFQMC/UHF
reduced the deviation from experiment. As before, this may indicate multireference character,
which causes all other methods to significantly overbind the ammonia ligand.

Overall, ph-AFQMC, B3LYP, B97, and M06 have notably small MSEs. ph-AFQMC is out-
standing here with respect to MAE (1.39 + 0.87 kcal/mol) and MaxE (1.95 + 2.16 kcal/mol) while
other methods show a MaxE around 6-14 kcal/mol for these complexes. DLPNO-CCSD(T) and
DSD-PBEP86 showed the largest deviations with MAEs of 5.46 and 5.36 kcal/mol, respectively.

They show extreme errors for [Fe(NH3)4]* in particular, with MaxEs of 9-14 kcal/mol.

1.4.4 Carbonyl Complexes

As shown in Fig. 1.7 and Table 1.4, ph-AFQMC also performed well for the species with all
carbonyl ligands: [Ti(CO)¢]*, [Ni(CO)4]*, [Cu(CO)4]*, [TI(CO)4]*, [Fe(CO)4]*, and [V(CO)s]*.
In particular, ph-AFQMC is the only method to predict a BDE close to the experimental value for

[Ti(CO)g]* (although B3LYP is just outside the AFQMC statistical error bars).
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Table 1.4: Mean absolute errors (MAE), mean signed errors (MSE), and maximum errors
(MaxE) [kcal/mol] for carbonyl complexes. CC refers to DLPNO-CCSD(T).

ph-AFQMC CC B3LYP B97 MO06 PBEO wB97X-V DSD-PBEP86
MAE 087 +0.72 2.65 083 171 499 343 2.35 7.99
MSE 0.85+0.72 2.18 052 1.71 499 343 2.35 7.99
MaxE 2.39+146 6.07 264 380 10.02 5.90 4.88 12.68
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Figure 1.7: Deviations [kcal/mol] of computational methods for the carbonyl set of bond dissocia-

tion reactions where the CO that leaves is given at the end of the formula.

DSD-PBEPS86 gives an extremely large deviation of 12.68 kcal/mol for [Fe(CO)4]", and in fact
overpredicts all carbonyl species in this set, with an MAE and MSE of ~ 7.99 kcal/mol. M06
has the second largest MAE (4.99 kcal/mol) and MaxE (10.02 kcal/mol for [Ti(CO)s]*) among
all methods. For these carbonyl complexes, both ph-AFQMC and B3LYP showed outstanding

performance with balanced predictions (low MSEs), MAEs of < 1 kcal/mol, and MaxEs of ~ 2.5

kcal/mol.

In the case of [Ti(CO)4]*, all methods predict BDEs above the experimental measurement. We

therefore suggest, for a future study, that the experimental value be examined carefully.
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Table 1.5: Mean absolute errors (MAE), mean signed errors (MSE), and maximum errors
(MaxE) [kcal/mol] for miscellaneous complexes. CC refers to DLPNO-CCSD(T).

ph-AFQMC CC B3LYP B97 MO06 PBEO wB97X-V DSD-PBEP86
MAE 1.07+1.19 245 237 089 572 1.56 3.80 4.66
MSE -037+1.19 245 -1.35 027 572  0.17 -2.01 2.76
MaxE 2.16 £+2.36 4.29 412 1.54 10.18 2.59 5.15 6.37

1.4.5 Miscellaneous Complexes

As can be seen in Fig. 1.8, ph-AFQMC continues to predict consistently accurate BDEs for
these three complexes. While a statistical analysis of three compounds is likely not rigorously

meaningful, we nonetheless provide a summary in Table 1.5, for completeness.
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Figure 1.8: Deviations [kcal/mol] of computational methods for the other reactions where the
ligand that leaves is given at the end of the formula.

The experimental uncertainty corresponding to the measured Ti(Cl)4 BDE is the highest among
the molecules included in this study, at 2 kcal/mol. Most of the methods give reasonable perfor-
mance except DSD-PBEP86, M06 and wB97X-V. The first two overestimated the BDE by ~ 6-10

kcal/mol while the latter underestimated it by 5.15 kcal/mol.

We note that all DFT methods overestimate the BDE of [Fe(N;)4]*, with M06 and DSD-

PBEPS&6 yielding deviations of around 5 kcal/mol.
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The formaldehyde ligands make [Fe(CH,0)4]* the largest molecule studied in this work. wB97X-
V and DSD-PBEPS86 yield deviations of ~ -3 kcal/mol while DLPNO-CCSD(T) yields of a devia-

tion around ~ 3 kcal/mol.

1.4.6 Performance for the Entire Test Set

The statistical performance of each computational method over all ligand types is summarized

in Table 1.6. We note that the average experimental uncertainty is 1.03 kcal/mol.

Table 1.6: Mean absolute errors (MAE), mean signed errors (MSE), and
maximum errors (MaxE) [kcal/mol] of ph-AFQMC, DLPNO-CCSD(T),
and DFT results and other methods for the 34 molecule subset shown in
Fig. 1.1. The values are sorted by MAE. The ph-AFQMC deviations in-
corporate both the experimental uncertainty and the statistical uncertainty.

MAE MSE MaxE
ph-AFQMC 1.09£0.27 0.30+0.27 2.96 +1.71
B97 1.57 0.33 -6.45
B3LYP 1.76 -0.32 -6.48
PBEO 2.08 1.43 5.98
wBI7X-V 2.74 1.77 8.48
DLPNO-CCSD(T) 2.89 2.00 9.15
DSD-PBEP86/2013 3.73 3.36 13.69
MO06 3.87 3.27 10.18

ph-AFQMC, B97, and B3LYP have near-zero MSEs, while all other methods systematically
overestimate the BDEs. ph-AFQMC outperforms all DFT functionals and DLPNO-CCSD(T),
with an MAE of 1.09 + 0.27 kcal/mol and MaxE of 2.96 + 1.71 kcal/mol. DLPNO-CCSD(T)
performs worse than most of the hybrid functionals in the study, with MAE and MaxE of 2.89 and
9.15 kcal/mol, respectively. In light of the average uncertainty in the experimental measurements

reported above, the BO7 and B3LYP functionals arguably yield, on average, comparable accuracy
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to ph-AFQMC, with MAEs of 1.57 and 1.76 kcal/mol, respectively. Yet the MaxE’s of 6.45 and
6.48 kcal/mol are more than twice as large as that from ph-AFQMC, and would be considered much
too large for many predictive applications. wB97X-V achieved a similar accuracy as DLPNO-
CCSD(T), with MAE and MaxE of 2.74 and 8.48 kcal/mol, respectively. This performance is
rather satisfactory given that there were no transition metals in the training set used to fit the 10
empirical parameters in the functional.?? In contrast, the Minnesota functional, M06, is heavily
parameterized and results in the largest MAE of 3.87 kcal/mol. The poor performance of M06 for
transition-metal complexes was also mentioned in our group’s previous paper> and in the work of
Grimme and co-workers>®. In contrast to the high accuracy achieved by double-hybrid functionals
for organic molecules®'#2, the DSD-PBEPS6 functional for this dataset yielded an MAE of 3.73
kcal/mol and MaxE of 13.69 kcal/mol.

According to Grimme and co-workers, DFs with a smaller amount of HF exchange tend to
perform better than those with larger percentages.>® We see a similar trend that B97 (19.43% HF
exchange) gives the best performance for this dataset while M06 (27% HF exchange) and DSD-
PBEPS86 (~ 70% HF exchange) perform the worst. PBEO with an MAE of 2.17 kcal/mol is slightly
worse than B3LYP and B97; however, it yields good results for dihydrogen complexes.

We attempted to correlate a number of multireference diagnostics, such as the fractional occu-

pation number weighted electron density (FOD)3*8>

and the square of the leading CI coefficient in
the CASSCF calculation,”® with errors from DLPNO-CCSD(T). However, no significant correla-
tion was found. This is consistent with previous studies reporting similar inefficacy for transition
metal systems.**~4633 We emphasize the need for further investigation and development of mul-
tireference diagnostics that can reliably identify the presence of strong correlation effects and thus
signal caution to users of single-reference methods such as DFT and CCSD(T). One promising
approach involves examining the deviation of (S%]HF) from spin-pure values, in conjunction with
the use of an orbital-optimized method, e.g. MPn, to rule out artificial symmetry breaking®®.

For reactions involving Sc, Ti, V, and Cr centers, our ph-AFQMC results are typically in good

agreement with experiment even when relatively small active spaces are employed in the trial
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wavefunction. Such calculations need only use the MINAO basis set to specify the 3d orbitals
as inputs for the AVAS procedure for selecting the active space. For the remaining metals, larger
active spaces (i.e. including higher-lying virtual orbitals) are required, and we therefore used
the ANO-RCC basis for AVAS, specifying both the 3d and 4d atomic orbitals to account for the
double-shell effect.’7-87-88

As a number of functionals were trained utilizing larger basis sets than the one employed in this
work, we note that the results may change slightly if such optimal basis sets had been employed.
We did investigate the basis set dependence for the double-hybrid functional, as the MP2-like part
is known to perform better with a basis larger than TZ to more closely approach the complete
basis set 1imit.8°* We found for the largest outliers for DSD-PBEPS6 that using a QZ basis set
for the single-point energy calculations did not significantly change the results. For example,
the calculated BDEs of [Fe(NH3)4]" in TZ and QZ deviate from experiment by 13.69 and 13.89

kcal/mol, respectively.

1.4.7 Discussion

The results we have obtained lead to interesting observations concerning all three classes of
approaches considered in this paper: AFQMC, DLPNO-CCSD(T), and DFT. These observations
have implications that go beyond the current data set. Our previous AFQMC study on transition

47 could be viewed as addressing a very special subset of unusual and

metal containing dimers
difficult molecules from an electronic structure point of view. In particular, these systems are
coordinatively unsaturated, with nearly degenerate electronic states in a number of cases, and of a
form rarely present in important chemical systems relevant to practical applications in biology and
materials science. In contrast, the present data set contains many typical bonding motifs, namely
four and six coordinated metal-ligand complexes, although the oxidation states are lower than is
usually found in condensed phase systems. Arguably, a system such as the water splitting complex

in Photosystem II poses a much more difficult quantum chemistry problem than the molecules

considered here. A method that displays a significant number of outliers in our present data set
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would be difficult to trust as reliable if applied to a strongly interacting, multi-metal complex with
a large number of low lying electronic states.

The AFQMC results satisfy all of the criteria one could reasonably expect (given the uncertain-
ties in the experimental data) for true benchmark performance. The largest deviation from exper-
iment is less than 3 kcal/mol, often cited as the target for ‘transition metal chemical accuracy’,’*
and close to being within the cited experimental error bars. For most of the ligands studied, the
maximum deviation is closer to 2 kcal/mol and well within experimental error. Results reliably
improve (sometimes considerably) as the quality of the calculation is increased, e.g. via an up-
grade in the basis set extrapolation method. In fact, the error for the [Ni(H,0)4]" molecule, which
represents the MaxE of ph-AFQMC in Table 1.6, can be reduced to less than 1 kcal/mol when
utilizing QMC/UHEF rather than DLPNO-CCSD(T) for the basis set extrapolation (we indicate in
Tables S4 and S5 in the supporting information of Ref. 1 that extrapolating with QMC/UHF will
produce equally good if not better final BDEs for a representative selection of molecules, suggest-
ing that such extrapolation is to be preferred, if computationally feasible, in future studies). With
this update the MaxE of ph-AFQMC would be lowered to 2.39 + 1.46 kcal/mol, for [Ti(CO)4]",
which is a rather outstanding result in light of the experimental uncertainty. The overall mean
unsigned deviation from experiment of 1.1 kcal/mol is highly satisfactory. It is in fact not obvious
how much of this deviation is due to errors in the theory and how much to errors in the experiment.
In our transition metal dimer publication, it is noteworthy that when new (and more reliable) exper-
iments were released after the calculations were completed (but prior to publication), agreement
of AFQMC with these results was significantly better than with older values. In the absence of
significantly more accurate experiments, it is hard to imagine a better performance from a tractable
theoretical approach.

The DLPNO-CCSD(T) results, in contrast, reveal a large number of major outliers (with a
maximum outlier of 9.15 kcal/mol) across every single ligand series (maximum deviations for
the individual series range from 4.29 kcal/mol to 9.15 kcal/mol). The DLPNO approximations

are likely not the most significant sources of error, given that we use the tightest possible cutoff
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parameters, and in light of the results in Ref. 91. In addition, due to the relatively small size of
the dissociating ligand, it is reasonable to expect some degree of cancellation in the localization
errors. It is most likely that excitations of higher order than (T) are required for consistently
high accuracy, though we note that it would be a useful future investigation to probe the effects
of utilizing orbitals from, e.g., an unrestricted DF calculation. Regardless of the source of the
errors, the implication is that much more expensive (and poorly scaling) variants of coupled cluster
will be needed to converge this approach to chemical accuracy for transition metal containing
systems. Now that benchmark values are available (via our AFQMC results) for both transition
metal containing dimers and small four and six coordinated complexes (comprising roughly 80
systems in all), we look forward to alternative CC approximations being rigorously evaluated using
this data. At that point, assuming that comparable benchmark quality can be achieved, it will
be interesting to compare the computational requirements, and scaling with system size, of both
methods.

The DFT results shown here are far from a comprehensive survey of the various flavors of func-
tionals currently available, but do contain a number of qualitatively different functionals as well
as several of the most widely used approaches. A striking observation is that the three best per-
forming functionals- by a considerable margin- were published more than 20 years ago. Despite
the use of considerably more sophisticated functional forms, the performance of the three more
recent functionals (wWB97X-V, DSD-PBDP86, and M06) have substantially worse average errors,
and larger and more frequent outliers, than the older approaches. It should also be noted that the
best performing DFT approaches work substantially better than DLPNO-CCSD(T). This observa-
tion is in accordance with the proposition put forth along these lines by Truhlar and coworkers
several years ago, which has been the subject of considerable controversy in the literature.*346-47
While one could ultimately converge coupled cluster—based methods to a benchmark level of ac-
curacy by including higher (and considerably more expensive) levels of theory, what is going to be
necessary and sufficient to accomplish that convergence is apparently more demanding than some

of the earlier papers in this debate have suggested.
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Our results cast doubt as to whether the newer DFT models use a functional form that is an
actual improvement from the point of view of transition metal chemistry, as the incorporation of
asymptotically correct exchange, non-local correlation, MP2 contributions, kinetic energy density-
dependence and/or a greater number of parameters appears not to yield improved accuracy over
simpler hybrid GGA forms. As in the case of typical machine learning problems, consideration
of additional parameters generally leads to better performance when the test cases are similar
to the molecules in the training set, i.e. when direct interpolation is performed. Extrapolation
outside of the training set, however, is a very different proposition. The lack of confidence in the
experimental values for transition metal energetics has deterred extensive incorporation of data of
the type we have studied here into the process of fitting DFT functionals. Our benchmark level
of agreement with experiment should enable new efforts, incorporating the data we have validated
here, to proceed with more confidence. And it is of course possible that one of the many DFT
functionals that we have not tested in this paper would improve upon any of the results presented
above. Again, data is now available to rigorously interrogate such a proposition.

The performance of the two best performing methods, B3LYP and B97, is quite remarkable
considering their vintage and relatively small number of fitting parameters (3 and 10, respectively).
It is interesting that whereas B97 was clearly superior for the transition metal dimer data set, the
results for the present data set are much closer in average and maximum error. For calculations
of large, transition metal-containing systems, we would view either of these alternatives as the
best currently available, particularly given the extensive experience with them over the past sev-
eral decades (although not of benchmark quality, in view of the presence of a significant number
of outliers in the 3-7 kcal/mol error range). If the AFQMC calculations can be scaled up to ad-
dress systems with 50-100 atoms, perhaps by using localized orbital techniques, a combination
of AFQMC benchmarks followed by B97 or B3LYP modeling of a larger set of conformations
(including environmental effects such as solvation), could provide a path towards calculations of
high enough quality to understand reaction mechanisms, identify intermediates, and contribute to

molecular design efforts.
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1.5 Conclusions

Our ph-AFQMC approach has produced reliable theoretical values for BDEs in 3d transi-
tion metal coordination complexes. Our results demonstrate that future, predictive benchmarking
should employ CAS trial wavefunctions in the TZ basis with QMC/UHF for CBS extrapolation.
The MAE:s of the DFs considered in this study are in general quite satisfactory, but the occasional
presence of large, unsystematic errors leaves cause for concern. The performance of methods
by MAE from best to worst is ph-AFQMC, B97, B3LYP, PBEO0 DLPNO-CCSD(T), wB97X-V,
DSD-PBEP86, and M06, respectively.

We envision that this dataset of gas-phase BDEs may prove useful for the development of new
approximate methods, and new DFs. The reliability of the ph-AFQMC method, namely its ability
to compute accurate gas-phase energetics in a reasonable amount of wall-time, will enable the
development of accurate force-fields for metal ion interactions with various ligands. The method
will also help in a forthcoming investigation of DFT’s ability to predict solution-phase properties.
For instance, we are now in a position to answer the question: are errors found in recent studies
of aqueous pK,’s'® and redox potentials®* due inherently to deficiencies in the quantum-chemical
electronic structure description or in the implicit solvent models employed, or both?

For the systems in this work, we were generally able to converge the BDEs with respect to
active space size of the trial wavefunctions. However, moving on to larger systems, perhaps con-
taining multiple metals or bulky ligands, we anticipate that the relevant active space sizes will
overcome conventional CASSCF algorithms and available computing resources. Investigations
along these lines are currently underway, as are efforts to implement a localized orbital approach

to ph-AFQMC.
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Chapter 2: Benchmarking Phaseless Auxiliary Field Quantum Monte Carlo

(ph-AFQMC) on Transition Metal Complexes

Reprinted with permission from B. Rudshteyn et al., J. Chem. Theory Comput., vol. 18, no. 5,

2022. Copyright 2021 American Chemical Society.

2.1 Introduction

Quantum chemical methodology has made tremendous progress in both accuracy and computa-
tional efficiency during the past three decades®”. The early 1990’s saw revolutionary improvements
in density functional theory (DFT) via gradient corrected and then hybrid formalisms, yielding re-
markable reductions in the mean unsigned errors in predicted bond energies of organic molecules
as, for example, assessed using Pople’s G3 database, from 85.27 kcal/mol (LDA) to 4.27 kcal/mol
(B3LYP).”? In parallel, wavefunction based ab initio techniques, in particular the CCSD(T) vari-
ant of coupled cluster theory, enabled the attainment of chemical accuracy (~1 kcal/mol MAE) for
these same data sets, albeit at a much higher computational cost.*

Since these initial breakthroughs, reductions driven by Moore’s law of the cost/performance
of computing, coupled with continued progress on theoretical models, algorithms, and software
implementations, have greatly expanded the domain of applicability of both the DFT and wave-
function based approaches. Thousands of new DFT functionals have been created and tested, a
number of which have demonstrated significant robustness in addressing many of the outlier cases
which had plagued PBE,” B3LYP,°!-%3 and related models.”%¢-%°

It is now possible to routinely apply DFT calculations to systems containing hundreds to thou-

sands of atoms, including transition metal containing species, and quite often obtain chemically

accurate and useful results. The development of localized coupled cluster formulations by a num-
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ber of research groups (e.g. those of Werner!?*10! and Neese ?-21:91:102-104) hag made it possible
to routinely perform CCSD(T) computations for systems containing tens to hundreds of atoms;
in many cases, the localization approximations have been shown to have a minimal effect on the
accuracy that can be achieved. Furthermore, via the use of mixed quantum mechanics/molecular
mechanics algorithms, DFT based approaches can be applied to very large and complex systems

1

such as enzymes,!% and corrected (if necessary) by CCSD(T) cluster calculations on the reactive

core of the system.!%

Assessing the accuracy of both DFT and CCSD(T) for transition metals has been more difficult
than for typical organic systems. CCSD(T) yields highly precise results for transition metal atoms
(for example for ionization energies),’” but the chemical accuracy of this approach as well as DFT
for diatomic molecular bond dissociation energies has remained somewhat less clear.>'*>8_ In
an impressive recent investigation, Hait et al. examined the convergence of a variety of coupled
cluster approaches for a series of 69 3d transition metal oxides, sulfides, carbides, and nitrides
within a small basis set.*’ They found that CCSD(T) generally produces highly accurate results for
systems other than carbides and nitrides, and reasonable but less accurate results for these polyva-
lent systems. Still, outliers exist, for example the molecule NiO, for which CCSD(T) produces a
large (~ 10 kcal/mol) error. Hait et al. point out that different metrics for assessing multi-reference
character can conflict, and in general the errors produced by CCSD(T) were not tightly correlated
with multireference character. Taken together, the results of Hait et al. suggest that CCSD(T)
should indeed be a method of choice for transition metal-containing systems. However given the
cost of the approach, systems of the size of the molecules we treat in the present work cannot be
treated with full CCSD(T), especially if full basis set extrapolations are to be carried out. Thus less
expensive and unfortunately less accurate versions of coupled-cluster must be investigated.

Unlike the case for systematically improvable wave function methods, DFT results can vary
widely depending upon the functional that is used and the specific systems being treated. In many

cases, the results for metal complexes are surprisingly accurate, and at the very least enable con-

siderable insight to be obtained into reaction mechanisms. However, no one has yet rigorously
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demonstrated, using large and diverse data sets, that any DFT functional achieves reliable per-
formance for transition metal containing systems even at the level of 'near-chemical’ accuracy
(3-4 kcal/mol errors). The problem is in part due to the paucity of high quality gas phase exper-

imental data for transition metal containing systems,?6~36

in contrast to organic molecules where
hundreds to thousands of such data points are available for a variety of important thermochemi-
cal properties. Additionally, calculations involving solvent and other complicating factors (which
typically necessitate the use of heavily parametrized models®>!197), or reference reactions, which

can be used to take advantage of error cancellation,!08-109

make it extremely difficult to render
an accurate assessment of the performance of DFT based on a small data set of condensed phase
experiments. Furthermore, the experiments can be difficult to interpret, an issue compounded by
the fact that many transition metal species have a number of close-lying low-energy spin states.
For example, assigning ground and vertical state multiplicity in photoelectron spectroscopy can be
complicated.'!?

In a series of recent publications, we have made progress in addressing many of the above prob-
lems related to transition metal quantum chemistry via the use of auxiliary field quantum Monte
Carlo (AFQMC) calculations. The AFQMC methodology, developed originally in the physics
community,’*>> has a number of potential advantages as compared to traditional wavefunction
based ab initio methods, including a more favorable formal scaling with system size (N) of N3
(with planewaves“) or N* (with Gaussian-type orbitals’?) [vs. N7 for full CCSD(T)*’], a non-
perturbative and multi-reference nature, and the ability to utilize a multiconfigurational SCF trial
wavefunction. Unlike other QMC methods, it does not involve real-space sampling, but rather,
sampling in the space of Slater determinants. The ability to use a sophisticated multi-determinant
trial is crucial for the treatment of many transition metal containing systems. Early AFQMC al-
gorithms suffered from a very large prefactor, restricting applications to relatively small systems.
Recent technical advances, including vastly improved efficiency for multideterminantal trial wave-

57,111

functions, utilization of correlated sampling (CS) in the Monte Carlo protocol to directly

compute energy differences,’® and implementation on GPU hardware,>”-!'? has made it feasible
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to treat significantly larger systems."!13 Ref. 111 is recommended as a good introduction to the
theory of AFQMC.

These advances have allowed systematic studies of three classes of small transition metal con-
taining species (atoms, diatomic molecules, and 4-6 coordinate complexes containing simple small
molecule ligands) with highly encouraging results. Atomic ionization potentials,”’ diatomic bond
energies,*’ and complex ligand dissociation energies,' have all been computed with a MAE of less
than 1.5 kcal/mol across relatively large experimental gas phase data sets. These results were found
to outperform the best DFT functionals and feasible variants of coupled cluster theory. Further-
more, in all cases, the maximum outlier error was less than 3.5 kcal/mol, in contrast to alternative
methods where errors in the 5-10 kcal/mol range were routinely observed.! Improved agreement

114 some of which were measured after the calcu-

with precise, state-of-the-art experimental data,
lations were carried out, further validated the robustness of the AFQMC approach.

While the data sets enumerated above contained many very challenging electronic structure
problems for which the accuracy of coupled cluster methods is expected to be lower than for or-

ganic molecules,*6-48:49

one could argue that the molecular structures that were studied are not
representative of those considered relevant by inorganic chemists to biology, catalysis, and mate-
rials science. Firstly, the diatomic systems are small and coordinatively unsaturated. Secondly,
the vast majority of cases involve low oxidation states of the metal which are rarely if ever seen
in chemically relevant molecular species. The question then remains: can AFQMC deliver bench-
mark quality results for more prototypical larger and more complex systems with typical (higher)
metal oxidation states?

In the present paper, we study the adiabatic and vertical ionization energies of a series of six first
row transition metal metallocenes, in which the metal (V through Ni) is in the II oxidation state,
using AFQMC, DFT, and DLPNO-CCSD(Ty) methodologies. These systems are small enough to
enable a large number of computational experiments to be carried out in order to explore which,

if any, AFQMC protocols are necessary and sufficient to yield good agreement with experiment.

They are also representative molecules for evaluating the expected performance for typical inor-
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ganic chemistry applications. Indeed, ferrocene oxidation is often used as a reference reaction
in electrochemical measurement of redox potentials.!!® Finally, adiabatic gas phase experimental
data, measured with electron transfer equilibrium (ETE) by Richardson and co-workers! 16118 with
relatively low experimental uncertainties, as well as vertical gas phase experimental data, as mea-

0.9 exist for this series, which

sured with photoelectron spectroscopy by Green and co-workers,
can form the basis to evaluate the accuracy of the various quantum chemical approaches for proto-
typical organometallic species, though this is not an exhaustive set. Metallocenes on their own are
an important class of organometallic compounds, given their importance in alkene polymerization
and electrochemistry.'?* Much of the previous literature of correlated calculations has focused on

121-123

either predicting the spin splitting of metallocenes in solution, which presents complications

d124

due to the solvent environment, and/or the bond dissociation energy of the M-Cp bon rather

than the ionization energy, which has a direct equivalent in solution and has both adiabatic and
vertical variants. When the ionization energy is studied, it is usually just for ferrocene!2!:12,

A number of significant conclusions emerge from the metallocene calculations presented here.
The localized coupled cluster approach that we have employed — DLPNO-CCSD(Ty) with the
particular thresholds described in the methods section — displays a number of large outliers and
an overall MAE that is comparable to those typically obtained from DFT functionals. To fur-
ther probe the source of the errors, we have examined one of the more challenging metallocene
systems, Mn(Cp),, at higher levels of coupled cluster theory, tightening the cutoffs and replacing
(Tp) with (Ty) in the DLPNO approach, and carrying out full CCSD(T) calculations in a small basis
set. These calculations show considerable differences from our default DLPNO-CCSD(Ty) results,
moving the computed ionization energies in the direction of the experimental value. Rigorously
converging CCSD(T) (or even higher levels of excitation) to the CBS limit would be computa-
tionally very expensive, and hence is beyond the scope of the present paper. However, it is clear
that further effort to test and develop scalable coupled cluster based methods for treating transition
metal containing systems should be a high priority of the community, and is likely to yield fruitful

results.

29



The gradient corrected, hybrid, and range-separated hybrid DFT functionals display MAEs
between 3.5 and 5.5 kcal/mol for both the vertical and adiabatic ionization energies, with one or
more individual errors greater than 7 kcal/mol; no functional performs at the lower end of this range
for both data sets. The double hybrid functional DSD-PBEPS86 displays significantly worse average
errors and outliers than those seen in other functionals, in agreement with our prior results on other
transition metal containing test sets, and consistent with discussions in the literature with regard
to difficulties experienced by the current generation of these functionals for many transition metal
containing systems.!?%127 Attempts to improve double hybrid performance for metal containing
systems are at present ongoing in a number of research groups.

Motivated by these results, we also tested these DFT functionals and DLPNO-CCSD(Ty) on
a second set of gas phase ionization energies measured by the same experimental group,!?%12°
the tri-acetylacetonate (acac) systems (V through Co). These acac complexes are also an impor-
tant set of coordination compounds with organic scaffolds, widely studied as models for other
tris--diketonate complexes and as sources of transition metals in chemical vapor deposition pro-
cesses.!?” Here, we find two molecules, namely [Cr(acac)s]'~ and [Mn(acac)3]'~, for which very
large outliers are obtained, confirming the initial picture that one can often obtain quite accurate
results, but that major failures can occur as well.

For the vertical and adiabatic metallocene ionization energies, we were able to develop a sys-
tematic AFQMC protocol that achieved accuracy within the experimental noise limitations. This
was achieved by overcoming significant challenges arising from the greater size and complexity of
the metallocene series (as compared to molecules in earlier publications).!*#7-37.72 For example,
prior work! has demonstrated that it is essential to employ an appropriate multiconfigurational trial
wavefunction, since calculations based on Hartree-Fock (HF) trial wavefunctions did not reliably
lead to chemically accurate results for these systems. Deployment of an appropriate multiconfig-
urational trial wavefunction in the application of the AFQMC approach to transition metal con-
taining systems remains essential if one is aiming at robust, benchmark quality results. Another

key component of our protocol is to use correlated sampling (CS) to compute energy differences
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whenever the two (or more) systems can be effectively correlated. In this work all vertical ioniza-
tion energies (including the vertical step of an adiabatic ionization) are computed by CS. We then
validate geometry reorganization energies predicted by lower-level theories with separate AFQMC
calculations using standard branching and population control (PC).

In the latter form of AFQMC calculations, MC sampling is carried out independently for two
different states and, at intervals, walkers with large weights are duplicated while those with small
weights are destroyed with appropriate probability via a “comb” algorithm’®. This is needed to
mitigate the weight fluctuations in the branching random walk to maintain Monte Carlo sampling
efficiency. A CS simulation typically can be carried out for a much shorter duration, during which
the need for PC of AFQMC walkers is minimized and the accruement of phaseless constraint error
is sometimes reduced. How robust this type of behavior is when considering a wider class of
systems remains an open question worthy of more systematic future investigation.

We have shown in previous work that the use of CS is highly effective in obtaining accurate
energy differences between different electronic surfaces for a number of very challenging cases,
and can in fact produce more accurate results than pure PC in some cases.!*’ The use of CS
AFQMC to measure energy differences for vertical transitions, and PC AFQMC, rather than DFT,
to measure differences between two geometries on the same surface appears to be a very promising
approach for all cases in this work. Of course, considerable additional comparison with experiment
will be required in order to rigorously assess errors across a wide range of relevant transition metal
containing systems.

This paper is organized as follows. In Section II, we discuss the experimental data for the
metallocene and acac series that we will be focusing on in our computational work. In Section III,
we briefly review the AFQMC methodology and the previous results obtained using it, and describe
the DLPNO-CCSD(Ty) and DFT methods employed. Section IV presents results of AFQMC,
various DFT functionals, and DLPNO-CCSD(Ty) calculations for the metallocene series, as well
as DFT and DLPNO-CCSD(T)y) results for the acac series, which will be studied by AFQMC in

future work. We also show that using experimentally derived solvation free energies in concert with
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accurate gas-phase predictions leads to accurate solution-phase reduction potentials. In Section V,
we consider the implications of our results for the utility of DFT, DLPNO-CCSD(Ty), and AFQMC
in addressing transition metal chemistry. Finally, in Section VI we conclude with a summary of

our results and outline future directions.

2.2 II. Experimental Data Sets

The gas-phase ionization energy experiments that we investigate below center on first row
transition metals in the II or III oxidation state, with either anionic cyclopentadienyl (Cp) ligands
(metallocenes) or acetylacetonate ligands (acac series), depicted schematically in Figs. 2.1a and
2.1b, respectively.

The metallocenes we investigate are vanadocene, chromacene, manganocene, ferrocene, cobal-
tocene, and nickelocene. The ionization processes we study are for the II oxidation state (charge
= 0) to the III oxidation state (charge = +1). All of the metallocene molecules in these two oxi-
dation states are low spin complexes, except for Mn(II), which is a sextet, and Mn(III), which is
a quintet for the vertical experiments (as discussed below). The acac species in the II oxidation
state (charge = -1) are ionized to form the III oxidation state (charge = 0). Note that in the original
work by Richardson and co-workers, what is actually reported is the “attachment” energy,!?%12°
meaning the reduction energy from oxidation states III to II, but we reverse the sign here to facili-
tate comparison to the ionization of metallocenes. All of the acac molecules in these two oxidation
states are high spin complexes, except for Co(IIl) which is a singlet. The ground state multiplic-
ities/term symbols of all species are given in Table 2.1.107117-119.124,130-135 The expected ground
state term symbols from the acac complexes come from standard Tanabe—Sugano diagrams; we do
not explicitly constrain the geometric symmetry or term symbols of our calculations, merely the
multiplicity and charge.

The adiabatic experimental values come from the electron transfer equilibrium (ETE) mea-
surements of Richardson and co-workers!'!6-!!8. These experiments utilize Fourier transform ion

cyclotron resonance mass spectrometry (FTICR-MS) to determine adiabatic ionization energetics
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Table 2.1: The expected ground state term symbols of the metallocene or acac complexes in III or
IT oxidation states.

Oxidation State III II III II
Ligand Cp Cp acac acac
Metal

\Y A A T A,
Cr 4A2 3E2 4A2 5E
Mn 3E, CE;) %A, SE A
Fe 2E2 1A1 6A1 STZ
Co lAl 2E1 1A1 4T1
Ni B, A, - -

for organic and inorganic species near room temperature. From the measured equilibrium constants
for the electron-transfer reactions, the free energies of reaction are determined, and from this in-
formation the free energies of ionization can be inferred. The energies in solution are obtained
using the solution phase potentials and the 4.44 V absolute potential of the standard hydrogen
electrode (SHE) in water at 298.15 K, derived using various thermodynamic quantities, such as the
solvation energy of a proton.!3® Because these experiments were performed at 350 K, we use this

temperature value in our calculated free energy corrections.

M =V, Cr, Mn, Fe, Co

o
M M=V, Cr, Mn, Fe, Co, Ni ‘\k_d,o
—

(a) Metallocene compounds (M =V to Ni). (b) acac compounds (M =V to Co).

Figure 2.1: The structure of the metal complexes studied.

The vertical experimental values come from the photoelectron spectroscopy (PES) measure-
ments of Green et al.,''%!"” who used UV and X-ray photons to ionize samples via the photo-
electric effect and measure the kinetic energy (KE) of the ejected photon with a frequency v. The
binding energy (BE) is then determined by the equation BE = hv — KE, where & is Planck’s con-

stant. Alternate experimental values are discussed in the SI of Ref. 2. They are mostly similar to
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the results from Green et al. suggesting the older results are reliable. It should be acknowledged
though that vertical excitations may not have well defined band shapes and true values can deviate
from the maxima by a few kcal/mol. A potentially similar effect in photoaborption spectroscopy

1 137

appears to be on average 2.54 + 1.85 kcal/mo which is in line with 2.31 kcal/mol uncertainties

provided by Green et al.'"”

2.3 III. Computational Details

The geometries, certain reorganization energies (vide infra), and ideal gas free energy cor-
rections'?® were obtained with the B3LYP functional®' =3 utilizing the cc-pVTZ-DKH®*% basis

set and DKH2 relativistic corrections!'39-142

using the one-center approximation (as implemented
in ORCA) and without symmetry constraints. Geometries were confirmed to be minima using
normal-mode analysis. Structures with unpaired electrons were confirmed to display Jahn-Teller
distortions. These calculations were performed using the ORCA program package.®® In the cc-
pVTZ-DKH basis set, metallocenes typically have around 508 basis functions and 95 electrons.
In the same basis set, the acac complexes are roughly twice as large from an electronic structure
perspective with 992 basis functions and 183 electrons. Information regarding integration grids
and other theoretical details can be found in the SI of Ref. 2.

We investigated the addition of D443 dispersion to the geometry optimization of MnCp,. Con-

sistent with previous results, 24

we find the geometry is relatively similar to that without these
dispersion corrections, as discussed in the SI of Ref. 2. We also have evaluated the B3LYP-D4
energetics for the ionization energies of both the metallocenes and acac complexes and find similar
results to those found below, as discussed in the SI of Ref. 2.

Utilizing diffuse functions in the basis set for both metallocenes (aug-cc-pVTZ on all atoms)
and acac complexes (aug-cc-pVTZ on the O atoms), which one might argue could be significant
because of the anionic ligands, yields very similar results, as is discussed in the SI of Ref. 2.

Similar calculations for the metallocenes, but with the diffuse functions on the C using B3LYP

yield similar MAE’s.
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We were able to perform all-electron AFQMC calculations, as opposed to invoking the frozen-
core approximation. We have tested the effect of our use of the relatively compact basis sets
optimized for frozen-core calculations (cc-pVXZ-DKH) by comparing, via the use of an ECP and
the cc-pVTZ-pp basis set'*14 The results in the SI of Ref. 2 show that this effect would not
change the results noticeably.

Unrestricted DLPNO-CCSD(Ty) (T¢ refers to the semi-canonical approximation to the per-
turbative triples correction®?) calculations were performed with quasi-restricted orbitals (QROs)
generated from unrestricted B3LYP reference orbitals and “NormalPNO" (moderate energy cut-
off criteria for correlation between localized orbitals) localization parameters using ORCA. These
calculations utilized cc-pVxZ-DKH and auxiliary cc-pVxZ\C basis sets, where x is the cardinal
number of the basis set (i.e. x=3,4 for TZ,QZ), as built into ORCA,® as discussed in the SI of
Ref. 2. TZ/QZ extrapolation schemes have been used successfully for AFQMC!47-56-57.72,146
Such extrapolation (typically with TZ/QZ basis sets) or at least evaluation at QZ has been shown
to be important in various applications of DLPNO-CCSD(T).*!:104147-150 We extrapolate to the
complete basis set (CBS) limit for absolute energies using exponential and )% dependence for the

HF and correlation energies, respectively,!3!

The keyword “NoFrozenCore" was used so that no
electrons would be frozen. The SI of Ref. 2 shows that not including this keyword would not sig-
nificantly change the results, similar to the AFQMC results. For these calculations, the one-center
approximation was not used for the relativistic corrections.

As discussed in the SI of Ref. 2, we investigated the convergence of the DLPNO-CCSD(Ty)
results with respect to the PNO cut-off values, including extrapolating the TCutPNO parameter
to 019, and the treatment of the (T) correction for the case of MnCp;, which turns out to be the
biggest outlier for DLPNO-CCSD(T)) for our adiabatic results discussed below. We also compare
to full CCSD(T) in the DZ basis set. The results do improve significantly (from an error of about
10 kcal/mol to about 1.5 kcal/mol from experiment) with the use of increasingly tight PNO cut-

off criteria and iterative T corrections. Preliminary results suggest that the CBS limit would not

be much different. Such an error reduction is beyond those seen from the use of NormalPNO
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by others. 04149152 WtPNO" cut-offs, and extrapolation of the TCutPNO approximation are used.
Nevertheless, we limit our interpretation of the coupled cluster results to the version of DLPNO-
CCSD(T)y) that we used and propose that further investigation of these systems with coupled cluster
variants is warranted, given the expense of running the most rigorous implementation.

Electron repulsion integrals and the Hamiltonian for ph-AFQMC were obtained with PySCF°.

The exact-two-component (x2c) relativistic Hamiltonian”1:133-157

was used in place of DKH2, as
the latter is not implemented in PySCF. Both methods are discussed in the SI of Ref. 2.

While ph-AFQMC can be extended to excited states!38, the implementation we use is limited
to studying the ground state of a given combination of charge, multiplicity, and geometry. The
ph-AFQMC propagation utilized an imaginary time step of 0.005 E;l (these units are also referred
to Ha™! or f in the literature), which in our experience is sufficiently small in these systems such
that errors from the Trotter decomposition are negligible given our target statistical accuracy.”® We
utilize single precision (sp) rather than double precision (dp) floating point arithmetic, as discussed
in the SI of Ref. 2. Walkers were either initialized with a RHF/ROHF determinant or according
to a distribution of CASSCF determinants weighted by their respective CI coefficients. Initializa-
tion with restricted orbitals ensures spin-purity, even in the case of a UHF trial wavefunction.'>’
Additional details are given in the SI of Ref. 2.

For the main ph-AFQMC computations using the cc-pVTZ-DKH basis set, we utilized CASSCF
trial wavefunctions. The default active space for generating the trial wavefunction was automati-
cally determined via the atomic valence active space (AVAS) procedure, where only those orbitals
that overlap significantly (~ 10%) with the 3d and 4d orbitals (as defined from the Atomic Natural
Orbital (ANO-RCC) basis set)'®® of the metal ion were included.”® This active space thus tar-
gets the static correlation of the metal rather than the ligands. These active spaces were typically
around 14 electrons in 15 orbitals. We typically retain 98% of the CI weight (the minimum was
96%), resulting in about 300 determinants. RCAS/AFQMC calculations were determined to be

converged with respect to the active space size by testing active spaces of increasing size until the

resulting calculations were equivalent within statistical accuracy. If the natural orbital occupation
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numbers (NOONSs) resulting from this approach were not physical (e.g. the fractional change in
occupation in the occupied orbitals is not reflected in the virtual orbitals), alternate active spaces
were selected using other approaches, such as using the frontier orbitals without modification, or
using the MINAO basis set with 3d and/or 2p, orbitals, as described in the SI of Ref. 2.

The CBS limit for the ph-AFQMC calculations was estimated using an approach similar to
that described in previous work'. Briefly, we extrapolate the ionization energy computed with ph-
AFQMC PC with the cc-pVxZ-DKH basis sets (x=3,4 for T,Q) using an inexpensive trial wave-
function such as UHF or a CASSCF wavefunction with a small active space. The UHF ioniza-
tion energy is extrapolated using an exponential form. The contribution to the ionization energy
from the correlation energy computed by AFQMC is extrapolated using a 1/x> functional form.
This method is equivalent to fitting the procedure discussed above for the CBS extrapolation of
DLPNO-CCSD(Tjy), though there we extrapolate the absolute rather than the relative energy. This
“low-level" result is used, in turn, to extrapolate the “high-level" ionization energy computed with
a large CAS trial in the x=3 basis. A scaling factor, p the ratio of the correlation energies between
low and high levels of AFQMC is used to translate the basis dependence of the least sophisticated

trial to a result that approximates one with a better trial function,

_ AE"(TZ, high-level)
~ AEcorr(TZ, low-level)

p (2.1)

Whether or not a CAS trial is used for the extrapolation is determined by identifying which
cases appear to exhibit significant multireference character, as can be flagged by deviations of
the CASSCF NOONS and (S?)g3.yp from ideal values.

Our CS approach®® enables fast convergence of vertical energy differences between similar
states of a system, e.g. reduced/oxidized states, by employing a shared set of auxiliary fields, effec-
tively leading to a cancellation of statistical error and, in many cases, also fast (quasi-)equilibration.
The absence of PC results in CS requiring more initial walkers, but the reduced statistical fluctu-

ations from correlated samples allow for a much shorter propagation time. Empirically, we find
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that 15 E,;l allows full equilibration of the accuracy differences while providing excellent sta-
tistical accuracy. For this approach to be justified, it is necessary that the simulations produce a
“quasi-plateau” in the targeted energy difference for relatively short imaginary times which better
approximates the unbiased result. In the cases we have investigated, we empirically note such a
stable regime in imaginary time. Cross checks with the corresponding independent AFQMC runs
can help to validate convergence.

CS has been shown to improve the accuracy of the calculated energy differences in certain sit-
uations, due to correlated and faster convergence of the energy differences, which avoids the full
onset of the phaseless constraint error.'**”7 For MnCp,, we also checked that the use of an alter-
nate, more rigorous approach to CS produces the same ionization energy as the original algorithm

(details provided in the ST of Ref. 2). Results across three different types of data sets!#7->

suggest
that the CS methodology achieves a greater reliability than PC approaches in comparing different
electronic surfaces to within near chemical accuracy.

Since CS calculations are most effective if the geometry of the two surfaces is held constant,

the adiabatic ionization free energy (IE), is computed by
IE=E(IIl)-E(II)—-A+A(I1l) - A(1]), (2.2)

where E is the electronic energy obtained from AFQMC. A is the thermal correction that account
for temperature effects obtained from ORCA.

The reorganization energy, A, is defined as the difference in energy between the III product
in its optimal geometry and in the II reactant geometry. A is computed via either B3LYP/cc-
pVTZ-DKH, as in our previous work,! or the PC ph-AFQMC with either a UHF or CAS trial
wavefunction, as described in the Results section. The approximation of using B3LYP for the
reorganization produces very poor results for one case (manganocene), as we will discuss further
below, as there is a large change in equilibrium geometry between the II and III states. Evaluating

the reorganization energy with AFQMC calculations for the two geometries remedies this problem,

38



and yields highly satisfactory agreement with experiment for all cases. The calculation of IEs is
illustrated in Fig. 2.2. A combined with the energy difference between the minima E (/1) — E(I])
gives the ionization energy of the reaction at 0 K ignoring zero point energy. The thermal correction

difference for the reaction, A(/11) — A(II), is then added to bring the energy to the value at 350

K.
A +
[I\/I‘”sz]
Reorganization Energy
_ o Computed with
Vertical ]OﬂlZ?thﬂ ph-AFQMC/CAS/PC

- Computed with
o ph-AFQMC/CAS/CS i .
o Adiabatic Energy
i}

[MHCpZ]O

Geometry

Figure 2.2: Schematic of the ionization and reorganization electronic energy calculations per-
formed in this work without consideration of thermal corrections . CS and PC indicate the energy
was measured by the CS and PC approaches, respectively.

For our CS calculations, we typically ran 30 repeats, with 6624 walkers (~ 200,000 walkers in
total) and 276 GPUs (46 nodes) each until 15 E,;l. For our PC calculations, we typically ran for
2000 E;l (or shorter for QZ calculations) using 3312 walkers and 552 GPUs (92 nodes). To give a
sense of the required computational cost, a CS ph-AFQMC calculation for [Mn'"!Cp,]° requires
about 1,231 node hours on the Summit supercomputer at the Oak Ridge Leadership Computing
Facility (< 1 hour walltime), using a truncated (99.5% of the weight) CASSCEF trial wave function
containing 282 determinants. These settings typically allowed us to obtain statistical error bars in
the energy difference below 2 kcal/mol.

We compare ph-AFQMC with the local GGA BP86!61:162 hybrids B3LYP%!, B3LYP*,!3
PBEO,”® and B97,°%°7 the meta-GGA hybrids M06’” and TPSSh,'%*16 the semilocal meta-GGA
(non-hybrid) BO7M-V,'% the range-separated hybrid meta-GGA wB97M-V,?* the range-separated

hybrid wB97X-V functionals??, and the double-hybrid DSD-PBEB86.7°-80 These calculations were

39



done in ORCA. We perform single-point energy calculations, without the one-center approxima-
tion for the relativistic corrections. The MP2 part of the double-hybrid calculations used the frozen
core approximation (10 electrons (1s*2s22p®) for 3d transition metals and 2 electrons for C and O
(1s?)). B3LYP geometries were obtained using the large “Grid7" option in ORCA (see SI of Ref.
2).

2.4 1IV. Results

2.4.1 Vertical Ionization Energies

The vertical IE results using ph-AFQMC methods are given in Table 2.2. AFQMC PC/UHF
has numerous large outlier cases, such as CrCp, and NiCp;. Both AFQMC PC and AFQMC CS
with CAS trials are significant improvements over AFQMC PC/UHF. The CS results have a lower
maximum error. The PC results show a greater dependence on the quality of the trial wavefunction.

The CASSCF NOONS of both Mn(III) and Ni(III) show a small but notable fractional occu-
pation of the lowest unoccupied natural orbital (LUNO) of at least +0.165, which can be traced to
a loss of occupation of at least -0.16 in one of the occupied orbitals. In both cases, these deviations
from ideal NOONSs are accompanied by a deviation of (Sz) p3ryp from the expected value. The
Mn and Ni cases deviate from the ideal values by 5.54% and 6.38%, respectively. Non-integer
CASSCF NOONSs and spin-symmetry breaking in unrestricted DFT calculations have been put
forth as complementary diagnostics of static correlation in transition metal compounds, as they
reflect a wavefunction that is a superposition of more than one spin state made possible by a near-
degeneracy of energy levels.!?® Indeed, the calculated M-Cp lengths (Table S29 of Ref. 2) and
experimental gas-phase homolytic M-Cp dissociation energies (Table S30 of Ref. 2)!'7:118 to-
gether imply that bonding is weakest in the Mn and Ni complexes across the 3d series. In general,
as the strength of a bond weakens, the energy splitting between spin states narrows, setting the
stage for static correlation. While most simply illustrated when diatomics such as H, or Nj are
stretched, an analogous situation has previously been reported for a weakly bound tetramine Mn

cation in the gas phase.!?® While the degree of multireference character implied by these methods
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can be sensitive to the active space and DFT functional employed, respectively, we propose (and
certainly find in this dataset) that this procedure has utility for pinpointing particularly difficult
cases, independent from any comparison to experiment.

Due to the presence of particularly extensive correlation in the Mn and Ni cases, we apply
an improved extrapolation, using AFQMC PC/CAS rather than with AFQMC PC/UHF. We used
AVAS and the MINAO basis set to generate active spaces of 8-10 electrons in 8-10 orbitals for
Mn!/Cp,, "Mn!!/Cp,, and all three NiCp, species in both TZ and QZ basis sets for use in AFQMC.
Using these trial wavefunctions instead of the UHF trial wavefunctions to extrapolate the vertical
AFQMC CS/CAS value resulted in a value of 153.14 + 1.72 kcal/mol for the Mn case, which agrees
reasonably well with the experimental value of 150.1 + 2.31 kcal/mol, considering the uncertainties
in both values. The value with a UHF trial extrapolation is 157.08 + 1.72 kcal/mol, which is clearly
in worse agreement with experiment and outside of the joint error bars of theory and experiment.
The Ni case was also significantly improved. Finally, as a control, we ran calculations using the
CASSCF-trial CBS extrapolation for CoCp,, which did not require it according to our criteria, and
obtained very similar results to those found with the use of the UHF trial (see SI of Ref. 2).

The accuracy of these vertical excitation results implies that, coupled with accurate calculation
of the reorganization energy, we should find accurate adiabatic results. Indeed, the photoelectron
spectroscopy results may be more difficult to interpret than the adiabatic experiments, due to a
variety of factors. For example, we do not attempt to compute vibronic contributions or to include
temperature effects. Additionally, the vertical experiments exhibit an increased uncertainty due to
the difficulty in interpreting the spectra in terms of line width. Moreover, the “excited" vertically
ionized state, in a distorted, nonequilibrium geometry, is naturally harder for electronic structure
methods to compute as compared to the equilibrium geometry of the ground state.

The DFT and DLPNO-CCSD(Ty) results for vertical ionization energies, using the various
functionals enumerated in section III are compared to ph-AFQMC in Fig. 2.3 and are enumerated
in Table 2.3.

The hybrid functionals B3LYP B3LYP*, M06, B97, PBEO, TPSSh, wB97X-V and wB97M-
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Table 2.2: Vertical ionization energies as a function of metallocene type and AFQMC
methodology. The mean absolute errors (MAE), maximum errors (MaxE), root-mean-
square deviations (RMSD), and the mean signed errors (MSE) are included. All units are
in kcal/mol. The way the uncertainties for MAE’s and MSE’s are calculated is described
in the SI of Ref. 2.

PES Expt AFQMC PC/UHF AFQMC PC/CAS AFQMC CS/CAS
V(Cp)2 156.3 +£2.31 158.95 + 1.59 1614 £2.16 155.34 £ 1.51
Cr(Cp), 131.4+231 123.49 + 1.31 129.29 + 1.86 127.27 £ 1.85
Mn(Cp), 159.3 +£2.31 159.29 £ 0.72 158.51 £ 1.00 156.56 + 0.78
Fe(Cp), 158.7 +£2.31 161.09 £ 1.92 161.1 £2.3 155.38 £ 1.88
Co(Cp)2 128 +2.31 126.23 + 1.87 127.5 + 1.89 129.22 + 1.44
Ni(Cp), 150.1 +£2.31 157.89 + 1.33 153.19 + 0.97 153.14 £ 1.72
MAE 375+ 1.13 233 £ 1.13 257 +1.13
|MaxE| 791 £1.13 5.1+£1.13 413+ 1.13
RMSD 4.82 2.79 2.81
MSE 0.53 £1.13 1.2+1.13 -1.15 + 1.13

V, as well as the meta-GGA B97M-V all have MAE’s between 4.5 and 5.7 kcal/mol indicating
similar performance, given the uncertainty of the experiments. The double hybrid functional DSD-
PBEPS6 also does not perform very well, especially for CoCp,, which may be due to the difficulty
that MP2-based methods have for organometallic complexes, as discussed in Ref. 126. The lower
RMSD observed for the BP86 functional must be considered fortuitous in view of the very large
errors obtained for the adiabatic calculations in Table 2.6 below. Among different functionals, the

maximum error often occurs at different metallocenes, indicating a lack of predictable reliability.
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Figure 2.3: Performance of ph-AFQMC (CAS trial, CS), DFT functionals (QZ basis), DLPNO-
CCSD(Ty) (extrapolated with TZ/QZ basis sets), and experiment for prediction of experimental
vertical gas-phase ionization energies for metallocenes. The range is limited to deviations of -15 to
15 kcal/mol. The DSD-PBEP86 result for Co(Cp), and Ni(Cp), are out of range with deviations of
about -20 and 17 kcal/mol respectively. The gray band indicates the uncertainty of the experiments
1.e. 2.31 kcal/mol. The errors are given in both units of kcal/mol (lefthand axis) and kJ/mol
(righthand axis).
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2.4.2 Reorganization Energies

Table 2.4 gives the reorganization energies along the III potential energy surface (except for
MnCp, where we use the low spin surface) for the various metallocenes using B3LYP, AFQMC
with PC and a UHF trial (AFQMC PC/UHF), and AFQMC with PC and a CAS trial (AFQMC
PC/CAS). We see that B3LYP reorganization energies are outside AFQMC error bars in all cases.
The reorganization energies are fairly similar for VCp,, CrCp;, and FeCp,. The AFQMC results
disagree with B3ALYP for CoCp, and the AFQMC/CAS result shows significant differences the
other two for NiCp,.

The discrepancy between all methods is very large for MnCp,. The reorganization energy for
the Mn system is expected to be large given the large geometry change in going from II to ITI!'8. In
particular, the B3LYP M-Cp ring centroid distance decreased from 2.08 Ato1.78 A. To explore this
further, we systematically changed the Mn’//-Cp centroid distance and calculated the energy along
this coordinate (optimizing other degrees of freedom) using B3LYP and AFQMC/UHF. Fig 2.4
shows that the equilibrium position from both methods are similar, but at higher distances, where
the Mn!/ geometry would be found, the PES curves differ significantly, with the AFQMC/UHF
curve well above the B3LYP curve, indicating its reorganization energy will be higher, as we
observe. While the AFQMC curve is flatter and gives the appearance of a double minimum which
is probably due to statistical noise, the minimum still overlaps significantly with that of the B3LYP
curve. We use different AFQMC reorganization energies to calculate adiabatic ionization energies

and compare the results to experiment in the next section.

2.4.3 Adiabatic Ionization Energies

The adiabatic ionization energies using different AFQMC methods are compared to experiment
in Table 2.5. With AFQMC CS, the adiabatic ionization energy is computed with the two-step pro-
cedure illustrated in Fig. 2.2, while with AFQMC PC, it is computed directly as a two-point energy
difference (purple line). AFQMC using PC with either a UHF trial or a CAS trial does not perform

well, with similar MAE’s, absolute maximum errors, and other statistical measures. Much of the
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Table 2.4: Reorganization energies calculated in the TZ basis along the III potential energy surface
as a function of metallocene and methodology. All units are in kcal/mol.

B3LYP AFQMC PC/UHF AFQMC PC/CAS

V(Cp)2 0.37 1.73 £0.58 1.76 £ 0.52
Cr(Cp)2 3.04 0.14 £ 0.5 -0.19 £ 0.52
Mn(Cp),  28.46 52.38 +£0.7 41.5 +0.68
Fe(Cp), 3.17 0.82 £0.71 0.87 + 0.69
Co(Cp)2 6.57 12.45 £ 0.79 10.75 + 0.66
Ni(Cp)2 6.30 11.34 £ 0.72 11.04 + 0.57

poor performance is for MnCp;. The poor performance of AFQMC using PC is likely due to an
inferior trial wavefunction, which is perhaps not converged with respect to active space, particu-
larly for the III oxidation state, and potentially poor error cancellation. The results using AFQMC
with CS, CAS trial, and B3LYP reorganization energies, called AFQMC CS (1), performs simi-
larly poorly due to this outlier. However, using AFQMC-generated reorganization energies results
in much better agreement with experiment. We interpret this success as follows: The vertical ex-
citation from the II to the III state has the largest change in electronic structure and hence is most
demanding; CS succeeds because the energy difference can be converged before the full bias due
to the phaseless constraint appears, and exploits cancellation of error in the Monte Carlo sampling
on the II and III surfaces. For the reorganization energy, DFT methods appear to have difficulty
obtaining accurate results for these transition metal containing systems at geometries that are sub-
stantially distorted from the minimum; AFQMC/PC provides accurate results for such distortions,
at least for the present systems.

DFT results for the metallocenes using a variety of functionals are given in Table 2.6 using
the QZ basis set, as is recommended in Ref. 167. DLPNO-CCSD(T)) results are also given. The
MAEs, and average errors, of all of these methods (other than the double hybrid functional DSD-
PB86, which again displays the worst performance) are in a range similar to that observed for the
vertical 1onization energies, between 3.5 and 5.5 kcal/mol, with a maximum error greater than 7
kcal/mol. None of these results are overall of benchmark quality, although the best performing

functionals do obtain good results for individual cases. This data can be contrasted with the sig-
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Figure 2.4: Rigid scans of the Cp-Cp distance in [Mn!/'Cp,]'* where red = B3LYP and black =
ph-AFQMC/UHEF. The x-axis is the deviation from the B3LYP optimal Cp to Cp ring distance of
3.55 A. The dashed vertical lines indicate what the reorganization energy would be at the optimal
ring distance of [Mn!!Cp,]°. The relative energies (relative E) are given in both units of kcal/mol
(lefthand axis) and kJ/mol (righthand axis).

nificantly lower MAE and maximum error obtained from the best AFQMC protocol. In fact, the
performance is consistent with the prior results that we have reported for transition metal diatomics
(bond dissociation energies)*’ and small coordination complexes (ligand removal energies).! The
best methods are in the ballpark for many cases, but predictions are lacking in robustness.

An important question to ask at this point with regard to the DLPNO-CCSD(Ty) results is to
what extent the errors are due to the specific approximations (both localized orbital cutoffs and
the use of the less rigorous (Ty) representation of triple excitations), as opposed to an intrinsic
limitation of CCSD(T) itself. This is a challenging issue to explore, because the use of more

computationally expensive approximations becomes problematic for systems as large as the met-

allocenes (let alone grand challenge problems in biology and materials science, such as the water

47



Table 2.5: ph-AFQMC adiabatic ionization energies at the complete basis set limit as a
function of metallocene and methodology. The mean absolute errors (MAE), maximum
errors (MaxE), root-mean-square deviations (RMSD), and the mean signed errors (MSE)
are included. All units are in kcal/mol. (1) = B3LYP reorganization energy and (2) =

AFQMC PC/CAS reorganization energy. All units are in kcal/mol.

ETE Expt  AFQMC PC AFQMC PC AFQMCCS (1) AFQMCCS (2)

UHF Trial CAS Trial CAS Trial CAS Trial

V(Cp)» 1545 +1.5 157.64 +1.55 160.25 +2.15 155.44 + 1.61 153.7 £ 1.52
Cr(Cp), 1275+1.5 127.04+143 133.54+1.96 127.63 + 1.81 131.18 + 2
Mn(Cp), 1425+1.5 15626 = 1.54 151.69 +£2 158.53 £ 1.97 146.09 + 2.37
Fe(Cp), 153.1+1.5 15841+1.84 158.37+2.32 150.34 + 1.75 152.78 +2.02
Co(Cp); 1235=+1.5 119.06 + 1.6 122.18 + 1.85 128.1 = 1.52 124.35 + 1.83
Ni(Cp), 143815 14475+142 14349+1.64 148.25 + 1.7 144.25 + 2.15
MAE 4.68 + 0.89 4.65 +1.02 4.82 +0.93 1.61 +1.02
|[MaxE]| 13.76 + 2.15 9.19+25 16.03 +2.47 3.68 £2.5
RMSD 6.43 5.53 7.15 2.16
MSE 3.04 +0.89 4.1 +1.02 3.9+0.93 1.24 +1.02

splitting cluster in Photosystem II). Nevertheless, we have made an initial effort to address this is-
sue, varying the localization cutoffs and triples implementation (replacing T with T;) as detailed
in the SI of Ref. 2, for the Mn(Cp), system. The use of tight cutoffs and T; brings the results
to within 3-4 kcal/mol of experiment; using a DZ basis set to evaluate full CCSD(T) (all that we
could afford) and extrapolating with DLPNO results, one would appear to come quite close to ex-
periment (although one would have to be concerned about the accuracy of this protocol, given the

large differences between the various coupled cluster approaches).

2.4.4  Acetylacetonate (acac) Results

To provide a further assessment of preliminary DFT and DLPNO-CCSD(Ty) (using our default
cutoff settings), we decided to carry out calculations for the acac series of coordination complexes
described above. These systems have nearly double the number of electrons as the metallocenes,
which presented difficulties with regard to obtaining results using our current AFQMC code. We
have recently made major improvements to the code’s performance and scaling with system size,
and so it is likely we will be able to report converged results for the acac series in the near future.

Results for our entire suite of DFT functionals, along with those for DLPNO-CCSD(T)), are pre-
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Figure 2.5: Performance of ph-AFQMC, DFT functionals (QZ basis), and DLPNO-CCSD(T))
(extrapolated with TZ/QZ basis sets) for prediction of experimental adiabatic gas-phase 1onization
energies for metallocenes. The range is limited to deviations of -15 to 15 kcal/mol. The BP86
value for Mn(Cp), and the DSD-PBEP86 value for Co(Cp), are beyond of the range of the plot
with deviations of about -20 and -25 kcal/mol, respectively. The gray band indicates the uncertainty
of the experiments i.e. 1.5 kcal/mol. The errors are given in both units of kcal/mol (lefthand axis)
and kJ/mol (righthand axis).

sented in Table 2.7 and Fig. 2.6 below. In what follows, we focus attention on adiabatic ionization
potentials, as we have not evaluated vertical ionization energies for the acac series. We use the
same QZ basis as was employed in studying the metallocenes.

A number of striking features of the data are immediately apparent. Firstly, none of the DFT
methods perform as well as the best performers do for the metallocene series; the MAE and RMSD
are in all cases well above (near-)chemical accuracy. This performance may in part be due to the
net negative charge residing on the molecule, which can delocalize onto the metal in the III state,
resulting in overbinding (as has been observed in organic systems). It should also be noted that
the two acac cases with anomalously large errors (Cr and Mn) are the only ones which involve
ionization from singly occupied e, orbitals. Previous work has shown that the errors in removing
or adding electrons to DFT orbitals depends significantly upon whether the orbital is singly or
d.83.107,168

doubly occupied, and what type of orbital is involve

The B97, B3LYP, and wB97M-V functionals yield the best results, at 4.56, 4.82, 4.94 kcal/mol
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MAE respectively, but it must be noted that wB97M-V was one of the worst performing func-
tionals for the metallocenes, with an MAE of 5.43 kcal/mol. Interestingly the performance of the
double hybrid functional DSD-PBEPS&6 is relatively similar between metallocenes and acac com-
plexes. Across both data sets, all of the DFT functionals exhibit several failures with quite large
errors. Secondly, the DLPNO-CCSD(Ty) results are no better than the DFT results for, e.g., the
range-separated hybrids. Thirdly, some of the DFT error appears to be systematic in character,
with similar trends being manifested for many of the DFT functionals. A particularly extreme
example can be found for the [Cr(acac)3]'~ species, for which most of the DFT functionals yield
an adiabatic 1onization potential that is ~10 kcal/mol smaller than experiment. Assuming that the
acac experiments have error bars that are similar to those of the metallocene experiments (the latter
having been validated by the close agreement of the experimental data with the AFQMC results),
we can conclude from the above results that both DFT and the version of DLPNO-CCSD(Ty) we
use cannot reliably produce benchmark level thermochemical data for transition metal containing
systems. It would be surprising if the acac experiments, which were carried out by the same group,
using the same apparatus and protocols, as for the metallocene experiments, were qualitatively
less accurate than the latter, but some caution is warranted in the absence of confirming quantum

chemical calculations.
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Figure 2.6: Performance of DFT functionals (QZ basis) and DLPNO-CCSD(T)y) (extrapolated with
TZ/QZ basis sets) for prediction of experimental adiabatic gas-phase ionization energies for acac
complexes. The range is limited to deviations of -20 to 20 kcal/mol. The gray band indicates what
is often given as the chemical accuracy for transition metals: 3 kcal/mol. The errors are given in
both units of kcal/mol (lefthand axis) and kJ/mol (righthand axis).

2.4.5 Reduction Potentials in Solution

Richardson and co-workers!!”-!!3 derive THF/acetonitrile differential solvation energies for the
metallocenes from their gas-phase and solution phase measurements. Therefore, we use their sol-
vation energies to see if our results yield accurate reduction potentials. We leave the investigation
of the proper simulation of solvation energies for a future publication.

The gas phase ionization energy is given by AG ), which is computed with ph-AFQMC
and includes ideal gas free energy corrections. The differential solvation energy is given by
AG o1y, 11 — AGyory 111, for which we use the experimental value given in Ref. 2.8. Details on
how the potentials are derived using a thermodynamic cycle is given in the SI of Ref. 2. Table 2.8
gives the resulting potentials using our best ph-AFQMC method as well as the best performing (in
terms of MAE) DFT methods for the adiabatic ionization of metallocenes, namely B3LYP*. While
the uncertainty of the experimentally-derived differential solvation energy clouds the interpretation

of the results, ph-AFQMC clearly seems to perform well. The results show that accurate poten-
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Table 2.8: Computed reduction potentials (V) using the experimentally derived differential
solvation energies (Eqor,(IT) - Egop(IIT)) (kcal/mol)!'%-118 ag a function of metallocene and
methodology for our best ph-AFQMC method as well as the best performing functional from
above for the adibatic ionization energy of metallocenes B3LYP*. The mean absolute er-
rors (MAE), maximum errors (MaxE), root-mean-square deviations (RMSD), and the mean
signed errors (MSE) are included. The uncertainty on errors do not incorporate the uncer-
tainty on the experimental differential solvation energy

Expt. Differential Solvation Energy = Expt. Potential AFQMC/CAS CS B3LYP*

CAS Trial
Units kcal/mol A% \'% A%
V(Cp)2 60 + 4 -0.31 -0.38 +£0.19 -0.48
Cr(Cp), 36 +4 -0.43 -0.31 £ 0.19 -0.55
Mn(Cp), 38+4 0.11 0.25+0.2 -0.11
Fe(Cp), 35+4 0.65 0.67 £ 0.19 0.34
Co(Cp)a 38+4 -0.60 -0.7 £ 0.19 -0.63
Ni(Cp), 38+4 0.25 0.17 £0.2 0.21
MAE 0.09 £ 0.19 0.15
|MaxE| 0.14 = 0.26 0.31
RMSD 0.09 0.18
MSE 0+0.19 -0.15

tials can be obtained by properly describing both the gas-phase and solvation parts. Alternatively,

19.83,169.170 - error cancellation

good results can otherwise be obtained using empirical corrections
schemes.!?” Thus ph-AFQMC can be used as a microscopic approach for the computation of the

gas-phase part and help isolate errors due to the solvation model.

2.5 V. Implications of the Results for Transition Metal Quantum Chemistry

The primary feature of the present paper is its evaluation of a significant number of quantum
chemistry methods, both high level wavefunction based approaches and DFT functionals, via com-
parison with experimental gas phase ionization energies for two challenging series of transition
metal containing molecules. All of the methods display some limitations — DFT and DLPNO-
CCSD(T)y) in accuracy, and AFQMC and more accurate versions of coupled cluster (including full
CCSD(T)) in the ability to scale up to larger systems such as the acac complexes.

Nevertheless, we consider the results to be very promising in a number of dimensions. The best

of the DFT methods are within striking distance of achieving ’transition metal’ thermochemical
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accuracy (2-3 kcal/mol MAEs) for the systems under study, and there is every reason to believe
that progress towards this goal in the general case can be made if a larger and more relevant set
of training data for transition metal containing systems is supplied to DFT developers. The effort
towards enablement of AFQMC towards benchmark accuracy for large systems (i.e., ~ 2000 basis
functions in a TZ basis) is well underway, although nontrivial problems remain (most prominently
the ability to reliably generate sufficient trial wavefunctions).

Optimization of localized CCSD(T) methods such as DLPNO specifically for transition metal
problems has reasonable prospects of ultimately enabling a scale up of coupled cluster based meth-
ods as well at the benchmark level of accuracy, although significant difficulties remain. See for
example the recent work of Harvey and co-workers on non-heme iron complexes.'>>!7! In the
first work, they found that canonical CCSD(T) was in poor agreement with higher orders of cou-
pled cluster and DMRG-CASPT2!7!. They also found that DLPNO-CCSD(T), even with tight
PNO cut-offs, was not in agreement with canonical CCSD(T). In the second work, they found
that these results hold for a larger system including the T; corrections on the DLPNO-CCSD(T)
calculations.'>?. Our very preliminary results for Mn(Cp), are in fact more encouraging than these
conclusions.

Evaluation of full CCSD(T) for the systems in our present work, extrapolated to the basis set
limit, is a highly computationally challenging calculation, which we did not attempt in the present
paper. Our preliminary results for one metallocene, Mn(Cp),, do show significant movement to-
wards the experimental data as compared to the initial DLPNO calculations as the quality of the
triples correction is enhanced from (Ty) to (T), the PNO thresholds are tightened, and the basis sets
size is increased. If a substantial amount of computational effort is committed to the problem, it
should be possible to rigorously evaluate the performance of fully converged CCSD(T) for metal-
locenes ionization potentials, and we believe it is important to do so. Given the limited amount of
relevant experimental data, and possibility of more noise in the experiments than is estimated in the
experimental papers (always a concern for gas phase experiments on transition metal containing

molecules), the convergence of multiple benchmark methods to similar results would be the best
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way to further validate the hypothesis (which we have proposed in the present work) that the right
answer is being obtained by our AFQMC calculations for the right reason.

We are optimistic that, via parallel studies of increasingly accurate AFQMC and CCSD(T)
methodologies, converged results can be obtained across a sufficient number of relevant cases to
validate the creation of accurate benchmark data sets for transition metal containing species, at the
very least for systems without a high degree of multireference character. As noted above, rigorous
data from two high level methods provides significantly more confidence in estimated error bars
than that from a single approach. Once a benchmark approach is validated, it can be used to
develop new DFT functionals, and also approximate CCSD(T) protocols, with higher accuracy and
reliability while retaining much lower computational costs and acceptable scaling with system size.
Such developments are critical to enable the treatment of larger and more complex systems, where
the scaling of the calculations with system size (and the prefactor) determine how many different
states of the system (if any) can be investigated (and sometimes, for example in the case of the
photosystem II water splitting cluster, a minimum of hundreds of states needs to be considered in
the investigation of the catalytic mechanism).

We see the results to date obtained by our AFQMC implementation for a series of increas-
ingly challenging, and diverse, transition metal test cases, as illuminating a path towards both im-
proved high level approaches and optimized DFT functionals. The excellent agreement between
our AFQMC results and experiment has enabled clean benchmarking sets to be extracted from
an often confusing array of experimental and theoretical papers; these can be used to test alter-
native single and multireference CCSD(T)-based methodology going forward. These benchmarks
should also be helpful in assessing other advanced wavefunction approaches, such as multicon-
figurational pair-density functional theory (MC-PDFT),!7? other types of QMC such as diffusion
Monte Carlo (DMC),'”3 nonorthogonal configuration interaction with second order perturbation
theory (NOCI+PT2),!7* and so on. When doing so, a balanced assessment of both accuracy and
computational efficiency will be necessary.

The DFT results relative to our AFQMC calculations that we have obtained so far are con-
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sistent with our prior work. Semi-local GGA functionals appear to be incapable of obtaining
reliable results for organometallic and coordination complexes of the type we have studied to date,
although performance may be better for other metal-containing systems.'’> The performance of
hybrid functionals of various types (including range-separated hybrids) is highly variable, with
many cases yielding results that agree well with experiment, while others appear as significant
outliers with errors in the 5-10 kcal/mol range. Some outliers are specific to the functional in ques-
tion, but others present problems across the entire range of alternatives that we have examined, for
example the Cr and Mn complexes with acac ligands. Finally, the one double hybrid functional
that we tested, DSD-PBEP86, while marginally better for the acac ligands, overall displays very
large average and maximum errors, in line with the poor performance in previous studies.

We conclude from these results that DFT methods for transition metals are very promising,
but need to be optimized using a much larger database of benchmark experimental and “beyond
CCSD(T)" theoretical results for relevant transition-metal containing systems. There are bench-
mark data sets such as the MOR41 and ROST61 sets of (single-reference) closed-shell and open-
shell organometallic reactions*!!7® which use DLPNO-CCSD(T) as the benchmark data set, the
TMCI51 set of diatomic dissociation energies as well as reaction energies and barriers for typi-
cal transition metal reactions which uses a mix of experimental and CCSD(T) reference values,*?
the MOBH35 database of 35 transition metal complex reaction barrier heights computed with
DLPNO-CCSD(T) in a Weizmann-1 scheme.!”” Similarly, the bond dissociation energies of var-
ious transition metal fluoride complexes have also been studied with CCSD(T) as the theoretical
benchmark.!”® The spin transition properties of several iron spin-crossover complexes have also
been studied.!®* However, given the variable reliability of CCSD(T) for transition metals, espe-
cially open-shell systems, more robust benchmarks are desirable, even if more costly.

Similar large scale optimization has succeeded in reducing the number of outliers present in
modern DFT functionals, such as the latest range-separated hybrids, to a very substantial degree as
compared to earlier generations of functionals such as B3LYP and PBEO,'®” although it should be

noted that outliers have not been entirely eliminated. We expect that similar progress can be made
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for transition metal containing systems. Newer approaches, such as the use of machine learning

179-184

methods to create better functional forms for the DFT functional, may also prove to be useful

in the optimization process.

2.6 VI. Conclusions

We have developed an AFQMC protocol which yields results for the ionization of a series of
metallocenes (normal oxidation state, coordinatively saturated organometallic complexes) that are
essentially within experimental error bars for both vertical and adiabatic ionization energies. The
protocol has the following key ingredients: (1) A multideterminantal trial wavefunction, based
on CASSCEF calculations (2) The use of a CS algorithm to compute energy differences between
electronic surfaces, and a PC algorithm to calculate energy differences on the same surface, namely
the reorganization energy. (3) Methods for extrapolation to the CBS limit which are upgraded to a
higher quality trial function as indicated by CASSCF NOONSs and spin-symmetry breaking at the
B3LYP level. For the same data sets, the results for various DFT functionals, and for DLPNO-
CCSD(Ty) applied with loose cutoffs, display significantly higher MAEs as well as a number of
large outliers (5-10 kcal/mol deviations from experiment) which are outside of the experimental
error bars.

Going forward, we see the role of AFQMC for transition metal quantum chemistry as:

(1) Generating benchmark data sets for assessment of various coupled cluster and other wave-
function approaches, and for optimization of a next generation of DFT functionals.

(2) Obtaining results for unique, challenging systems of importance in biological and materials
science, for example the Mn water splitting cluster in Photosystem II,'*!# or the CuO planes in
high T, superconductors. 83186

Both of these applications will require validation of the accuracy of AFQMC methods for
increasingly larger and more complex systems (e.g. those containing multiple metal centers), as
well as improvements in computational efficiency to enable larger molecules, and larger data sets,

to be effectively addressed. The present paper, while a step in this direction, has also been focused
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on pointing out the need for a true benchmark approach, via its assessment of the existing coupled
cluster and DFT alternatives.

An important question going forward will be the relative costs and scaling with system size of
the best practices converged AFQMC and CCSD(T) approaches. Our most recent AFQMC results,
in which we utilize a localized orbital approach to achieve cubic scaling, with a small prefactor,
require only ~67 GPU hours for a TZ calculation on a metallocenes, a ~20x cost reduction as
compared to the canonical orbital calculations cited above. We expect that both approaches will
undergo significant algorithmic advances over the next few years, and this, combined with the
usual acceleration from more powerful computational hardware, will play a major role in enabling

the creation of large and diverse benchmark data sets suggested above.
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Chapter 3: In silico prediction of annihilators for triplet—triplet annihilation

upconversion via auxiliary-field quantum Monte Carlo

Reproduced from J. L. Weber et al., Chemical Science, vol. 12, no. 3, 2021 with permission

from the Royal Society of Chemistry.

3.1 Introduction

The relative energetic landscape involving states of different spin multiplicities is of essen-

187-189

tial importance in photoredox catalysis , the design of light emitting diodes'®®, and optical

processes such as singlet fission!®!, thermally activated delayed fluorescence (TADF)!'®?, and up-

conversion!90:193

. In particular, for a system with a singlet ground state (SO), the most relevant
quantities for these applications are typically the energies of the first excited singlet state (S1)
and the lowest-lying triplet state (T1). Triplet-triplet annihilation (TTA) upconversion is a process
which enables a system to emit photons of an energy higher than the energy of absorbed pho-
tons. This phenomenon has been used to increase the theoretical efficiency of photovoltaics'?%1%4,
and to perform optogenetic manipulations and photocatalytic reactions with visible light in me-

187195~ A schematic of

dia (e.g. biological tissue) accessible only by photons of lower energy
TTA upconversion is shown in Figure 3.1. Following photoexcitation of a sensitizer to the S1
state, intersystem crossing (ISC) populates a relatively long-lived triplet state, T1. The sensitizer
then undergoes Dexter triplet-triplet energy transfer (TET) to excite a separate molecular species,
known as the annihilator, into a T1 state. Two annihilators excited to their T1 states can then un-
dergo TTA to yield one annihilator in the S1 state and the other reverted to the ground SO state!®.
Thus far, there are few families of annihilators capable of emitting high energy blue to near-UV

light.'®%197 " These include 9,10 substituted anthracenes'**1972%_ para-terphenyl®®!, pyrene,??
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and 2,5-diphenyloxazole.??*2* Enlarging the chemical space of high energy upconverting annihi-
lators would therefore represent a significant advancement towards the widespread use of photon
upconversion for a variety of applications.

Energy loss to
thermalization

S —
S1_ g oo Sl
(A \
- \ T1 Te. €T T1 /
g ~I, 1 L
&
SO S0 SO
Sensitizer Annihilators Sensitizer

Figure 3.1: A schematic of photon upconversion via triplet-triplet annihilation (TTA). First, the sensitizer
is photoexcited to the first excited singlet state (S1), before undergoing rapid intersystem crossing (ISC) to a
long-lived triplet state. Collision with an annihilator enables transfer of the triplet state to an annihilator via
Dexter triplet-triplet energy transfer (TET). Two annihilators in the T1 state can then undergo TTA in a spin-
allowed transition resulting in one S1 and one ground state annihilator, the former of which can then emit a
high energy photon via fluorescence. Note that in each step excess energy is lost as heat to the surroundings.

Thermodynamically, upconversion requires that a) the sensitizer T1 energy be higher than that
of the annihilator for TET, and b) twice the annihilator T1 energy exceed the annihilator S1 energy
for TTA.295-206 However, the degree of exothermicity for both of these processes translates directly
to the amount of thermal energy lost to heat during TET and TTA, respectively. When designing
optimal sensitizer/annihilator pairs to minimize energetic losses, it is important to know the rel-
ative energy levels of these excited states. For example, in addition to high fluorescence yields,
TTA annihilators should exhibit a minimally positive gap between twice the T1 and S1 to reduce
energy loss to thermalization. While S1 energies can be extracted from experimental spectra (e.g.
via estimation of the energetic location of the zero-phonon line), the triplet energy can be chal-
lenging to obtain experimentally?’’2% The minimal (or lack of) phosphorescence is largely due
to competing non-radiative pathways.

The inability to experimentally measure triplet energies has created a need which, in principle,
can be met by predictions from ab initio computational methods. However, the development of

a theoretical approach which is both accurate and feasible (with respect to computational costs)
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is far from trivial. The emergence of open-shell singlet ground states in large, conjugated aro-
matic systems reflects significant biradical, and even polyradical, character.?!® In addition, the

excited states of cyclic aromatic molecules are known to be anti-aromatic?!!

and thus similarly
challenging for single-reference computational methods. These manifestations of strong electron
correlation, in addition to potentially relevant phenomena such as excitations characterized by two-
electron correlations and charge transfer, are well known to render commonly used computational
techniques such as Kohn-Sham (KS-) or time-dependent (TD-) Density Functional Theory (DFT)
unreliable?!>213,

Several methods have been shown to be promising for the description of spin gaps of potentially

biradicaloid molecules, such as spin-projected orbital-optimized MP22!4, spin-flip methods>'>216,

T172,217 218,219

multi-configurational pair-DF , various configuration interaction approaches , and op-
timized DFT functionals??’. Recent efforts to reduce the scaling of Coupled Cluster (CC) methods,
notably CC with singles, doubles, and perturbative triplets (CCSD(T)), have resulted in promising
approaches based on domain-based localized pair natural orbital (DLPNO) approximations. Yet

while these have extended the reach of CCSD(T) to larger systems, 03221222

the potential inade-
quacy of the underlying theory for strong correlation still remains.?>? Although higher order CC
theories should in principle provide an increasingly accurate description, their application to rel-
evant 