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Abstract
Essays on Dynamic Optimization for Markets and Networks

Yuanling Gan

We study dynamic decision-making problems in networks and markets under uncertainty about
future payoffs. This problem is difficult in general since 1) Although the current decision (poten-
tially) affects future decisions, the decision-maker does not have exact information on the future
payoffs when he/she commits to the current decision; 2) The decision made at one part of the net-
work usually interacts with the decisions made at the other parts of the network, which makes the
computation scales very fast with the network size and brings computational challenges in prac-
tice. In this thesis, we propose computationally efficient methods to solve dynamic optimization
problems on markets and networks, specify a general set of conditions under which the proposed
methods give theoretical guarantees on global near-optimality, and further provide numerical stud-
ies to verify the performance empirically. The proposed methods/algorithms have a general theme
as “local algorithms”, meaning that the decision at each node/agent on the network uses only partial
information on the network.

In the first part of this thesis, we consider a network model with stochastic uncertainty about
future payoffs. The network has a bounded degree, and each node takes a discrete decision at
each period, leading to a per-period payoff which is a sum of three parts: node rewards for indi-
vidual node decisions, temporal interactions between individual node decisions from the current
and previous periods, and spatial interactions between decisions from pairs of neighboring nodes.

The objective is to maximize the expected total payoffs over a finite horizon. We study a natural



decentralized algorithm (whose computational requirement is linear in the network size and plan-
ning horizon) and prove that our decentralized algorithm achieves global near-optimality when
temporal and spatial interactions are not dominant compared to the randomness in node rewards.
Decentralized algorithms are parameterized by the locality parameter L: An L-local algorithm
makes its decision at each node v based on current and (simulated) future payoffs only up to L
periods ahead, and only in an L-radius neighborhood around v. Given any permitted error € > 0,
we show that our proposed L-local algorithm with L = O(log(1/€)) has an average per-node-per-
period optimality gap bounded above by ¢, in networks where temporal and spatial interactions are
not dominant. This constitutes the first theoretical result establishing the global near-optimality of
a local algorithm for network dynamic optimization.

In the second part of this thesis, we consider the previous three types of payoff functions
under adversarial uncertainty about the future. In general, there are no performance guarantees
for arbitrary payoff functions. We consider an additional convexity structure in the individual node
payoffs and interaction functions, which helps us leverage the tools in the broad Online Convex
Optimization literature. In this work, we study the setting where there is a trade-off between
developing future predictions for a longer lookahead horizon, denoted as % versus increasing spatial
radius for decentralized computation, denoted as ». When deciding individual node decisions at
each time, each node has access to predictions of local cost functions for the next & time steps in an
r-hop neighborhood. Our work proposes a novel online algorithm, Localized Predictive Control
(LPC), which generalizes predictive control to multi-agent systems. We show that LPC achieves a
competitive ratio of 1 + 9] (%) + 6(,0@) in an adversarial setting, where pr and pg are constants in
(0, 1) that increase with the relative strength of temporal and spatial interaction costs, respectively.
This is the first competitive ratio bound on decentralized predictive control for networked online
convex optimization. Further, we show that the dependence on k and 7 in our results is near-optimal
by lower bounding the competitive ratio of any decentralized online algorithm.

In the third part of this work, we consider a general dynamic matching model for online com-

petitive gaming platforms. Players arrive stochastically with a skill attribute, the Elo rating. The



distribution of Elo is known and i.i.d across players. However, the individual’s rating is only ob-
served upon arrival. Matching two players with different skills incurs a match cost. The goal is to
minimize a weighted combination of waiting costs and matching costs in the system. We investi-
gate a popular heuristic used in industry to trade-off between these two costs, the Bubble algorithm.
The algorithm places arriving players on the Elo line with a growing bubble around them. When
two bubbles touch, the two players get matched. We show that, with the optimal bubble expansion
rate, the Bubble algorithm achieves a constant factor ratio against the offline optimal cost when the
match cost (resp. waiting cost) is a power of Elo difference (resp. waiting time). We use players’
activity logs data from a gaming start-up to validate our approach and further provide guidance on

how to tune the Bubble expansion rate in practice.
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Chapter 1: Introduction

Dynamic decision-making problems have evolved and become more crucial than ever in the
past twenty years due to the amount of available data. Dynamic policies are no longer just a con-
cept but are studied and implemented in many settings, such as dynamic pricing for e-commerce
companies, dynamic dispatching for ride-hailing platforms, dynamic matching for online gaming
platforms, and many more. A dynamic policy has advantages over static optimization in the sense
that this framework incorporates new information as time passes. But a poor design of dynamic
policies may bring less value to the table or even perform worse than a calibrated static policy due

to the following (and potentially other) reasons:

* A dynamic policy requires much more computation resources compared to a static policy

and is even infeasible to implement in practice.

* A dynamic policy oscillates a lot between each decision epoch and hurts the overall per-
formance. A well-known example from (Hazan, 2021) shows a naive dynamic Follow The
Leader algorithm can perform much worse compared to the best static policy due to oscilla-

tion.

* A dynamic policy is sensitive to future predictions and hard to quantify the performance

guarantees when prediction quality varies.

In this thesis, we study dynamic decision-making problems in networks and markets where the
objective is to collectively maximize the total payoff across the entire network over a finite horizon.
We propose methods and algorithms that avoid the potential drawbacks of dynamic policies and

quantify the policy performance theoretically as well as numerically.



1.1 Dynamic decision-making on networks under stochastic uncertainty

In the Chapter 2, we start with a stochastic framework to model the uncertainty about future
payoffs. The overall objective is an unweighted sum over a finite time horizon with potentially
nonstationary per-period payoffs. At each decision epoch, the decision-maker is aware of his/her
past decisions, and the current payoff function, but not the future payoff realizations. We assume
the future payoff distributions are known. To make the problem more general and interesting,
we are not assuming an analytical form of the distributions but only using simulated samples in
the decision process. Our goal is to identify under what conditions, local algorithms (which are
computationally efficient for large networks) are globally near-optimal.

This setup relates to Markov Decision Problem (MDP) in networks. In the Operations Research
field, the most classical books are (Bertsekas, 2011; Bertsekas, 2012) where an MDP is defined
by a tuple of the following four elements: state space, action space, transition probabilities, and
immediate payoff. For the canonical MDP problem, running the Dynamic Programming algorithm
outputs the global optimal solution; however, our setup includes problems with arbitrarily long
horizons and large network sizes (which give rise to a very large state space). This makes the
Dynamic Programming algorithm suffer the curse of dimensionality and infeasible for practical
uses. In the Approximated Dynamic Programming literature, the Rollout algorithm is a popular
heuristic that essentially truncates the horizon up to some time steps. However, this heuristic still
does not handle the complexity coming from the large network size.

In the Chapter 2, we use a similar idea as Rollout but extend it to a network setting. Specifically,
we consider “local algorithms™ in both temporal and spatial dimensions. We characterize sufficient
conditions on the per-period payoff functions such that the temporal and spatial radius needed for
a global near-optimal solution (compared to the Bellman optimal) is “small”. Note that our model
does have a simpler structure than a typical MDP where we assume the transitions are deterministic
and the previous action is the current state for each node on the network. The stochasticity comes

from the random payoff functions, not the transitions. Our work may serve as a starting point



for developing a theoretical understanding of sufficient conditions for local algorithms achieving

global near-optimality in general network Markov Decision Problem settings.

1.2 Dynamic decision-making on networks under adversarial uncertainty

In the Chapter 3, we continue our exploration of local algorithms in an adversarial framework,
where the future payoffs are unknown and arbitrary. The overall objective is to minimize an un-
weighted sum over a finite time horizon. In both stochastic and adversarial models, the per-period
payoffs consist of three parts: node costs/rewards, temporal interactions, and spatial interactions.
In the adversarial framework, we further assume that the node costs are strongly convex, and the
interaction functions are convex. Our goal is to identify under what conditions, local algorithms
achieve near-optimal competitive ratios compared to the offline optimal benchmark. Moreover,
we explore the trade-off between investing more resources in developing predictions in a longer
horizon versus increasing (spatial) locality radius for decentralized computation.

This setup relates to Smoothed Online Convex Optimization (SOCO) problem which is first
introduced by Lin et al. (2012) to model dynamic power management in data centers. In contrast
to classical Online Convex Optimization, SOCO adds temporal interaction cost functions in the
model which further encourage nodes/agents to choose an action that is “compatible” with their
previous actions. For example, a temporal interaction could be a switching cost that penalizes large
deviations from the previous action, to make the trajectory of local actions “smooth”. However, the
SOCO model is not specific to network settings and hence the theoretical results do not incorporate
network structures.

In the Chapter 3, we generalize Model Predictive Control (MPC) algorithm in the SOCO liter-
ature to the network setting. We named the corresponding algorithm as Local Predictive Control
(LPC). We develop a general method of perturbation analysis to quantify the sensitivity of LPC
solutions in terms of future predictions as well as node decisions at other parts of the network. We
conclude this section by establishing a near-optimal competitive ratio guarantee for LPC and re-

source augmentation bounds in terms of trading off between the value of predictions and (spatial)



computation radius.

1.3 Dynamic match-making on online competitive gaming platforms

In Chapter 4, we consider a practical application of dynamic match-making for online gaming
platforms. We start with a popular heuristic (i.e., Bubble algorithm) in the gaming industry and
develop a more theoretical understanding of the heuristic. The algorithm places arriving players on
a scale of their skill attributes and then expands a bubble around each player. When two bubbles
touch, the two players get matched. Specifically, we would like to understand under what model
objective, this heuristic is near-optimal. Moreover, can the corresponding theoretical model guide
the practitioners to adjust the parameters in the bubble algorithm?

In this work, we are mostly interested in gaming startups where the market is relatively thin-
ner compared to the more established gaming companies. As a result, the waiting times are not
negligible. We propose a general model which focuses on the foundational trade-off in balanc-
ing between waiting times and matching qualities. Specifically, we consider an analytical form of
power laws where the waiting cost is the waiting time to some power and the matching cost is the
players’ skill differences to some other power. In this model, we show that the Bubble algorithm
achieves a constant factor competitive ratio compared to the offline optimal benchmark.

In the empirical study of this work, we estimate the aforementioned powers from the play-
ers’ activity logs dataset and provide insights on tuning the parameter in the Bubble algorithm to

achieve improvements in the players’ engagement metric.



Chapter 2: Near-optimality of local algorithms on networks under stochastic

uncertainty

2.1 Introduction

Many real-world contexts call for dynamic decision-making in networks with uncertainty about
the future: At each period, a decision is made at each node in the network and a central planner
aims to maximize the total payoff across the network. Examples of such settings include influ-
ence maximization in social networks (Tong et al., 2017; Banerjee, Jenamani, and Pratihar, 2020),
multi-product pricing on product networks (Candogan, Bimpikis, and Ozdaglar, 2012; Caro and
Gallien, 2012), and logistics planning on transportation networks (Devari, Nikolaev, and He, 2017;
Fatehi and Wagner, 2021). In all these settings, the resulting payoffs arise from individual deci-
sions at nodes, interactions among neighbors on the network, and temporal interactions between
consecutive decisions made at each node.

We outline an illustrative example from a version of the multiproduct pricing problem (Tal-
luri and Ryzin, 2006; Gallego and Topaloglu, 2019). Consider a retailer who dynamically decides
which products (or product groups) to put on sale at different times. Here, nodes in the network cor-
respond to products and the edges connect related (e.g., substitutable or complementary) products.
The payoff collected in each “period” (e.g, a week) includes several components: “Node rewards”
correspond to the revenue from each product at the given price, “edge interactions” capture the
change in product revenue if a related product (i.e., substitute or complement) is on discount, and
“temporal interactions” capture how the trajectory of past discounts on the product affect the rev-
enue from the product in that period. Future node rewards are uncertain because, e.g., the customer
demand for a product in the future is uncertain. The goal is to maximize the expected rewards over

a finite time horizon.



For another practical example, consider dynamic content recommendation problem (Yin et
al., 2015; Ullah and Lee, 2016) on a social platform such as Facebook, Instagram, and Twitter.
Here, the decision network is the social network, with nodes being the users and edges being
their connections. The payoff which accrues from recommendations again consists of several
components. First, there are “node rewards” which capture how interesting the post is to a given
user. Second, there are “edge interactions”: if the platform recommends the same post to a pair
(or a group) of friends around the same time, this produces an additional reward since shared
experiences with friends increase users’ engagement. Third, there are “temporal interactions”:
e.g., repeating similar content decreases users’ engagement and hence it is costly to show the
post again if it has already been shown to a user. The goal of the platform is to maximize the
expected rewards over a certain time horizon. Notably, there is uncertainty about future rewards —
for instance, a user might become inactive.

Besides the goal of maximizing payoffs in such contexts, it is desirable to have decision rules
that are “simple” in various ways such as computational efficiency, the potential to be computed
in a distributed manner, interpretability, and robustness to model misspecification. In a networked
optimization setting, an attractive class of algorithms is decentralized algorithms which obtain the
decisions of individual nodes based solely on information from the “nearby” part of the network
(Suomela, 2013). Motivated by the ubiquitousness of dynamic decision-making on networks and
the practicality of decentralized algorithms, we aim to answer the following research question:

Can decentralized algorithms be globally near-optimal in terms of maximizing collective re-
wards on networks under stochastic uncertainty about the future?

In this paper, we study a benchmark model of dynamic decision-making on bounded degree
graphs with stochastic uncertainty about the future. A decision must be taken at each node, in each
period. The global payoff consists of 1) per-period individual node rewards, which are random
functions over individual decisions; 2) per-period spatial interaction payoffs between neighboring
nodes, which are (possibly random) functions of pairs of decisions; and 3) temporal interaction

payoffs for individual node between consecutive periods, which are (possibly random) functions



of pairs of decisions. Importantly, we model the future payoff functions as stochastic, with known

distributions. The goal is to maximize the expected reward collected over a finite horizon.

2.1.1 Contribution

We establish a first theoretical result establishing global near-optimality of alocal algorithm for
network dynamic optimization problems under stochastic uncertainty when temporal and spatial
interactions are not too strong relative to the randomness in node rewards and the graph degree.
Notably, our decentralized algorithm has a computational requirement /inear in the network size
and the time horizon. In each period, for each node v (the “focal” node), the decision to be taken at
v 1s chosen as follows: Our algorithm simulates future reward realizations up to L periods ahead,
for an L-radius local neighborhood of v, where L denotes the locality parameter determined based
on how closely we want to approximate the global optimum. Crucially, L is independent of the
network size and time horizon. Our algorithm then solves the network optimization problem on
the local subgraph and extracts from the solution only the decision at the focal node v.

Our work extends the literature on correlation decay for static (i.e., single-period) optimiza-
tion in networks (Gamarnik, Goldberg, and Weber, 2014; Kerimov, 2014) which studies how the
effects of decisions at the boundary of a graph propagate towards the focal node. In the previous
static optimization setting, the total reward functions consist of node rewards and pairwise spatial
interactions. However, when generalizing to the dynamic setting, the value-to-go functions fur-
ther contain interactions between groups of nodes that are not direct neighbors of each other. Due
to such interaction-at-a-distance, previous technical machinery developed to establish correlation
decay in static networks does not generalize to our dynamic setting. We thus develop a novel ma-
chinery to establish correlation decay in dynamic decision-making settings (outlined in 2.4), which
handles the interaction-at-a-distance phenomenon.

We now summarize the approach taken in our new analysis for establishing the existence of
correlation decay and the global near-optimality of local algorithms. For any node at a given time,

we construct a sequence of local (dynamic) optimization problems on the subgraph around this



focal node with increasing locality radius starting from L and then compare the optimal decisions
at the focal node (pathwise for the realized reward functions) in two local (dynamic) optimization
problems: one with locality radius /7 and the other with radius /7 + 1 for any // > L. Specifically,
we ask: in the problem with radius / + 1, how large is the optimality gap caused by forcing the
focal node decision to be the optimal decision for the problem with radius H? We show, via a
delicate analysis summarized in the next paragraph, that this optimality gap is exponentially small
in H. Summing over H = L, L.+ 1, ..., 00 yields a bound on the optimality gap caused by using
an L-local algorithm.

The aforementioned optimality gap from constraining the focal node decision is the sum of the
difference in the same-period payoff and the difference in the value-to-go functions. To overcome
the issue that the value-to-go functions involve interaction among groups of nodes, we construct
a spatial-temporal (ST) graph by making a clone of the original static network for each decision
period and connecting consecutive-period clones of each node via temporal interaction edges (see
2.1.3 for the definition of ST graphs). Note that each node in the ST graph corresponds to an
individual decision (at a particular node and period). On the ST graph, the total reward can be
decomposed to a sum of simple terms, one for each node and one for each edge, eliminating
group interactions-at-a-distance. Importantly, uncertainty about the future continues to pose a
challenge in the ST graph re-formulation: the future reward functions are unknown at time ¢ while
the decision-maker has to commit to a decision at time ¢. Due to this additional challenge in the
temporal dimension, our optimization problem on the ST graph is still not the same as a static
optimization problem on the ST graph. We work with the dynamic programming framework and
prove that the difference in the value-to-go functions (from constraining a single node’s decision
policy) is upper bounded by the probability of having different node decisions at this single node
in the next period under two corresponding local optimization problems, multiplied by a constant
proportional to the temporal interaction strength. This yields a “contraction” argument via coupling
the future decisions up to H periods and then applying induction from “boundary” nodes of the

H-neighborhood in the ST graph (see Lemmas 2.4.1 and 2.4.2). Note that using the contraction



argument to show the convergence to the global optimal solution is an important technique in
iterative methods for nonlinear problems (Bertsekas and Tsitsiklis, 1989b). However, the key
difficulty in employing it is to construct an appropriate action space and associated norm such
that there indeed exists such a contraction mapping. In our work, we establish such a contraction
mapping for the random decision vectors as summarized above.

To demonstrate our results numerically, we conduct a synthetic experiment on random regular
graphs in 2.6. The experiment shows that when temporal and edge interactions don’t dominate
compared to the randomness in the node rewards and graph degree, our proposed decentralized

algorithm achieves a near-optimal payoff with a small local radius L.

2.1.2 Related work

Our paper contributes to the following related research areas: (1) Correlation decay for de-
centralized algorithms; (2) Dynamic optimization in networks and (3) Multi-agent reinforcement

learning.

Correlation decay for decentralized algorithms. Correlation decay is the cornerstone for the suc-
cess of numerous decentralized algorithms for sfatic network optimization in the literature. It is
first developed in the domain of statistical physics. The seminal work of Dobrushin (1970) studies
graphical models (e.g., a Markov chain is a graphical model on a line graph) on infinite graphs
via correlation decay methods, investigating whether the joint distribution — the Gibbs measure —
is uniquely determined by the distribution of each random variable conditional on its neighbors.
Since then, the concept of correlation decay has expanded to applications beyond statistical physics
(Weitz, 2006; Chen, Liu, and Vigoda, 2020; Ding, Sly, and Sun, 2015; Montanari, 2019), includ-
ing wireless communication (Bandyopadhyay and Gamarnik, 2008; Gamarnik and Katz, 2009;
Weitz, 2006), combinatorial optimization (Gamarnik and Goldberg, 2010; Gamarnik, Goldberg,
and Weber, 2014), marginal inference on graphical models (Tatikonda and Jordan, 2002), etc. The
typical regime for static decision problems under which the correlation decay property holds is

when the underlying graph has a bounded degree (i.e., each node interacts with a constant number



of other nodes) (Weitz, 2006; Gamarnik and Goldberg, 2010; Gamarnik, Goldberg, and Weber,
2014). However, in our multi-period network model involving uncertainty about the future, there
exists an implicit interaction between every pair of nodes because their decisions for future periods
are correlated, and hence the underlying interaction graph no longer has a bounded degree, which

results in new challenges.

Dynamic optimization in networks. Dynamic decision-making in networks under uncertainty about
the future has been studied in a variety of contexts including network revenue management (Talluri
and Ryzin, 2006), network diffusion models (Leduc, Jackson, and Johari, 2017; Manshadi, Misra,
and Rodilitz, 2020; Akbarpour, Malladi, and Saberi, 2018), online matching under stochastic ar-
rivals (Aouad and Saritag, 2020; Collina et al., 2020; Anderson et al., 2017; Sivan, 2013), and
choosing lockdown policies in a commuting network (Fajgelbaum et al., 2020), to name a few. In
most of these works the ideas used (e.g., shadow prices) are very different from ours. Some of
these previous work (Besbes, Gur, and Zeevi, 2016; Aouad and Saritag, 2020) make use of local
decompositions that rely on their specific problem structures or require convexity in the reward
functions (Lin et al., 2022). We adopt a general framework, towards developing a foundational
understanding regarding the sufficiency of decentralized algorithms for obtaining near-optimality
in dynamic stochastic optimization problems (with no convexity assumptions on the reward func-
tions). Our paper contributes to this literature by providing an important theoretical foundation for
decision-making problems on large networks: that is, even though the network interactions may
be complicated and may evolve, considering only the local neighborhood around the focal node

already gives near-optimal performance when the strength of interactions is not too large.

Multi-agent reinforcement learning. In the setting of multi-agent reinforcement learning (MARL),
computational issues are central due to large global states and decision spaces (exponential in the
number of agents). A promising approach is to exploit local dependency structures (i.e., “agents”
only interact with neighboring agents in the network). Lin et al. (2020) consider a setting where the
transition of the global state has only local dependencies and the problem objective is to maximize

the discounted sum of global rewards. They propose an Actor-Critic method with state aggregation
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defined based on the local neighborhood of each agent. Moreover, due to discounting, the Bellman
operator with state aggregation defines a contraction mapping of the Q functions. They show the
proposed algorithm converges to the stationary point of the global objective (note that a stationary
point yields a local optimum, at best). In contrast, maximizing the average reward per period
(as we consider) is fundamentally harder since the Bellman operator is no longer a contraction
(Bertsekas, 2011; Tsitsiklis and Roy, 2002). In a recent advance for such a setting, Qu et al.
(2020) establish convergence to an approximately stationary point of the Q functions. Still, this
result does not guarantee global near-optimality. We contribute to this literature by showing, in a
special case where the state transitions are simple (i.e., the current state is the previous decision),
global near-optimality of a local policy for the average reward problem with non-stationary reward
functions over an arbitrarily long horizon. Our work may serve as a starting point for developing
a theoretical understanding of sufficient conditions for local algorithms achieving global near-

optimality in general network Markov Decision Problem settings.

2.1.3 Notation and terminology

We denote our underlying graph as G = (V, E') with node (or vertex) set V' and edge set F.
Given a graph G, we denote by V(G) and E(G) its node set and edge set, respectively. For two
nodes u,v € G, we let distg(u, v) denote the length of a shortest path between u and v. If an edge
uv € E (or equivalently denoted as {u, v}), we say u is a neighbor of v. For any node v € V, we
denote by I'(v) its set of neighbors: I'(v) := {u € V : uwv € E}; and denote by dg(v) := |I'(v)] its
degree in GG. We let d denote the degree of graph GG, which is the maximum degree of all nodes in
graph G. For a subgraph M of G and a vector y := {y"},cv indexed by vertices of GG, we denote
by y the subvector {y"},ev(a). For integer R € N, let B;(v, R) denote the subgraph induced
by all vertices whose distance to v is at most R. When the underlying graph is clear from context,
we drop the subscript for the above notations.

For a given integer K > 1, we use [K]| to denote the set {1,2,---,K}. Given a graph

G = (V,F) and time horizon 7T, the spatial-temporal (ST) graph is constructed by making a
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clone of G for each time ¢ € [T], and connecting copies of the same node between consecutive
times via edges. The nodes of the ST graphs are {(v,¢) : v € V¢t € [T]} and the edges are
{{(v1,t), (v, t)} r e € ELt € [T]}U{{(v,t), (v, t+ 1)} :v e V.t € [T —1]}. The ST graph
distance is defined as follows: given two ST nodes (vy,t1) and (vg, to), dist™((vy, t1), (v2, t2)) =
dist(vy,va) + [t — tal.

For a collection of random variables Y[;;, o(Y[;)) denotes the smallest sigma algebra generated

2.2 Model

We consider a dynamic decision network (G = (V| E), ®,T, A, z,) with future stochastic
uncertainty. Here, GG is an underlying undirected graph where individual decisions are made at
each node. ® denotes the joint stochastic reward functions over the graph GG during the planning
horizon. We consider a discrete-time model from time 0 to the planning horizon 7. We denote by
A the discrete set that the decision of each node must be chosen from. The initial decision vector
taken on the network is given and is denoted by x, € A!"l. The global objective is to maximize
the collective (undiscounted) payoff from the entire graph over the time horizon. At the time ¢,
the per-period reward is the sum of three types of (random) reward functions: In the following, we

define each type of (random) reward functions and give an illustrating example when A = {N, Y}.

* Node reward: Each node v € V earns a random reward @} (z}) : A — R, which depends on its

decision z} at time ¢. E.g., A = {N,Y}, ®}(N) = 0 and ®}(Y) = 1 + €} where €] ~ N(0,1).

* Temporal interaction reward: Each node v € V' at each time ¢ is associated with a random re-
ward function ®}_, ,(z}_;,7}) : A x A — R, which captures how consecutive decisions at node
v interact with each other. E.g., ®7 , ,(N,N) = &} | ,(N,N) = ¢, ®} ; (N,¥) = &7 ; ,(Y,N) =0

for some ¢ > 0, i.e., there is a reward ¢ for making the same node decision in consecutive periods.

» Spatial interaction reward: Each edge uv € FE at each time ¢ is associated with a random

reward function ®,""(z}, z}) : A x A — R, which captures how neighboring nodes interact
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with each other at time ¢. E.g., P}V (N,N) = ®}(Y,Y) = ¢, P}(N,Y) = & (Y,N) = 0 for ¢ > 0,

i.e., there is a reward ¢ when neighboring nodes make the same decision.
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Figure 2.1: Decision dynamics.

Collectively, we let @ := {®}, D}, ;, P} }ic (77 veviuve 2 denote joint random reward functions.
Ateach time ¢t € [T], node v € V makes a decision z¥ € A :={0,1,--- | A| — 1}. These reward
functions are endowed with a probabilistic structure: their function values are assumed to follow
known distributions. The random functions ®}°* = {®}},cy and P := {®}_, ,, Pi" }oeviuver
are realized only at the beginning of time period ¢t. We denote the realized reward functions as
{67 Yoevs {071 vev and {¢{"}uver. Moreover, we denote the random reward functions, and
their realization, at time ¢, collectively, by ®; and ¢;, respectively. Given any subgraph M of G,
let @ == {7, ;. D" boev(an)uvemar) and ¢ = {6}, & 1 ;. S boev () uveB(ar)-

We call z; := {z}},cv a decision vector at time t. At each time ¢, a decision vector z; must
be chosen after observing ¢;. We illustrate the dynamics under our model through an example
in Figure 2.1 with an example of a dynamic decision network (G = (V, E), ®, T, A, xo) with G
being a line graph, V' = {vy,vq, -+ ;o }, B = {vi—qv; 11 € {2,3,--- ,m}},and T = 3. At the
time ¢ = 2, with the previous decision vector 1, realized rewards ¢1, ¢, (represented by solid lines
and circles), and unrealized reward ®3 (represented by dotted lines and circles), decision vector x5
needs to be chosen. Given realized reward function ¢; at time ¢, and decision vectors x;_1, x4, the

single-period reward collected at period ¢ is

flmsmn, o) =D o, (ap g 2)) + Y dr(ad) + Y o (at,ap) . 2.1)

veV veV weE
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The overall goal is to construct a dynamic decision-making policy x;, which is adapted to the avail-
able information up to time ¢, i.e., z; € o(xy, T(—1), (I)[t])’ that maximizes the expected collected
rewards over a finite horizon: R == Eo¢ | Z; fe(ze mer, @) .

Following the modeling convention in dynamic stochastic optimization (Cao, Zhang, and Poor,
2021; Bent and Van Hentenryck, 2004), we assume that ®, is independent of past reward functions
{@p—1)}. At time ¢, we observe the previous decision vector x;_; and current single-period reward
realization, i.e., ¢;. By the principle of optimality, the optimal x;(x;_1, ¢;) maximizes the real-
ized value-to-go function: RV,_1(z4; 211, 1) = fi(xe; 21, 1) + Vi(xy; ¢r) , where the expected

value-to-go function Vy(x;) is recursively defined as

Vi(zy; ) = E [maXRVt(th;xt,CDtH)}, (2.2)

D1 L Teg1

with V- (z7) = 0 at the end of the horizon. We denote by z* = {z}},<;<7 the optimal solution
of (2.2) and denote the optimal expected global reward as R* := E¢ [2;1 filzss xp @t)] . For
any adaptive algorithm which makes decisions Alg, € o(xo, zp_1), Ppy) at time ¢, we define the

expected total rewards under Alg as R(Alg) = Eo [2;1 fi(Alg,; Alg, ,, CI%)} , with Alg, = .

Challenges. Our problem presents two main challenges: 1) Uncertainty about future rewards func-
tions is a source of complexity compared to a single-period problem. In a single-period problem
with random rewards, one observes reward realizations at all parts of the network at once and
then make the corresponding optimal decision. In our setup, reward realizations are revealed se-
quentially along the temporal dimension. When the reward function is realized at time ¢, we must
commit to a decision vector at time ¢. Under each realization ¢;, the optimal decision at time ¢,
i.e., r; may be different and this further impacts the consequent optimization problem at time ¢+ 1.
2) Our problem can be viewed as a dynamic programming problem with state variable at time ¢ to

V(&I which is exponential in the number of nodes in the network.

be ;1. The state space is |A
Thus, directly solving (2.2) above suffers from the curse of dimensionality and is impractical on

large networks. Instead, we explore decentralized algorithms which make each decision based on
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available information about the nearby part of the network (and only a few periods into the future),
and find sufficient conditions under which such algorithms can achieve near-optimal collective

reward compared to the global optimal value R*.

2.3 Main Results and Algorithms

We make the following assumptions on the reward functions.

Assumption 2.3.1. For some constants Cyode, §, Ciime Cedge € (0, 00), the distributions of reward

functions {®, },c7 satisfy the following:
* (Node rewards are bounded) For every v € V and t € [T}, sup,c4 |} (a)] < Chode-

* (Reward functions are independent across time) For every t € [T|, ®, are independent of

past decisions x(;_y) and past reward realizations ¢p_).

* (Each node reward function is sufficiently random after conditioning on interaction func-

tions and other node rewards) For every v € V, t € [T], and decisions a # o' € A,

P(®V(a) — ®Y(a’) € [by,by) | M, {®}}uzw) < g(ba — by), for any by < bs.

* (Interactions are not too strong) With probability 1, for every v € V, wv € E, t € [T] and
decisions a # a € A, the temporal interaction ®}_, ,(a,a') € [—Cime, Cime], and the edge

interaction ®;""(a,a’) € [—Cedge, Cedge]- Moreover,

1

=4 dee 2ime < .

We now provide intuitive interpretations for these assumptions. 1) The first condition provides

a uniform bound for the change in the global reward when a single node switches its single-period

decision. This assumption ensures that there is no single node whose decision at a certain period
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has a dominant impact on the global reward. It is a standard assumption in the dynamic pro-
gramming and reinforcement learning literature (Tsitsiklis and Van Roy, 1996). 2) The second
condition demands independence of the rewards across time. E.g., considering the reward func-
tions described in Section 2 where A = {N,Y}, ®7(N) = 0, ®Y(Y) = 1 + €} where €] ~ N(0,1),
this assumption requires the joint distributions of {¢} : v € V'},>; to be independent across periods
t. Independence across time periods is a classic assumption in the dynamic (stochastic) optimiza-
tion setting (Bertsekas, 1995), and serves to simplify the technical development in our paper. 3)
The third condition guarantees sufficient randomness in the single-node reward function at each
period. For example, considering the same reward functions, we require {¢} : v € V'} to satisfy
that foreach v € V, ¢t € [T] and by < by, P(€¥ € [by,b2) | € : u # v) < g(ba — by). Note that this
requirement allows reward functions at a given period to have arbitrary dependence across nodes.
4) The last condition requires that interactions are not too strong compared to the randomness in
node rewards. This condition (along with the sufficient randomness condition) is crucial for the
correlation decay property to emerge. In situations where there are long-range correlations, de-
centralized algorithms are in general not near-optimal (Weber, 2010; Gamarnik, 2014). Previous
work (Gamarnik, Goldberg, and Weber, 2014) studies a static version of our model and assumes the
magnitude of interactions is bounded by cegge = O(d%). Our assumption that dcegge +2¢ime = O(é)
matches their requirement in the static case. That is, we do not require a stronger assumption on
the magnitude of interactions to accommodate the dynamic setting. Admittedly, this requirement
becomes more stringent as graph degree d increases. However, dependence on d is unavoidable: In
Section 2.10, we explicitly construct (static) decision networks with ceqee = O(1/d) which exhibit

long-range correlations and show that local algorithms can perform poorly on such networks.

2.3.1 Main theorem

Definition 2.3.1. An algorithm for the dynamic decision network (G, ®,T, A, xo) is said to be
an L-local algorithm if: for the decision of any node v at time t the followings hold 1) The de-

cision only relies on the local information up to its L-radius neighborhood in the graph G, i.e.,
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x] € a(xf_(qf’L), <I>tB (”’L)); 2) The decision only relies on L-period-lookahead simulations of future

v,L)

reward functions in this neighborhood, i.e., {@f( t+1<7<t+ L}

Definition 2.3.2. Consider a dynamic decision network (G, ®, T, A, xo). An algorithm Alg is an
e(-additive)-approximation algorithm if R* — R(Alg) < |V|Te, where R* is the global optimal
payoff, and R(Alg) is the payoff collected by Alg.

Note that there is a |V/|T factor in the loss permitted because the total reward scales up linearly
with the number of nodes |V| times the time horizon 7; in other words, we permit an average
per-node-per-period loss of up to e.

We next introduce a model parameter C', which is the largest possible change in total rewards
when one node changes its decision at one time. For any a,a’ € A, changing from z} = a to
xy = a’ can cause at most 2 - Cyoqe difference in the node reward, d - 2c.qe difference in the edge

rewards, and 2 - 2¢y,e difference in the temporal rewards. Hence, we define the constant
C = 26’node + 2dcedge + 4Ciime- (2.3)

Theorem 2.3.1. Consider a dynamic decision network (G, ®,T, A, xy) where underlying graph
G has degree d > 2. Suppose the reward functions ® satisfy Assumption 2.3.1. Then, given any
€>0, forL & |log, %J we can construct an L-local algorithm for the dynamic decision network

problem that is an e-approximation algorithm.

The main contribution of 2.3.1 is theoretical, which establishes the global near-optimality
property of the class of decentralized algorithms in the network dynamic optimization setting un-
der Assumption 2.3.1. The constructed L-local algorithm (presented in 1) is a simple and intuitive
illustration of how one may use 2.3.1 to develop efficient decentralized algorithms: the computa-
tional requirement of 1 is O(|V|TeP*¥(2)), where the dependence on model parameters d, g, C' and
|A| is suppressed in the O(-) notation.

The proof of 2.3.1 and the details on the computational requirement of an L-local algorithm

are presented in Section 2.4 and 2.5, respectively.
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2.3.2 Local Algorithm

In this section, we present our local algorithm. Given ¢ € [T, the global decision problem is

Hﬁ«x Je(zy w1, &) + Viy). (2.4)

The algorithm, outlined in Algorithm 1, determines the decision of each node by solving a
decentralized version of (2.4). For each node v, the local algorithm utilizes all available reward
information from its local neighborhood B(v, L) and fixes the decision of each boundary node

u € B(v, L)\ B(v,L — 1) as a default decision 0. We define

B(v,L B(v,L B(v,L)\ . w/ o u u u ' f ow
i CriT v i) IS N S € RC A CRi s ) R SN S C I I )

u€B(v,L) uu'€B(v,L)

as the single-period payoff on B(v, L) and

B(v,L)y . B(v,L), B(v,L B(v,L B(v,L
VA ) = B [max £l @l5a7 0 6000 1 VT @)
L@y

with terminal condition anin{t iy T}(') = 0 as the expected value-to-go function up to L-step
look-ahead on B(v,L). In addition, we denote by V,""(z" (U’L)) the sample average estimate
of V£(zP“")) by simulating independent samples of (IDES’L), oplh L @ﬁfg(?t 1) Inthe
remainder of the paper, for simplicity of notation, we omit to make the dependency on v and

B(v, L) explicit when the focal node v for the decentralized algorithm is clear from the context.
We illustrate the algorithm output Alg; at time step ¢ for a given focal node v € V with L =1
on the underlying line graph GG in Figure 2.2, where the black circles, red lines, and blue lines
denote the individual node reward functions, spatial interaction functions, and temporal interaction

functions, respectively. The reward functions, either their realizations or simulations, are marked

by solid lines when solving Equation (2.7).
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Algorithm 1 Obtain a near-optimal solution to the decision problem (2.4) at time ?.

Input: decision network (G, ®, T, A, Alg, ), realized reward function ¢,, precision level e.
Output: a near-optimal solution Alg, for the problem in (2.4).

1: set the locality parameter L = |log, 4 | and sample size n = O((2)?'829)

2: forallv e V do

3:  restrict to subgraph B(v, L)

4 letw,_, = Alg, ; and y, € AP™L) be an optimal solution to the following problem

—~L.n >
v . - Lo Ln
Vi1 (Ti-1; O1) xzeri\l%gi) Ji (@ weey, @) + Vi () 2.7)

s.t. xy =0, ifdist(v,u) =1L

where V" (-) is an estimate of V;(-) defined recursively in funetion V2" (-) for t < 1 <
t+L

set Algy = y;

6: end for

W

. function ‘A/TL’"(xT) > Input: L, n, v, 7.
if 7 = min{t + L, T} then

set VEn(z,) = 0 for any z, € AB®:L)
else

sample {ng(T‘il}se[n] independently from @,

-~ —~ L.n s
for any z, € APD), compute VA" (z,) =1 3" RV (2; ¢"*) ) where the summand

—~Ln s . . . .

RV (z.; ¢S’-i)-1) is defined as in Equation (2.7) with t = 7 + 1.
7:  end if
8: end function

SANE A i e

2.4 Proof Outline of Theorem 2.3.1

In this section, we outline the steps to establish the e-approximation result in Theorem 2.3.1.
We show that with high probability, Algorithm 1 outputs the globally optimal decision at a given
focal node. Our analysis proceeds in two steps. The main technical contribution is the first step,
where we construct a sequence of local dynamic optimization problems with increasing local ra-
dius. We use the term locality loss to refer to the probability of making a suboptimal decision at
the focal node due to fixing the decision boundary of its L-local neighborhood suboptimally, e.g.,
to a default decision 0. This is the loss which is the unavoidable consequence of local decision-

making. We present our argument bounding the locality loss in Section 2.4.1. The second step is to
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Figure 2.2: Illustration of Algorithm 1
bound the probability, termed the sampling loss, of making a suboptimal decision at the focal node
as a result of using approximate (local) value-to-go functions estimated from sample averages.
The second step relies on standard techniques such as Hoeffding’s inequality, which we present in

Section 2.4.2.

2.4.1 Bounding the Locality Loss

In this subsection, we bound the loss that is unavoidable from local decision-making, even if
one is able to perfectly estimate the local value-to-go functions. We define a sequence of decen-
tralized policies {7(H)}y>r, indexed by the locality parameter H. Note that a policy defines a
mapping from available information so far to decision vectors. We use 7} (H) to denote the deci-
sion of node v at time ¢ under policy 7(H ), and collectively, we use 7,(H ) to denote the decision
vector at time ¢.

When solving for the decision at a focal node v € V and time ¢ € [T, the policy 7 (H) focuses
on the subgraph B(v, H) C G. It assumes nodes outside of B(v, H) take a default decision 0 at all
times. Along the temporal dimension, the policy 7(H ) computes V7 (-), an estimate of the (local)
value-to-go function, via an H -step look-ahead with the terminal condition me(T o H)( x) = 0 for
all decision vectors x € AP®H) Formally, for a given focal node v at time ¢, 7(H) solves the
following:

RV (m_1(H);¢) = max  fH(zym(H), ¢0) + Vi (2)
2t €AB,H) (2.8)

s.t. xp =0 ifdist(v,u) = H.
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where the H-step look-ahead value-to-go V;* (z;; ¢;) in the objective is defined recursively via

VA2, 0,) = E RVI(2,;®,4,)], (2.9)

[N

fort <7 <min{t+ H,T}.
Recall that C' := 2C}04e + 2dCedge 1 4Ciime and {z} }tem denotes the global optimal decision. In
this subsection, the probability space is over the joint reward distributions ® = (&4, --- , $7). We

write [P as a shorthand for Pg.

Proposition 2.4.1. Given any € > 0, with L = [log, %], we have for any v € V and t € [T],

P(my (L) # (x7)") < €/(20).

Proposition 2.4.1 establishes that the probability of policy 7 (L) making a suboptimal decision
at the focal node v is exponentially small in the locality parameter L. This is a strong statement
that upper bounds the marginal probability of different decisions at time ¢ at node v, under the
L-local policy and the global optimal policy, without assuming the decisions at previous time steps
are equal. In the remaining subsection, we present two important lemmas that prove Proposition
2.4.1. We consider a fixed t € [T, a fixed focal node v € V, and a fixed value H and then compare
the focal node decisions at time ¢ obtained under two local policies 7(H ) and 7 (H + 1) (recall that
under policy 7(H ) (resp. w(H + 1)), the locality parameter is fixed to H (resp. H + 1) throughout,
1.e., from ¢ = 0 onwards.). Formally, we compare the solutions of the optimization problems in
(2.8) when setting the locality parameter as H and H + 1. Fort < 7 < ¢+ H, we let w, denote the
optimal solution of (2.8) at time 7 when the locality parameter is /{; and similarly, we let 2, denote
the optimal solution of (2.8) at time 7 when the locality parameter is H 4 1. Moreover, we use w;_1
and z;_; as shorthand notations for the decision vectors m;_1(H) and 7,1 (H + 1), respectively.
For convenience, we extend the definition of z* (resp. w) to the entire network by setting z* = 0
foru € V\ B(v, H+1) (resp. w® = 0 foru € V'\ B(v, H)), and this does not change our original

optimization problem in Equation (2.8). Note that when 7 > ¢, {w; }111<r<t+m and {z; b1 <r<trm
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are the optimal “tentative” decisions from time ¢ + 1 to time ¢ + H under w(H) and w(H + 1).
That is, at time ¢, w(H) (resp. w(H + 1)) only executes w; (resp. z;) and discards the other decision
vectors {w; }iy1<r<irm (tesp. {z; bir1<r<t+m). Moreover, fort + 1 < 7 < ¢t + H, note that z, and
w, are random vectors which are measurable with respect to realized random rewards up to time ¢,

i.e., o(Pp). Recall that p := 4g(dceage + 2¢ime) and I'(v) denotes the neighbors of v.

Lemma 2.4.1. Fortimet <7 <t+ H,andu €V,
P(wy # 2wl ™ = 2I) < (P(w_; # 22 ) + P(wriy # 2741))p-

We first look at a special case to get some intuitive understanding of the above lemma: if both
Plw?_, # z¢_ ;) and P(w?,, # 2z, ,) are equal to zero, then Lemma 2.4.1 implies P(w? #
20 wr™ = XY = 0. This reflects the fact that given an ST node (7, u) in the ST graph
constructed from G, if all immediate neighbors (i.e., spatial neighbors I'(u), temporal neighbors
(1 — 1,u) and (7 + 1,u)) take the same decisions under w(H) and 7(H + 1), then by principle
of optimality, ST node (7, u) take the same optimal decision under the above two policies. The
lemma constitutes the key element of our analysis where we overcome the challenge of analyzing
dynamics with uncertainty about the future. Note that w,,; and z,,, are as yet unrealized when
w, and z, are determined. Instead of bounding the probability of the focal node taking a subop-
timal decision when k-hop neighbors (2 < k£ < H) in the (static) spatial graph take suboptimal
decisions, we bound this probability in the ST graph since the interactions among nodes in the ST
graph are easier to track. In the ST graph, a node makes a suboptimal decision only if a spatial
or temporal neighbor is fixed suboptimally. The rigorous proof of Lemma 2.4.1 is more involved.

It argues that the event (w® # 2%, wy w _ r (”))

happens only if the value difference of single-
node reward function due to taking different actions, i.e., % (w!) — ®(2*) falls in a small interval
whose length is proportional to cime(I{w?_; # 2¥_,} + Eo,., [[{w?,, # 2¥,,}]). By the third
condition in Assumption 1, the probability of the event (w® # z*, w:™ = zF™)) is bounded above

by quantity proportional to g - cime(I{w?_; # 2 |} + Eo, ., [I{w?,, # 2%, ,}]), which further
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leads to the inequality in Lemma 2.4.1. We present the details in the Section 2.8.1.

After obtaining Lemma 2.4.1, we use induction on the ST graph distance to node (v, t) to upper
bound the probability of making different node decisions under 7(H) and w(H + 1). We illustrate
our proof ideas in Figure 2.3 and defer the proof of Lemma 2.4.2 to Section 2.8.2. In Figure 2.3:
suppose we have proved Equation (2.11) for ST nodes (g, ¢') with dist*((v, ), (¢,t’)) > 3 (drawn
as circles) and in the induction step, consider each ST node (u, 7) with dist"((v, ), (u, 7)) < 2
(drawn as diamonds). By induction hypothesis, each of the < d + 2 ST neighbors of (u,7) has
probability < ¢7173) = £3p taking different solutions under 7(H) and 7(H + 1). By Lemma
24.1, P(z* # w¥) = P(ZE(H) + wE(u))P(zﬂ £ wi|E™ £ wf(u)) + IP’(zTF(u) = wr"P(zv £
wzr™ = wb ™) < d-p P2t £ w|zr ™ £ wr™) + 1 (E3p + E3p) - p < &p, where the last
inequality holds since P(z* # w!|zf™ # w:™) < p (proved in Claim 1 in Section 2.8.2).

For ease of notation, we define another model parameter that is less than or equal to 1/2 by

Assumption 2.3.1
€= (d+2)p. (2.10)

Lemma 2.4.2. Fort <7 <t+ H andu € B(v, H), we have

]Pq)(wg 7& 21;) < §H+1—dist5t((v,t),(u,T))p' (2.11)

2 1 (0 spatial distance to v

> (v,1)

» L S S < §
t+3 ) ) & &)

Figure 2.3: Pictorial example of the induction argument of Lemma 2.4.2

Proof of Proposition 2.4.1. We first use Lemma 2.4.2 for (u, 7) = (v, t) and obtain

P(ry (H) # mf(H + 1)) < £"*p.
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Then, observe that when the locality parameter / = +o00, we obtain the optimal node decision
(«})*. Finally, we use a union bound over all locality parameters H which is greater than or equal

to L.

P(m} (L) # mf(+00)) < Y P(m(H) #m{(H+1)) < ) " p<26Mp < ¢/(20)

H>L H>L

since { < 1/2 by Assumption 2.3.1, L = |log, 2] and p < 1.

2.4.2 Bounding the Sampling Loss

In this section, we aim to bound the loss in the total rewards due to approximating the expected
(local) value-to-go function using sample averages. The main result of this subsection is given in
Proposition 2.4.2, which states that Algorithm 1 obtains the same solution as the local policy 7 (L)

with high probability.

Proposition 2.4.2. Under the conditions in the Theorem 2.3.1, given any ¢ > 0, there exists a
function N = N(e,d, g,C) = O((2£)2°824¢2C") < oo such that if sample size n > N, then for
anyv eV, t >0,

Py (L) # Alg/) < €/(20).

Similar to the idea used in the proof of Lemma 2.4.1, the event 7j(L) # Alg; happens
only if the difference in the value of the single-node reward function under different actions (i.e.,
Y (m?(L))—PY(Algy)) falls in a small interval whose length is proportional to max . 45.z) (V;*(z)—
VA" () + max, gz (V2" (@) — ViE(x)). We derive a recursive bound for the latter quantity in
terms of value-to-go functions in the next period; in particular, we show that Eg [max, . 45.2) (V;F(z)—
VEM (@) + Eo[max, c 4500 (V2" (2)) — ViE ()] is bounded above by B [max,c 4a0.0) (Vi (x) —
IZif(x))] + Eo[max,c 45.0) (‘Zﬁf (z)) — V%, (2)] plus a small error. Since the terminal condi-
tion of the sample averages and expected (local) value-to-go functions are known, i.e., we have
Vihn(x) = ik (x) = 0 forany € AP®), we are able to bound both Ee[max, ¢ 450z (V% () —

IZL"(Q:))] and Eq [maxacEAB(v,L)(\ZL’"(x)) — VI (x)]. The proof of Proposition 2.4.2 is in Sec-
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tion 2.8.3.

2.4.3 Bounding the total loss

We now show Algorithm 1 achieves the global near-optimal reward by establishing Theo-
rem 2.3.1.
Proof of Theorem 2.3.1. As a result of Proposition 2.4.1 and Proposition 2.4.2, we have that

forallv € V,and t € [T],

P(Algy # (x;)") < P(m/(L) # (7)) + P(Algy # m (L)) < €/C.

Recall the definition of C' in Equation (2.3). Since the largest possible change in total rewards

when switching from one node action to another is upper bounded by C,

RALG) R < Y B(Alg # (2))C
veVte[T]

<e-|V|T.

2.5 Computation Efficiency

In this section, we investigate the computation requirement of Algorithm 1. In terms of sam-
pling, Algorithm 1 needs to simulate n = O((2)?!°#2¢) samples from each of the reward functions
{ P11, Piyo, -+, Pryr}. We illustrate these sample paths in Figure 2.4. Each node in this tree is
a random vector consisting of reward functions in B(v, L). The following proposition shows the

computation requirement of Algorithm 1 for deciding the action of node v at each time step .

Proposition 2.5.1. The computational requirement of Algorithm 1 is O(|V‘T3P01Y(%))’ where the

model parameters d, g, C' and | A| are constants in the O(-) notation.

Algorithm 1 is decentralized and can compute decisions of each node v € V(G) at time ¢

in parallel. The overall computation scales linearly with the number of nodes in the graph G
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1) e ¢(1)
) — P t+L

ALl

Figure 2.4: Illustration of approximating for value-to-go estimation via sample averages.

and the length of horizon 7. Without assuming any problem-specific structure, we can solve the
local optimization problem presented in the (2.7) by enumerating over node actions, which takes
O(L|AJ?#"n) = O(eP*¥(2)) computation. We present the proof details in Section 2.9.

In terms of practical implementation, we note that under our framework, one may tailor the
solution method for the L-local problem based on problem-specific structure to reduce the com-
putational requirement. In Section 2.6, we provide an example where we combine mixed integer
programming and decentralized computing for solving a discrete optimization problem on a large
network. Another example is related to deep reinforcement learning problems, where the optimal
decisions can often be trained through a deep neural network with the input as states and the out-
put as actions. However, when the state/action space is large, training a densely connected neural
net requires a huge number of parameters and runs the risk of overfitting. When Assumption 1
is satisfied, Theorem 2.3.1 suggests, e.g., the use of convolutional layers instead of densely con-
nected layers to reduce the number of training parameters, while preserving the ability of the neural

network to express a near optimal solution.

2.6 Numerical Experiments

To test the presence (or absence) of correlation decay and the consequent success (or failure)
of local algorithms while varying interaction strength, we conducted a numerical experiment. We

summarize the simulation environment and main findings first and defer the details to Section 2.11.
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Since our paper focuses on developing a theoretical understanding of where local algorithms can
(provably) perform well, this section serves to empirically confirm our main insight, and does
not attempt to develop new algorithms. Hence, the exact method through which one solves the
local optimization problem is not of relevance, and in this section, we opt for solving optimization
problems via Mixed Integer Program (MIP) based on our problem structure.

In this experiment, we first generate multiple dynamic decision networks, parameterized by the
same interaction strength ¢ in both the temporal and spatial dimensions. These decision networks
share all other components (e.g., a random 3-regular graph as the underlying graph, binary action
set A = {0, 1}, uniform distribution on [—1, 1] as the single node reward distribution when taking
action 1) so that the differences in performance can be solely attributed to the interaction strength
c. For each decision network, multiple instances are generated by sampling the first-period node
rewards (allowing us to bootstrap confidence intervals for the performance). Then, for each in-
stance, we compute several solutions: one being the solution to the global optimization problem,
and the others obtained by our local algorithms with different choices of the locality parameter.
We formulate each global or local network optimization problem as a MIP and solve it through
Gurobi (Gurobi Optimization, LLC, 2022). Lastly, for each solution, we compute its relative pay-
off, which is the ratio between the total payoff under the local solution to that under the global
optimal solution.

We summarize the results in Figure 2.5, with one plot showing simply the relative payoffs (the
higher, the better) and the other showing the relative payoff gaps (1 — relative payoff) in log scale
(the lower, the better). The experiment controls the sampling loss and thus, the loss in total reward
is solely due to the locality loss. The vertical line on each data point represents its 95% confi-
dence interval. The global optimal solutions correspond to the local solutions when the locality
parameter equals 12, which is the diameter of the underlying graph. Our experimental results cor-
roborate our theoretical finding in Theorem 2.3.1; when the interaction strength is small (or even
medium-sized), the error in payoffs is seen to decay exponentially in the locality parameter. This

is especially prominent in the second plot in Figure 2.5. We also observe that as the interaction
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Figure 2.5: Payoffs from solutions under local algorithms and the global optimal solution.

strength gets larger, the optimality gap of the local algorithms increases: for a fixed locality pa-
rameter, the larger the interaction strength is, the smaller the relative payoff is. In addition, we
observe that when the interaction strength is large ¢ > 0.4, the optimality gap ceases to improve
(and remains non-trivial) for locality parameter values larger than 4. This suggests that in the setup
of our experiment, long-range correlations arise for interaction strength satisfies ¢ > 0.4, hurting

the performance of local decision-making.

2.7 Concluding Remarks

We introduced a benchmark model of the dynamic optimization problem in networks where
the global payoff includes spatial interactions and temporal interactions as well as individual node
rewards. At each time step, a decision vector has to be chosen for all parts of the network under
stochastic uncertainty about future reward functions. We establish that under small to moderate in-
teraction strengths, decentralized algorithms — which make dynamic decisions only using informa-
tion about the nearby part of the network — achieve global near-optimality. This theoretical insight
is of importance for network applications, where decentralized algorithms can provide significant

computational benefits, and moreover, do so (as we show) without sacrificing performance.
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2.8 Proof details in Section 2.4

In this section, we present the details omitted in the proof outline.

2.8.1 Proof of Lemma 2.4.1.

For any node u with dist(v,u) > H + 1, we have defined z = w? = 0. Thus, we consider

node u such that dist(v, u) < H + 1. Define the local version of f,(-) function concerning node u,

el @) = Oy (ary,at) + Dp(at) + Y eR(at,al).
q€T'(u)

Let 2z~ (resp., w, *) denote the actions at all nodes other than u under the vector z; (resp., w,).
Since z" is the optimal solution at time 7 when restricting to the subgraph B(v, H 4+ 1) and using
H + 1-step look-ahead, taking 2z at node u at time 7 outputs the maximum (local) value-to-go on
the subgraph,

fH—H(ZwZ; s 21, @7 )+VH+1(

T

7" 7' )>fH+1( 7'727'_ 727 1aq) )+VH+1( T)Z;u)-

After rearranging the terms in the above inequality,

fu( W3 ’T 7Z7’ L ) fu( 27y 7- 721;—17<I) )<VH+1( Z_) VH+1(w Z_u)' (2'12)

“ry %y T T

Similarly, by optimality of w! when restricting to the subgraph B(v, H) and using H-step look-
ahead,
fH(wu wr_u; Wr—1, CDT) + VTH(wgv w;u) = ff(zng;u; Wr—1, (I)T) + V;—H(Z;—Av wT_u)

T

Hence, we define the following positive random variable which is effectively the optimality gap
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between switching from action w® to z* under policy 7(H ),

AL = [f (W wr s we, @) + VI (wr, wi)] = [f (2w we, @) + VI (2, wi)]

T T T

= [fr(wdwl ™ wl_y r) — fr(zt wl s wi @] 4 [V (wd, wrt) = V(2 w)]

T—

Let A, denote the event such that w? # z* and wr® = L@, Then,

AVT{A} = (£ wF® ) ®,) — Fo(a wf W ®.) 4+ VI (w wr) — VI (22 07) T{A,}
(f“( wity 2T 20 B) — fr( W B
+ 07 (wig,wy) = @y L(er g w)) — 7 (w)y, 2y) + 7y (27, 2))
SVt ) — V(D wm) 1{4.)
< deaml{321 7wt} 4 (S0, 200 = 10,520

Vw0, w7 - VAL, w?“))MAT}-
Then, by (2.12), we further have

ATH{A} <dcimel{z7_y # w41+
(VH—f—l( . ) VH—H(,w (213)

Zry %

) V(w0 ) = VI w0 ) T{AL)
(h)

T %1

Next, we expand out the expressions for the (local) value-to-go functions VTH , VTH Lin ().
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Define the following functions over decision vectors at time 7 + 1:

gT(:L‘) = gT(ﬂ (I)T—f—l) = ff+1($; FA q)T-i-l) + ‘/;[-{-Tl(x)7
he(z) = he(2; @7 41)) = ff(x;wng;uv Dry1) + ‘/;{If—l(x)7

0r () = 0-(2; Pri1)) = ¢37T+1(w3’a’:u) - qﬁ,r-&-l(zgv z").

where we omit their dependency on @, ; to simplify the notations. Then, we have

RVf—H (Z;L? Zr_u; (I)T"'l) - xeArg(%§1+l) gT(x)’
RV w25 @rpn) = max | gr(2) +0r(a)

and

RV (wr w7 @) =, i 1)

RV (2 w " &, ) = he(z) — 6,(2).
T(ZT7wT ) +1) welf{lgng) (I‘) (ZE’)

We again similarly omit the dependency on ®,; to simplify the notations and note that z,,; is an

optimal solution for max, 45 u+1) g-(x) and w,; is an optimal solution for max, ¢ 4sw,m h.(z).
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Hence,

()= B [RVEF (=2, 20%) — RV (w, 2%) + RV (wt, ) — RV (2w, )T A, )

o 0 Zr
< <I>]E1 (97 (2r11) = (9r(2r41) + 07 (2711)) + hr(Wrg1) — (hr(wrgr) — 60 (wrp))] I{ AL}

= E Wr(urn) = 0, (er ) 1A

= <I>IE1 (DY (Wi, wi ) = ®F (2 wiyy) = Oy (w20 ) + @F (2, 200 | T{AL)
< deime B [H{wry, 7 2r AL

where the last inequality is since when 2, | = w,, the four terms on the RHS cancel out. Hence,

ATH{A:} < dcime ({27 # wi ) + @E [{wy g # 27 HI{AD).

T+1

Finally, we have

Pa(u # 2wl = 210) < PO < AM{A} < deume(21 £ 01} + B [l # 22,)
=P(wy_y # 2/ )P0 < AT{A;} < deime(1 + P(wiy # 27 wi g # 27 ))|[weey # 201)
+ Pwr g =27 )P0 < ATI{A;} < deimeP(w?yy # 27 |wiy = 27 ) [we—y = 201)
SP(wroy # 2721) - 9 dcime (1 + P(wiyy # 274 [wisy # 270))
+P(wr_y = 27) - g dcime(P(wryy # 274 |wiy = 27 4))
= dgcime(P(wy_y # 27_1) + P(wryy # 2744))

< (Plwyy # 274) + P(U’ZH e Zg+1))ﬁ

where the second last inequality is based on the following observation: conditional on previous
decisions, previous reward functions, current interactions and node reward functions at other nodes

except u, AYI{A.} € [0, s] for any s > 0 if and only if ¥ (w) — ®(2¥) is within some length s
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interval. Moreover, the probability of the above event is upper bounded by g multiplied by s due

to the third condition in Assumption 2.3.1: forany a # a’ € A, by < by,
P(®}(a) — @Y(a’) € [br,ba) | DT { @7} uz0) < g(b2 — by).-

2.8.2 Proof of Lemma 2.4.2

We define a new distance metric which is more suitable for the dynamic optimization problem
we are interested in. Denote node v € V at time ¢ € [T] as the pair (v, t), which we henceforth

call a ST node. Define the ST distance between two ST nodes (v, ¢1) and (vq, t2) as
diStSt((Ul, t1)7 (Ug, t2)) = diSt(Ul, UQ) + |t1 - tg‘.

In particular, if t; = t,, then dist™((vy, 1), (va, t2)) = dist(vy, v2). We also define another parame-
ter:

€= (d+2)p. (2.14)

Note that ¢ < 1 under our assumption that p = 4g(dcedge + 2Ciime) < 2(++2)' Recall that T'(u)
denotes the set of neighbors of v in G.

Before proving Lemma 2.4.2, we present the following claim.
Claim 1. Under the same setting as in Lemma 2.4.2, fort <7 <t+ H andu € B(v, H + 1), we
have

Po(wy # 2wy ™, 221) < p.

» T

Proof of Claim 1. Let E, denote the event w® # 2% given w-"), 2£™). Then, we define the fol-
lowing positive random variable as in the proof of Lemma 2.4.1 which is effectively the optimality

gap between switching from action w to z* under policy 7 (H),
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AM{E,} = [ (wl s w,m, @) + VI (wd wr )] = [ (2 w5 s o, @7) + VY (2 w7 )]

< (I):(U};L_L) — (I):(Zg) +d- 2Cedge +2- 20timev

where the last inequality is because changing node action at v at time 7 affects at most d spatial
edges and 2 temporal edges.

Since A'I{ E,} > 0, we have the following bound under .,

P (wt) — BU() > —(d - 2cage +2 - 2ume).

Moreover, since z" is optimal under 7(H + 1),

T TYST T)7T TY™T

0< [fﬁ+1(zu,z;u;27—17q)7—) + V;H-H(Zu z—u)} _ [ff-i—l(wu Z_U;ZT—1,(I>T) +VTH+1(’UJU Z—u)]

S q):f(Z}rL) - @g(w:) + d- 2cedge +2- 2Ctime;

which leads to

@Z(w’;) - (I)g(zg) < (d ’ 2Cedge +2- 2ctime)-

Combining these two bounds above, we have

P(wy # 27wy, 27) < P(—(2dcagge + 4eime) < O (w)) — @ (27) <

(2dcCedge + 4cﬁme)\w£(“) zF(“))

» T

< g - 2(2dcedge + 4Ctime) = p.

Q.ED.
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Proof of Lemma 2.4.2. We prove the lemma by induction on the ST distance. By Claim 1 above,

for0 <7< Handu € B(v,H + 1),

This serves as the base case for proof of Lemma 2.4.2: when (u, 7) satisfies dist"((v, t), (u, 7)) >
H + 1, Lemma 2.4.2 holds. Suppose that for all ' > k for some 0 < k < H, we have that if a
node (u, 7) satisfies dist™((v,t), (u, 7)) < K/, then Py (w? # 2%) < ¢HHIF .

For the inductive step, we consider nodes (u, 7) with dist"((v, ), (u,7)) < kfor0 < k < H.

For the following, to simply the notations, we write Pg as P.

P £ ) = Plwt £ 22, ') £ 270 L Pu £ 22, k) = 2T0))
= P(wy # 22 [ wi™ # 2L Pwl™ # L) 4+ Plwd # 22wl = 21
< p(d-€"7Fp) + P(wl # 2w = 21 W)
< p(d- €77 p) + P(wi_y # 2t y)p+ Plwiyy # 2240)p
< p(d- " Fp) +2(6" *p)p
= (dp+2p)"*p

< £H+1fkp

where the first inequality is by induction hypothesis since the spatial neighbors of u have ST
distance to (v,t) at most k& + 1 as well as Claim 1; the second inequality is by Lemma 2.4.1;
the third inequality is again by the induction hypothesis. Hence we complete the induction step.

Q.E.D.
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2.8.3 Proof of Proposition 2.4.2.

Suppose Alg; # 77 (L). By optimality,

o7 (m (L)) — ¢} (Alg)) + A" = max (ff (@) + Vi (@) = max (ff(z) + Vi (2)) > 0.
x (v"m:w}f:ﬂ}’([/) 2Dy =Alg?

Similarly,

Gi(AIg) = gy(m (L) + A7 = max (@) + VPN @) = max (@) + V@) 2 0.
ePOD) gy Algy ePO D) gy —nv(L)

Therefore,

—A7 < ¢y (m (L)) — o (Alg)) < A"

By the third condition in the Assumption 2.3.1, we have that

P(Alg(L) £ 7(L)) < P (—A;" < &}(x!(L)) — D}(Alg)) < A~

S gIE [A—v,n 4 At—v] ]
By definitions of A; ¥ and A™"" above, we have

AN A VL max (‘/;L(Lf) - ‘ZLn(xt)> +  max (‘ZLn(It) - Vf(xt))

wf(v’m:wf:ﬂf (L) mf@’l‘):a}f:Alg%’

Therefore, it suffices to show that

E
2B 49C

max (V*(z) - Vf’"m))] < and E
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By definition, given any z,,; € AB®L), ‘Zﬁz(xpr 1) =V (1) = 0. Hence,
Elmax ey (V] (2e4n) = Vi (2i00))] = 0.

Next, for ¢ < 7 < ¢t + L — 1, we derive a recursive relation between [E|max xT(IA/TL’"(xT) —

VE(e,)] and Blmax 2,1 (V5 (2,41) — Vi, (2,41))]. Given any @, € ABC-L)

n

=~ 1
Vi) = Vi) = Zmax f-rL+1(IT+1 L7y ¢7’+1) + V+1(“ET+1)) - ]E[glii((fra—l(xrﬂi, Tr, @ri1) +V, +1(17r+1))]

Tyl

n

1 n N 1
== Z max (£l (wri15 20, 680) + Vil (@n)) — = Zmax (Frr(@ran; 2, 600 + VA (2740))

Tri1 Tr41

n

1 s
S ma(fh 15, 60) + Vi (0r10)) = BIax(Fhyy (11377, @) + Vi (0r1))
s=1

Tri1

n

1 s
< max(VE (0r0) = Vi (me) + = D max(f (e ar, 000) + Vi (@r0)

Tyl

- E[Ipii{(fipl (IT+1; Zr, (I)T+l) + K—ﬁl(IT+l))]

We now bound the expectation of latter two terms on the right-hand side of the above inequality.

Let Y = max,  (f5(zr11; 27, ¢5+1) + VL (2,41)). Then, {Y ¥}, <, are independent

random variables with expectation 1 = E[max,, ., (f%(2r41; 20, ®r1) + VA (2,41))]. Note

that
1 n
§ y® §jY<S <Z ’E y® ‘
= np) < ~ R 2 n
Let m denote the number of nodes in B(v,L). m =1+ d + --- + d* < “—. Since md/2 is

the maximum number of edges in B(v, L) by the handshaking lemma, we have that

- _d -
Y(S) = RV7L_($T, ¢7-+1(3)) > _menode - Lm§cedge — Lmciime = 1b7

where this lower bound is achieved when all nodes receive the worst possible individual reward

—Chode, all temporal interactions are —cime, and all edge interactions are —ceqee. Similarly, we ob-
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tain the upper bound when all nodes receive the best possible individual reward Cyoqe, all temporal

interactions are cime and all edge interactions are Ceqge,

- _d .
Y(s) = RV£<I7—7 ¢T+1 (S)) < LmChoge + Lm§cedge + Lmcime =: ub.

Since Ib < Y ) < ub,
1INy 1 )
—E‘ZY —n,u‘:— P(‘ZY —np’Zt)dt
n s=1 n t20 s=1

2 2
S _ e n(ub—1Ib)2 dt
n Ji>o0

= 7( —1b) /xzo e’éd:c

e
"2y

(ub — Ib)

where the first equality is by the property of expectation of non-negative random variables, the

first inequality is by Hoeffding’s inequality, the second equality is by change of variables (i.e., we

22
define a new variable x : = Jnab o) b i) ), and the last equality is since | s0€ Zdr = @

Taking expectation of max, (VTL”(IT) — VI(x,)), we have

Bnex(747(a7) ~ V)] < Elpas(Vh () = Vi e+ 3o
< Elps(Vhs () = Vs es)] + 3 2L

Tr+1

—1b)
(2.15)

where the last inequality is due to C' := 2C4c + 2dCedge + 4Ciime > 2Chode + dCedge + 2Ciime-

Applying Equation (2.15) L times fort <7 <t¢+ L — 1, we have

R,
Elmax(V 2) = Vi (@)) < 5 2 L2WC < 175

Tt

forn > N(e,d,g,C) = w Under the condition in the Theorem 2.3.1, let L = |log, %J
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Then,

8rg?Ct . AC , AC g 4 d
N(e,d,g,0) = = G—(logy ~ ) (PPt = 216
4 .

= O((?C>210g2 dg204)

where O(+) notation omits logarithmic factors. Similarly, for such n > N (e, d, g, C'), we have

- NoZ .
E[max(Vi"(w,) = V" (2:))] < mﬁmc < e

Altogether, we have

n € €
E Tigl(j%) (Vt (@) = Vi (xt)>] < 150 and E | max (Vt (@) =V, (%))] < 150
as desired.

2.9 Bound on the computational requirement.

To establish Proposition 2.5.1, we prove the following lemma on computation requirement for
any L-local (L > 1) algorithm. Then, the computation needed in Proposition 2.5.1 is by letting

L = |log, %] and n = N(e,d, g, C) defined in Equation (2.16).

Lemma 2.9.1. The computation requirement for Alg; forv € V and t € [T| under Algorithm 1
is LK?n where n is the sample size and K = ].A\dL is an upper bound on the number of decision

vectors to enumerate over for the optimization problem in (2.7).

Proof of Lemma 2.9.1. We show this by induction. Let a, denote the amount of computation
needed to compute V- (-). Since \A/tiZ() =0, a4, = 0. Suppose now we obtain V- (-) function
with computational effort a... Given a decision vector x._; and a realization ¢, the optimal =, can
be solved by enumerating all possible decision vectors (the number of nodes in B(v, L) without

L_Ol d* < d%), whose cardinality is at most K. Under the assumption that {®, },

constraints are » .
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are independent, we can use the same estimation for V%" (.) for different realizations of ®,_;.
This implies:

a,_1=K-n-K+a,,

where the first K is the number of possible decision vectors z,_1, n is the number of samples,
and the second K is the computation needed for enumeration. Hence, we have a;, = LK?n =
LIA]?*n.

Proof of Proposition 2.5.1 Let L = [log, %© |. Then, we have

L 4C\logo d
‘A’Qd < e21n|A|~(?) 82 _

Moreover, we let the sample size n = N(e,d,g,C) = O((4)?!629¢2C*) defined in Equa-
tion (2.16). With d, g, C and |A| as constants, by Lemma 2.9.1, the computation needed for

Algorithm 1 is upper bounded by

ogad , 1
LIAP 5 = O(e2 A S gzd(z)QlogZd) _ Oy,

2.10 Interactions must be small to have correlation decay

In this section, we construct a sequence of static (i.e., single period) decision networks indexed
by graph degree d with ceqee = O(1/d) such that there is no near-optimal local algorithm for
these networks. The decision networks we construct satisfy all parts of Assumption 2.3.1 except
the small-interaction requirement 4¢(dceqge + 2Ciime) < Q(d—1+2). Thus, our construction justifies the
need for the upper bound on the strength of the interactions in Assumption 2.3.1. Admittedly, there
is some gap between our assumption cegee < ©(1/d?), and the scale ceqee = O(1/d) at which we
show here that long-range correlations arise. In comparison, previous work (Gamarnik, Goldberg,
and Weber, 2014) also assumed ceqee < O(1/d?) to obtain correlation decay in a static random

decision network. In our dynamic setting, we have the same scaling to ensure no long-range

correlation.
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Definition 2.10.1. A d-regular graph G = (V, E) is an y-edge expander for v € (0, 1) if for any
S C V such that |S| < |V'|/2, the number of edges between S and V\S (the “cut size”) is at least
|S|d~, i.e.,

cut(S) = |{(i,j) e E:i € S,5 € V\S} > |S|dy.

Construction. Fix degree d > 35. It is well known that there exists m; < oo, such that for
any even integer m with m > my, there is a d-regular graph with m nodes that is a %—edge
expander (Friedman, 2008; Vadhan et al., 2012). In fact, a random d-regular graph has this property
asymptotically almost surely (a.a.s.).! That is, let G’ be uniformly drawn from random d-regular
graphs with m nodes where m > my, then GG is a %-edge expander almost surely. We define a

static random decision network (G, ®) with action set {0, 1} as follows:
* Node rewards: The node rewards ®*(1) are i.i.d. from Uniform[—1, 1]; and ®*(0) = 0.

* Edge rewards: The edge rewards are “ferromagnetic’:

Cedge 1f 7" = 2¥
Ol (x", xY) =

0 otherwise ,

where Cegge == 6/d.

Since the constructed decision network is static, there are no temporal interactions in our construc-

tion and hence we omit x.

The following claim shows that there does not exist near-optimal local algorithms when the
small interaction condition in Assumption 2.3.1 does not hold.
Claim 2. For the decision network (G, ®) uniformly drawn from d—regular random graph with
m nodes, the optimal action vector is either all 1s or all Os a.s. Each of these possibilities arises

with probability 1/2. In particular, the optimal solution has long-range correlations. In particular,

'Random d-regular graphs are “almost Ramanujam”, i.e., the absolute value of the second largest eigenvalue of
their adjacency matrix is bounded above by 2v/d — 1 4 € a.a.s. as proved in (Friedman, 2008). The claimed edge
expansion property then follows, e.g., using (Vadhan et al., 2012, Theorem 4.14).

41



any L-local algorithm which treats the possible node actions 1 and O symmetrically achieves an

expected payoff at least m/3 below the optimal.

Proof of Claim 2. Consider any action vector z such that the majority of actions is 1. We show
that the payoff of x is less than the payoff of all 1s. Let S be the set of nodes where x takes action
0. Since G is a 3-edge expander a.s., cut(S) > [S|d/3. It follows that the total edge rewards
under x are at least Ceqee|S|d/3 = 2|S| smaller than that under all 1s. On the other hand, the
difference between the total node rewards under = and that under all 1sis > o ®"(1) > —|S]
since ®¥(1) € [—1,1], i.e., the total rewards under x is at least 2|.S| — |S| = |S| smaller than
the total rewards under all 1s. Similarly, one can show that for any action vector x such that the
majority of actions is 0, the total reward under x is at least m — | S| smaller than the total reward
under all Os. It follows that the optimal solution is either all 1s or Os. Moreover, the optimal
solution is all 1s if ) _, ¢”(1) > 0 and all Os otherwise. Since the distribution of i.i.d Uniform
distribution [—1, 1] is symmetric, each of these above possibilities arises with probability %

Now consider any given L and any L-local algorithm which treats 1 and 0 symmetrically. By
symmetry, each node decision is a priori equally likely to be 1 or 0. By symmetry, each node
decision is a priori equally likely to be 1 or 0. It follows that in a large network, about half the
decisions will be 1 and the other half will be 0 under the L-local algorithm. Formally speaking,
the expected number of 1s is m/2, and the variance in the total number of 1sis Var[) ., I{z" =
1} =3 v Varll{z’ = 1}] = 3/ (3)? = gm.

Hence for any m > 250, we know by Chebyshev’s inequality that with probability at least 0.9,
the number of 1s will be in the range |S| € (0.4m,0.6m), i.e., the payoff will be at least 0.4m
below the optimal (see the previous paragraph) Combining, the local algorithm suffers an expected
payoff loss at least 0.9 x 0.4m > m/3.

Q.E.D.
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2.11 Description of the Experiment Setup

In the following, we explain in detail the simulation environment of our experiment. There
are 5 dynamic decision networks parameterized by interaction strength c for both the spatial and
temporal dimensions, with ¢ = 0.1, 0.2, 0.3, 0.4, and 0.5. These decision networks share all other

components, which we list below.

 Graph G: Using the NetworkX package in Python, we randomly generate? a 3-regular graph

with 500 vertices.

» Time horizon T : To simplify the simulation and reduce the computational effort, we set the

time horizon to be 2 for all decision networks.

* Interaction function: Both the spatial interaction and the temporal interaction are ferromag-
netic, meaning that agreeing actions incur a bonus of ¢, whereas disagreeing actions result

in no reward.

* Action set A: We assume a binary action set — that is, forall v € V and t € [T], 2} € {0, 1},

where action zero is viewed as the default action, meaning that ®}(0) = 0.

* Node reward: The random node rewards, for both time periods, when taking action 1 are

assumed to i.i.d. and follow the uniform distribution on [—1, 1].

We sample n; = 10 instances for each decision network, where these instances differ in terms
of the realized node rewards at the first time period. Having multiple realizations allows us to
compute the confidence intervals for the performance of our algorithm. We denote by {qbf’(i)}vev
the realized first-period node rewards (when taking action 1) in the i-th instance, where each ¢71j’(i)
is sampled according to the node reward distribution, i.e., uniformly from [—1,1]. Note that the
realized node rewards {gbqf’(i)}vev for each ¢ € [ny] are shared by all the i-th instances of all

decision networks.

Zstatistics source: https://networkx.org/documentation/stable/reference/generated/networkx.
generators.random_graphs.random_regular_graph.html
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To remove the loss in rewards due to sampling, we control the variability in the second-period
node rewards. That is, we pre-generate two independent sets of samples of node rewards for
the second time period. The first set contains ns ., = 100 samples, which are used to compute
solutions at the first time period; and the second set contains 73 ¢, = 30 samples, which are used
to estimate the total payoff under the solutions computed using the first set of samples. We denote
the node rewards when taking action 1 by {qb;}”g?t}vev for the i-th sample in the first set and by
{gzﬁ;:gal vcv for the ¢-th sample in the second set.

For each instance, we compute several solutions, with one obtained by solving the global op-
timization problem, and the others obtained by our local algorithms with different locality param-

eters. To solve the network optimization problem, either globally or locally, we write down the

problem as a MIP. The decision variables of the MIP are:
* node actions for the first time period: {2} },cv;
* disagreement indicator of neighboring nodes for t = 1: {y$}ecp;
* node actions for the second time period for each sample j: {:cg’(j )}UGVJE[M,QSA;

* disagreement indicator of neighboring nodes for t = 2 for each sample j: {yg’(j ) }eeB jens.enl’

temporal disagreement indicator for each node for each sample j: {y""},cy. j€lna.est]”

And the formulation of our MIP is given below.
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max Z qﬁj’( - x] + Z (1—yH)+

veV e=(u,)EE
n Z {ZqﬁZest Z 1_y2 )_’_ZC'(l_yU’(J‘))}
2,est j€[ns,est] “vEV eck veV

st yfzaf—ay  Ve=(wv)€E
yizai—ap  Ve=(wv)el
yo) > g20 _ 020 o= (u) € B, j € [ng,en]
yo > 00 _ g0 e = (u,0) € E, j € [nyes]
Yo @) > - x;”(j) VoeV, je[nges
y» ) > x;’(j) — ¥ VoeV, je [nyes)

371, y1,$2’(]), y;(j)ﬁyv’(j) € {07 1} v v e V7 ec E7 .] € [nQ,eSt]

Note that V' and £ are either nodes and edges of the entire graph when solving for the global
optimal solution, or nodes and edges of a local graph when solving for the solution using our local
algorithm. Although the MIP is given for obtaining a first time period solution, a similar MIP can
be used to estimate the payoff of a given first time period solution, where we take {z },cy as given

and replace rewards { ¢ est} with {¢2 eval
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Chapter 3: Decentralized Online Convex Optimization in Networked

Systems

3.1 Introduction

A wide variety of multi-agent systems can be modeled as optimization tasks in which individ-
ual agents must select actions based on local information with the goal of cooperatively learning
to minimize a global objective in an uncertain, time-varying environment. This general setting
emerges in applications such as formation control (Chen and Wang, 2005; Oh, Park, and Ahn,
2015), power systems control (Molzahn et al., 2017; Shi et al., 2021), and multiproduct price op-
timization (Caro and Gallien, 2012; Candogan, Bimpikis, and Ozdaglar, 2012). In all these cases,
it is key that the algorithms used by agents use only local information due to the computational
burden created by the size of the systems, the information constraints in the systems, and the need
for fast and/or interpretable decisions.

At this point, there is a mature literature focused on decentralized optimization, e.g. (Bert-
sekas and Tsitsiklis, 1989a; Boyd, Parikh, and Chu, 2011; Shi et al., 2015; Nedi¢, Olshevsky, and
Rabbat, 2018), see (Xin et al., 2020) for a survey; however, the design of learning policies for
uncertain, time-varying environments requires decentralized online optimization. The literature
studying decentralized online optimization is still nascent (see the related work section for a dis-
cussion of recent papers, e.g. (Li, Yi, and Xie, 2021b; Yuan, Proutiere, and Shi, 2021; Yi et al.,
2020)) and many challenging open questions remain.

Three issues of particular importance for real-world applications are the following.

First, temporal coupling in actions is often of first-order importance to applications. For ex-
ample, startup costs, ramping costs, and switching costs are prominent in settings such as power

systems and cloud computing, and lead to penalties for changing actions dramatically over time.
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The design of online algorithms to address such temporal interaction costs has received significant
attention in the single-agent case recently, e.g, smoothed online optimization (Goel et al., 2019;
Lin, Goel, and Wierman, 2020), convex body chasing (Argue et al., 2020; Sellke, 2020), online
optimization with memory (Agarwal et al., 2019; Shi et al., 2020), and dynamic pricing (Besbes
and Lobel, 2015; Chen and Farias, 2018).

Second, spatial interaction costs are of broad importance in practical applications. Such costs
arise because of the need for actions of nearby agents to be aligned with one another, and are
prominent in settings such as economic team theory (Marschak, 1955; Marschak and Radner,
1972), combinatorial optimization over graphs (Hochba, 1997; Gamarnik and Goldberg, 2010),
and statistical inference (Wainwright and Jordan, 2008). An example is (dynamic) multiproduct
pricing, where the price of a product can impact the demand of other related products (Song and
Chintagunta, 2006).

Third, leveraging predictions of future costs has long been recognized as a promising way to
improve the performance of online agents (Morari and Lee, 1999; Lin et al., 2012; Badiei, Li, and
Wierman, 2015; Chen et al., 2016; Shi, Lin, and Jiao, 2019; Li, Qu, and Li, 2020). As learning
tools become more prominent, the role of predictions is growing. By collecting data from repeated
trials, data-driven learning tools make it possible to provide accurate predictions for near future
costs. For example, in multiproduct pricing, good demand forecasts can be constructed up to a
certain time horizon and are invaluable in setting prices (Caro and Gallien, 2012).

In addition to the three issues above, we would like to highlight that existing results for de-
centralized online optimization focus on designing algorithms with low (static) regret (Hosseini,
Chapman, and Mesbahi, 2016; Li, Yi, and Xie, 2021b) , i.e., algorithms that (nearly) match the
performance of the best static action in hindsight. In a time-varying environment, it is desirable
to instead obtain stronger bounds, such as those on the dynamic regret or competitive ratio, which
compare to the dynamic optimal actions instead of the best static action in hindsight, e.g., see re-
sults in the centralized setting such as (Lin, Goel, and Wierman, 2020; Li, Qu, and Li, 2020; Shi
et al., 2020).
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This paper aims to address decentralized online optimization with the three features described
above. In particular, we are motivated by the open question: Can a decentralized algorithm make
use of predictions to be competitive for networked online convex optimization in an adversarial
environment when spatial and temporal costs are considered?

Contributions. This paper provides the first competitive algorithm for decentralized learn-
ing in networked online convex optimization. Agents in a network must each make a decision
at each time step, to minimize a global cost which is the sum of convex node costs, spatial in-
teraction costs and temporal interaction costs. We propose a predictive control framework called
Localized Predictive Control (LPC, Algorithm 2) and prove that it achieves a competitive ratio
of 1+ O(p%) + O(p%), which approaches 1 exponentially fast as the prediction horizon k and
communication radius 7 increase simultaneously. Our results quantify the improvement in com-
petitive ratio from increasing the communication radius r (which also increases the computational
requirements) versus increasing the prediction horizon &, and imply that — as a function of problem
parameters — one of the two “resources” k and r emerges as the bottleneck to algorithmic perfor-
mance. Given any target competitive ratio, we find the minimum required prediction horizon k and
communication radius 7 as functions of the temporal interaction strength and the spatial interaction
strength, resp.

Further, we show that LPC is order-optimal in terms of £ and r by proving a lower bound on
the competitive ratio for any online algorithm. We formalize the near optimality of our algorithm
by showing that a resource augmentation bound follows from our upper and lower bounds: our
algorithm with given £ and 7 performs at least as well as the best possible algorithm that is forced
to work with k" and »’ which are a constant factor smaller than &k and r respectively.

The algorithm we propose, LPC, is inspired by Model Predictive Control (MPC). After fixing
the prediction horizon %k and the communication radius r, each agent makes an individual decision
by solving a k-time-step optimization problem, on a local neighborhood centered at itself and with
radius r. In doing so, the algorithm utilizes all available information and makes a “greedy” deci-

sion. One benefit of this algorithm is its simplicity and interpretability, which is often important
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for practical applications. Moreover, since the algorithm is local, the computation needed for each
agent is independent of the network size.

Our main results are enabled by a new analysis methodology which obtains two separate decay
factors for the propagation of decision errors (a temporal decaying factor pr and spatial decay-
ing factor pg) through a novel perturbation analysis. Specifically, the perturbation analysis seeks
to answer the following question: If we perturb the boundary condition of an agent v’s r-hop
neighborhood at the time step which is 7-th later than the present, how does that affect v’s current
decision, in terms of spatial distance r and temporal distance 7? With our analysis, we are able to
bound the impact on v’s current decision by O(p7.p%), where the decay factors pr and pg increase
with the strength of temporal/spatial interactions among individual decisions. This novel analysis
is critical for deriving a competitive ratio that distinguishes the decay rate for temporal and spatial
distances.

To illustrate the use of our results in a concrete application, Section 3.5 provides a detailed
discussion of dynamic multiproduct pricing, which is a central problem in revenue management.
The resulting revenue maximization problem fits into our theoretical framework, and we deduce
from our results that LPC guarantees near optimal revenue, in addition to reducing the computa-
tional burden (Schlosser, 2016) and providing interpretable prices (Biggs, Sun, and Ettl, 2021) for
products.

Related Work. This paper contributes to the literature in three related areas, each of which we
describe below.

Distributed Online Convex Optimization. Our work relates to a growing literature on distributed
online convex optimization with time-varying cost functions over multi-agent networks. Many
recent advances have been made including distributed OCO with delayed feedback (Cao and Basar,
2021), coordinating behaviors among agents (Li, Yi, and Xie, 2021a; Cao and Basar, 2021), and
distributed OCO with a time-varying communication graph (Hosseini, Chapman, and Mesbahi,
2016; Akbari, Gharesifard, and Linder, 2017; Yuan, Proutiere, and Shi, 2021; Li, Yi, and Xie,

2021b; Yiet al., 2020). A common theme of the previous literature is the idea that agents can only
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access partial information of time-varying global loss functions, thus requiring local information
exchange between neighboring agents. To the best of our knowledge, our paper is the first in this
literature to provide competitive ratio bounds or consider spatial and temporal costs, e.g., switching
costs.

Online Convex Optimization (OCO) with Switching Costs. Online convex optimization with
switching costs was first introduced in (Lin et al., 2012) to model dynamic power management in
data centers. Different forms of cost functions have been studied since then, e.g., (Chen, Goel,
and Wierman, 2018; Shi et al., 2020; Lin, Goel, and Wierman, 2020), in order to fit a variety
of applications from video streaming (Joseph and Veciana, 2012) to energy markets (Kim and
Giannakis, 2017). The quadratic form of switching cost was first proposed in (Goel and Wierman,
2019) and yields connections to optimal control, which were further explored in (Lin et al., 2021).
The literature has focused entirely on the centralized, single-agent setting. Our paper contributes
to this literature by providing the first analysis of switching costs in a networked setting with a
decentralized algorithm.

Perturbation Analysis of Online Algorithms. Sensitivity analysis of convex optimization prob-
lems studying the properties of the optimal solutions as a function of the problem parameters has
a long and rich history (see (Fiacco and Ishizuka, 1990) for a survey). The works that are most
related to ours consider the specific class of problems where the decision variables are located on
a horizon axis, or consider a general network and aim to show the impact of a perturbation on a
decision variable is exponentially decaying in the graph distance from that variable, e.g., (Shin,
Anitescu, and Zavala, 2021; Shin and Zavala, 2021; Lin et al., 2021). The idea of using expo-
nentially decaying perturbation bounds to analyze an online algorithm is first proposed in (Lin
et al., 2021), where only the temporal dimension is considered. This style of perturbation analysis
is key to the proof of our competitive bounds and, to prove our competitive bounds, we provide
new perturbation results that separate the impact of spatial and temporal costs in a network for the
first time. Additionally, our analysis is enabled by new results on the decay rate of a product of

exponential decay matrices, which may be of independent interest.
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Notation. A complete notation table can be found in Section A.1. Here we describe the most
commonly used notation. In a graph G = (V, £), we use dg(v, u) to denote the distance (i.e. the
length of the shortest path) between two vertices v and u. N denotes the r-hop neighborhood of
vertex v, i.e., NJ := {u € V | dg(u,v) < r}. ON} denotes the boundary of N7, i.e., IN] =
N7\ N7~1. We generalize these notations to temporal-spatial graphs as follows. Let x denote
the Cartesian product of sets, and N((t]f;s) ={reZ|t<71<t+k}xN, 8N((f;f)) =

N, ((tkq’g) \ N, ((t’fv_)l’r_l). For any subset of vertices S, we use £(5) to denote the set of all edges that
have both endpoints in S, and define S, = {v € V | Jv € Ss.t. dist(u,v) < 1} (i.e., S and
its 1-hop neighbors). Let A denote the maximum degree of any vertex in G; h(r) := sup, |ON]|.

We say a function is in C? if it is twice continuously differentiable. We use ||-|| to denote the

(Euclidean) 2-norm for vectors and the induced 2-norm for matrices.

3.2 Problem Setting

We consider a set of agents in a networked system where each agent individually decides on an
action at each time step and the agents cooperatively seek to minimize a global cost over a finite
time horizon H. Specifically, we consider a graph G = (V, ) of agents. Each vertex v € V
denotes an individual agent, and two agents v and w interact with each other if and only if they are
connected by an undirected edge (v, u) € £. Ateach timestept = 1,2,..., H, each agent v picks
an n-dimensional local action z; € Dy, where n is a positive integer and D; C R" is a convex set
of feasible actions. The global action at time ¢ is the vector of agent actions z; = {z} },cy, and

incurs a global state cost, which is the sum of three types of local cost functions:
* Node costs: Each agent v incurs a time-varying node cost f{(x}), which characterizes agent v’s

local preference for its local action z}.
* Temporal interaction costs: Each agent v incurs a time-varying temporal interaction cost
cf(x,xy ), that characterizes how agent v’s previous local action z}_; interacts with its cur-

rent local action 7.
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e Spatial interaction costs: Each edge ¢ = (v, u) incurs a time-varying spatial interaction cost!
s¢(x}, x}). This characterizes how agents v and u’s current local actions affect each other.

In our model, the node cost is the part of the cost that only depends the agent’s current local ac-
tion. If the other two types of costs are zero functions, each agent will trivially pick the minimizer
of its node cost. Temporal interaction costs encourage agents to choose a local action that is “com-
patible” with their previous local action. For example, a temporal interaction could be a switching
cost which penalizes large deviations from the previous action, in order to make the trajectory of
local actions “smooth”. Such switching costs can be found in work on single-agent online convex
optimization, e.g., (Chen, Goel, and Wierman, 2018; Goel et al., 2019; Lin, Goel, and Wierman,
2020). Spatial interaction costs, on the other hand, can be used to enforce some collective behav-
ior among the agents. For example, spatial interaction can model the probability that one agent’s
actions affects its neighbor’s actions in diffusion processes on social networks (Kempe, Kleinberg,
and Tardos, 2015); or model interactions between complement/substitute products in multiproduct
pricing (Candogan, Bimpikis, and Ozdaglar, 2012).

Our analysis is based on standard smoothness and convexity assumptions on the local cost

functions (see Section A.1 for definitions of smoothness and strong convexity):

Assumption 3.2.1. For ;i > 0,4y < oo,lp < 00,lg < 00, the local cost functions and feasible
sets for all t,v, e satisfy:

o [ R™ — Rxq is p-strongly convex, {;-smooth, and in C?;

o ¢/ 1 R" x R" — Ry is convex, {rp-smooth, and in C?;

e 57 R" x R" = Ry is convex, {g-smooth, and in C?;

o DY C R" satisfies int(D}) # 0 and can be written as D} = {z} € R™ | (¢7):(z}) < 0,V1 <

i < ml}, where each (g}); : R" — R is a convex function in C*.

Note that the assumptions above are common, even in the case of single-agent online convex

optimization, e.g., see (Li, Qu, and Li, 2020; Shi et al., 2020; Lin et al., 2021).

'Since e is an undirected edge, the order we write the two inputs (the action of v and the action of ) does not
matter. Note that s¢ can be asymmetric for agents v and u, e.g., s5(z?, z) = s¢(a¥, z?) = ||x? + 2z%||°.
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It is useful to separate the global stage costs into two parts based on whether the cost term de-
pends only on the current global action or whether it also depends on the previous action. Specif-
ically, the part that only depends on the current global action x; is the sum of all node costs and

spatial interaction costs. We refer to this component as the (global) hitting cost and denote it as

Flw) =Y fr@) + >0 st (), ).

veY (viu)e€

The rest of the global stage cost involves the current global action x; and the previous global action

x;_1. We refer to it as the (global) switching cost and denote it as

(e, vo1) = Z cf (zf, z_y).

veY

Combining the global hitting and switching costs, the networked agents work cooperatively to
minimize the total global stage costs in a finite horizon H starting from a given initial global
action z, at time step 0: cost(ALG) := Zfil (fe(xt) + ci(we, 24—1)) , where ALG denotes the
decentralized online algorithm used by the agents. The offline optimal cost is the clairvoyant
minimum cost one can incur on the same sequence of cost functions and the initial global action
20 at time step 0, i.e., cost(OPT) := min,, , S510, (fi(z) + ez, 21)) -

We measure the performance of any online algorithm ALG by the competitive ratio (CR),
which is a widely-used metric in the literature of online optimization, e.g., (Chen, Goel, and Wier-

man, 2018; Goel et al., 2019; Argue, Gupta, and Guruganesh, 2020).

Definition 3.2.1. The competitive ratio of online algorithm ALG is the supremum of cost(ALG) /cost(OPT)

over all possible problem instances, i.e., CR(ALG) = supg g 4, (v v s¢,pv} COSLALG) [cost(OPT).

Finally, we define the partial hitting and switching costs over subsets of the agents. In partic-

ular, for a subset of agents S C V), we denote the joint action over S as z? := {2? | v € S} and
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Figure 3.1: Illustration of information model

define the partial hitting cost and partial switching cost over S as

) =3 e+ > sy,

veS (v,u)e€(Sy)
e (af af ) =) ey, ayy), (3.1)
veES

This notation is useful for presenting decentralized online algorithms where the optimizations are

performed over the r-hop neighborhood of each agent.

3.2.1 Information Availability Model

We assume that each agent has access to local cost functions up to a prediction horizon k into
the future, for themselves and their neighborhood up to a communication radius r. In more detail,
recall that N denotes the -hop neighborhood of agent v, i.e., N/ := {u € V | dg(u,v) < r}.
Before picking a local action z} at time ¢, agent v can observe k steps of future node costs, temporal
interaction costs, and spatial interaction costs within its 7-hop neighborhood, {{(f*,c%) | v €
NI}, {s¢ | e € E(N])} i<r<trk , and the previous local actions in N: {x}' , | u € N]}.

We provide an illustration of the local cost functions known to agent v at time ¢ with £ = 2,
r=1V = {u,ug,v,us3,us} and & = {(u1,ua), (u2,v), (v,us), (u2,us), (us, us)}) in Figure

3.1. In the figure, the black circles, blue lines, and orange lines denote the node costs, temporal
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interaction costs, and spatial interaction costs respectively. The known functions are marked by
solid lines. Note that, in addition to the local cost functions, agent v also knows the local actions
in N at time ¢ — 1, which are not illustrated in the figure.

To simplify notation, in cases when the prediction horizon exceeds the whole horizon length
H, we adopt the convention that f{(z}) = & |2¢]]%, ¢ = s¢ = 0 and DY = R for t > H. These
extended definitions do not affect our original problem with horizon H.

As in many previous works studying the power of predictions in the online optimization litera-
ture, e.g., (Yu et al., 2020; Lin, Goel, and Wierman, 2020; Li, Qu, and Li, 2020; Lin et al., 2021),
we assume the k-step predictions of cost functions are exact and leave the case of inexact predic-
tions for future work. This model is reasonable in the case where the predictors can be trained to
be very accurate for the near future. Although we focus on exact predictions, we also discuss how

to extend this available information model to include inexact predictions in Section 3.4.3.

3.3 Algorithm and Main Results

Algorithm 2 Localized Predictive Control (for agent v)

Parameters: & and 7.
fort =1to H do
Receive information {z}" ; | u € N/} and

O ey | we NIL {5t | e € V) hrarsi
Choose local action z to be the (¢, v)-th element in
kJ,T’ u r u k‘,?"
) ({yct_l lue N}, {62 (r,u) €ON) })

the solution of (3.2), where 6 := arg minyecpu f*(y).
end for

In this section we present our main results, which show that our simple and practical LPC algo-
rithm can achieve an order-optimal competitive ratio for the networked online convex optimization
problem. We first introduce LPC in Section 3.3.1. Then, we present the key idea that leads to our

competitive ratio bound: a novel perturbation-based analysis (Section 3.3.2). Next, we use our
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perturbation analysis to derive bounds on the competitive ratio in Section 3.3.3. Finally, we show
that the competitive ratio of LPC is order-optimal in Section 3.3.4. An outline that highlights the

major novelties in our proofs can be found in Section 3.4.

3.3.1 Localized Predictive Control (LPC)

The design of LPC is inspired by the classical model predictive control (MPC) framework (Gar-
cia, Prett, and Morari, 1989), which leverages all available information at the current time step to
decide the current local action “greedily”. In our context, when an agent v wants to decide its action
xy at time ¢, the available information includes previous local actions in the r-hop neighborhood
and k-step predictions of all local node costs, temporal/spatial interaction costs. The boundaries of
all available information, which are formed by {t — 1} x N and 0N, ((tlf;}g), are illustrated in Figure
3.2 where the underlying graph is replicated over the time dimension. The orange node marks the
decision variable at (¢,v). The green part denotes the decisions in N/ at time (¢ — 1). The blue
“U” shape denotes the boundary of available information for node v at time ¢. Edge e = (v, q).

The pseudocode for LPC is presented in Algorithm 2. For each agent v at time step ¢, LPC
fixes the actions on the boundaries of available information and then solves for the optimal actions
inside the boundaries. Specifically, define @bézf)) ({yf_l |ue N} {zE | (r,u) € 8N((f;f))}> as the

optimal solution of the problem

t+k—1
min 37 (£ (@) + <0 (0, 20D
T=t
S.Loxi g =Yy, Vu € Ny,
"ng = Z;—L, V(Ta U) c 8N((tkz’3), (3.2)

U u (k‘—l,?"—l)
zr € DI VY(T,u) € N(t’v) ,

where the partial hitting cost and partial switching cost f and ¢? for a subset S of agents were
defined in (3.1). Note that zb((i;f)) ({yi~1}, {z"}) is a matrix of actions (in R") indexed by (7,u) €

N((t]f;)l’rfl). (When the context is clear, we use the shorthand w((i’qj)) ({yi“1}. {2*}).) Once the
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parameters {y;' ;} and {z"} are fixed, the agent v can leverage its knowledge of the local cost

functions to solve (3.2).

— =2 g
t—1 @ Q Q (o] Q
histor: v
future ¢
(t,v)
t @ O “O———0 L
t St

t+1 @ O O O L
t+2 @ @ @ @ L ]

Figure 3.2: Illustration of LPC with £ = 3,7 = 2 on a line graph.

LPC fixes the parameters {y;" ;} to be {z}" ,}, which are the previous local actions in N, and
fixes the parameters {z*} to be the minimizers of local node cost functions at nodes in ON, ((f 1’;). The
selection of the parameters at nodes in NV, ((t]f 1’3) plays a similar role as the terminal cost of classical
MPC in centralized settings.

For a single-agent system, MPC-style algorithms are perhaps the most prominent approach
for optimization-based control (Garcia, Prett, and Morari, 1989) because of their simplicity and
excellent performance in practice. LPC extends the ideas of MPC to a multi-agent setting in a
networked system by leveraging available information in both the temporal and spatial dimensions,

whereas classical MPC focuses only on the temporal dimension. This change leads to significant

technical challenges in the analysis.

3.3.2 Perturbation Analysis

The key idea underlying our analysis of LPC is that the impact of perturbations to the actions
at the boundaries of the available information of an agent decay quickly, in fact exponentially fast,
in the distance of the boundary from the agent. This quick decay means that small errors cannot
build up to hurt algorithm performance.

In this section, we formally study such perturbations by deriving several new results which

generalize perturbation bounds for online convex optimization problems on networks. Our bounds
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capture both the effect of temporal interactions as well as spatial interactions between agent ac-
tions, which is a more challenging problem compared to previous literature which considers either
temporal interactions (Lin et al., 2021) or spatial interactions (Shin, Anitescu, and Zavala, 2021)
but not both simultaneously.

More specifically, recall from Section 3.3.1 that for each agent v at time ¢, LPC solves an
optimization problem @D((zf)) where actions on the boundaries of available information (i.e., {t —
1} x NI and ON ((t]f 1’;)) are fixed. By the principle of optimality, we know that if the actions on
the boundaries are selected to be identical with the offline optimal actions, the agent can decide its
current action optimally by solving @/)((fig)). However, due to the limits on the prediction horizon and
communication radius, LPC can only approximate the offline optimal actions on the boundaries
(we do this by using the minimizer of node cost functions). The key idea to our analysis of the
optimality gap of LPC is by first asking: If we perturb the parameters of 1/1&’75), i.e., the actions on
the information boundaries, how large is the resulting change in a local action 3 for (to,vy) €
N, ((tlf;? \ ON, ((tli’g) (in the optimal solution to (3.2))?

Ideally, we would like the above impact to decay exponentially fast in the graph distance be-
tween node vy and the communication boundary for node v (i.e., 7 minus the graph distance be-
tween vy and v), as well as in the temporal distance between ¢, and ¢. We formalize this goal

as exponentially decaying local perturbation bound in Definition 3.3.1. We then show in Theo-

rem 3.3.1 and Theorem 3.3.2 that such bounds hold under appropriate assumptions.

o e U, k,‘,?” u u U . k,r U u
Definition 3.3.1. Define z;" == vy ({yi 1}, {2"}) (tonay A1 (70) = v ()9 (to00)
for arbitrary boundary parameters {(y;" )}, {(2¥)} and {(y;",)'}, {(z%)'}. We say an exponen-

tially decaying local perturbation bound holds if for non-negative constants

Cy = Ci(lr/p, (Als)/p) < oo,
Co = Co(lr/p, (Als)/p) < oo,

pr = pr(lr/p) <1, ps = ps((Als)/p) <1,
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for any (to, vo) and arbitrary boundary parameters {(y;"1)'}, {(z*)'}, {(yi" 1)}, {(z¥)}, we have:

|z — (@)

<G X T = @

(k,m)
(u,T)GaN(m))

+Cy Y o U pE e e — ()]
ueENY

Perturbation bounds were recently found to be a promising tool for the analysis of adaptive
control and online optimization models (Lin et al., 2021). The exponentially decaying local per-
turbation bound defined above is similar in spirit to two recent results, i.e., (Lin et al., 2021)
derives a similar perturbation bound for line graphs and (Shin, Anitescu, and Zavala, 2021) for
general graphs with local perturbations. In fact, one may attempt to derive such a bound by ap-
plying these results directly; however, a major weakness of the direct approach is that it will yield
pT = ps, 1.e., it cannot distinguish between spatial and temporal dependencies, and the bound de-
teriorates as max{¢r/u, {s/p} increases. For instance, even if the temporal interactions are weak
(i.e., {v/p =~ 0), pr = pg can still be close to 1 if £5/pu is large, leading to a large slack in the
perturbation bound for small prediction horizons k.

We overcome this limitation by redefining the action variables. Specifically, to focus on the
temporal decay effect, we regroup all local actions in {7} x N/ as a “large” decision variable for
time 7 (in Figure 3.1 we would group each horizontal blue plane in NV, to create a new variable).
After regrouping, we have (k + 1) “large” decision variables located on a line graph, where the
strength of the interactions between consecutive variables is upper bounded by /7. On the other
hand, to focus on spatial decay, we regroup all local actions in {7 |t — 1 <7 <t+k} x {v} as
a decision variable (in Figure 3.1 we would group each vertical orange line connecting from ¢ — 1
to t + k — 1 to create a new variable). After regrouping, we have |V| “large” decision variables
located on G, where the strength of the interactions between two neighbors is upper bounded by

ls. Averaging over the two perturbation bounds (since we have two valid bounds, their average is
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also a valid bound) provides the following exponentially decaying local perturbation bound (see

(A.4) in Section A.2.1 for details of the proof).

Theorem 3.3.1. Under Assumption 3.2.1, the exponentially decaying local perturbation bound

(Definition 3.3.1) holds with C, = Cy = Q—VAJMT, and

o =12 (VIT @ +1)
s =\[1 -2 (VIT @l 1)

Note that, as {7/ (respectively g /1) tends to zero, pr (respectively pg) in Theorem 3.3.1 also
tends to zero with the scaling pr = O(+/lr/p) (resp. ps = O(y/ls/11)).

Next, we provide a tighter bound (through a refined analysis) for the regime where p is much
larger than (7, (5. Specifically, we establish a bound with the scaling pr = O(¢r/u) and ps =
©(ls/p). Again, it is not possible to obtain this result from previous perturbation bounds in the

literature.

Theorem 3.3.2. Recall h(7) = sup,ey, |ON]|. Givenany by, by > 0, definea = Y- ((52-)"h(7),

a = szo(ﬁﬁh(y) and vg = %1122;};:' Suppose Assumption 3.2.1 holds, a,a < oo and

w > max{8aly, Als(by + by)/4}. Then the exponentially decaying local perturbation bound

.. . o . a2 202 Alg/
(Definition 3.3.1) holds with C, = Cy = max{ T T 75(1+b1+b2)(ﬁ_’1&lﬂ#)}
dal
pr = “Tv ps = (14 b1+ b2)7s.

Note that p7, ps < 1 follow from the condition on x. Also observe that v¢ = O({s/u) as
ls/u— 0.

The main difference between this result and Theorem 3.3.1 is, instead of dividing and redefin-
ing the action variables, we explicitly write down the perturbations along spatial edges and along
temporal edges in the original temporal-spatial graph. We observe that per-time-step spatial in-

teractions are characterized by a banded matrix and that the inverse of the banded matrix exhibits
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exponential correlation decay, which implies the exponentially decaying local perturbation bounds
holds if the perturbed boundary action and the impacted local action we consider are at the same
the time step. However, for a multi-time-step problem, to characterize the impact at a local action
at some time step due to perturbation at a boundary action at a different time step is a difficult
problem. The main technical contribution of this proof is to establish that a product of exponen-
tially decaying matrices still satisfies exponential decay under the conditions in Theorem 3.3.2. In
addition, we obtain a tight bound on the decay rate of the product matrix (see Lemma 3.4.3), which
may be of independent interest.

Our condition on a,a < oo and p > max{8aly, Alg(by + by)/4} characterizes a tradeoff
between the allowable neighborhood boundary sizes h (), and how large i needs to be compared
to the interaction cost parameters {7, /. At one extreme, if h(y) = A7, then by setting b; = 2A—1
and by = 4A? — 2\, we obtain a = @ = 2 but must make a strong requirement on 1, namely,
p > max{16(r, A*(g(1 — 3z)}. At the other extreme, if h(y) < O(poly(y)) (as is the case
if G is a grid), then a,a < oo holds for any b;,b, > 0, we can impose a weaker requirement
on yu: for example, taking by = by = 1 yields a requirement p > max{8aly, Algs/2} (where
a=y, 720(%)%(7)); which grows only linearly in A, and compares favorably with the ;1 > Q(A3)
requirement which arose earlier.

Proofs of Theorem 3.3.1 and Theorem 3.3.2 are in Section A.2.

3.3.3 From Perturbations to Competitive Bounds

We now present our main result, which bounds the competitive ratio of LPC using the expo-
nentially decaying local perturbation bounds defined in the previous section.

Before presenting the result, we first provide some intuition as to why the perturbation bounds
are useful for deriving the competitive ratio bound. Specifically, to bound the competitive ratio
requires bounding the gap between LPC’s trajectory and the offline optimal trajectory. This gap
comes from the following two sources: (i) the per-time-step error made by LPC due to its limited

prediction horizon and communication radius; and (ii) the cumulative impact of all per-time-step
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errors made in the past. Intuitively, the local perturbation bounds we derive in Section 3.3.2 allow
us to bound the per-step error made jointly by all agents in LPC, and then we use the perturbation
bounds from (Lin et al., 2021) help us to bound the second type of cumulative errors.

We present our main result in the following theorem and defer a proof outline to Section 3.4.2.

A formal proof can be found in Section A.3.3.

Theorem 3.3.3. Suppose Assumption 3.2.1 and the exponentially decaying local perturbation

-1
bound in Definition 3.3.1 holds. Define pg = 1 — 2 - <\/1 + (20r /1) + 1> , and define

Cs(r) =320 h(v) - pg- If parameters r and k of LPC are large enough such that

1
O (h(r)?- p§ + Ca(r)” - p1* - p7) < 2
then the competitive ratio of LPC is upper bounded by
1+ 0O (h(r)*- p%) + O (Cs(r)* - p}) .

Here the O(-) notation hides factors that depend polynomially on {s/p, bp/p, and (Alg)/ i, see
Section A.3.3.

Recall that h(r) denotes the size of the largest r-hop boundary in G. The bound in Theo-
_(A=9r

rem 3.3.3 implies that if 4(r) can be upper bounded by poly(r) - pg > for some constant ¢ > 0,

the competitive ratio of LPC can be upper bounded by 1 + O(p%) + O(pk.), because C5(r) can be
upper bounded by some constant that depends on ¢ in this case. Therefore, the competitive ratio
improves exponentially with respect to the prediction horizon k£ and communication radius r.
Note that the assumption h(r) < poly(r) p;% is not particularly restrictive: For commonly
seen graphs like an m-dimensional grid, A(r) is polynomial in r, so « = 1 works. More generally,
for graphs with bounded degree A < oo, there exists 6 = §(A) > 0 such that, for any graph with
node degrees bounded above by A and any {s/u < 0, we have pg (from either Theorem 3.3.1

or Theorem 3.3.2) will be small enough that, e.g., h(r) < A" = O(pgﬁ); ie., ¢t = 1/2 works.
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Thus we can eliminate the dependence on h(r) and Cs(r) in the competitive ratio by making
additional assumptions on /g /u. This result is stated in Corollary 3.3.4 whose proof is deferred
to Section A.3.4. Corollary 3.3.4 is a corollary of Theorem 3.3.3 and Theorem 3.3.2. We use the
bound in Theorem 3.3.2 and not the bound in Theorem 3.3.1 because Theorem 3.3.2 is tighter

when (g / is small.

Corollary 3.3.4. Suppose Assumption 3.2.1 and inequalities ls/p < A7, and bp/pn < 1/16
hold. If r and k satisfy that O (pg + 3. pék) < %, then the competitive ratio of LPC is upper
bounded by 1+ O (pg/2> +0 (p?) , Where ps and pr are given by Theorem 3.3.2 with parameters
by = 2A — 1 and by = 4A? — 2A. The O(-) notation hides factors that depend polynomially on

Ce/p, br/p, and (Alg)/ i, see Section A.3.4 for the full constants.

3.3.4 A Lower Bound

We show that the competitive ratio in Theorem 3.3.3 is order-optimal by deriving a lower
bound on the competitive ratio of any decentralized online algorithm with prediction horizon &
and communication radius r. The specific constants and a proof of Theorem 3.3.5 can be found in

Section A .4.

Theorem 3.3.5. When A > 3, the competitive ratio of any decentralized online algorithm is lower

bounded by 1 + Q(A\L) + Q(X\%). Here, the decay factor \r is given by

A = (1—2(\/m+1)_1>2.

The decay factor \g is given by

(Als/m) .
3+3(AS£:/M) if Alg/p < 48

Ag =
2
max (3+(3A(Z§e/:/)_u)a (1 —4V3- (AES/N)_%) ) otherwise.

The Q(-) notation hides factors that depend polynomially on 1/, {r, and Cs.
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While Theorem 3.3.5 highlights that Theorem 3.3.3 is order-optimal, the decay factors A, Ag
in the lower bound differ from their counterparts pr, pg in the upper bound for LPC. To understand
the magnitude of the difference, we compare the bounds on graphs with bounded degree A. The
decay factors are a function of the interaction strengths, which are measured by /s /u and 1/ p.
Our lower bound on the temporal decay factor Ay and upper bound pr only differ by a constant
factor in the log-scale, and the same holds for the lower/upper bound in terms of the spatial decay
factor.

To formalize this comparison, we derive a resource augmentation bound that bounds the addi-
tional “resources” that LPC needs to outperform the optimal decentralized online algorithm.> Here
the prediction horizon k£ and the communication radius r can be viewed as the “resources’ available
to a decentralized online algorithm in our setting. We ask how large do k and r given to LPC need
to be, to ensure that it beats the optimal decentralized online algorithm given a communication
radius rv* and prediction horizon k*?

We formally state our result in the following corollary and provide a proof in Section A.5.

Corollary 3.3.6. Under Assumption 3.2.1, suppose the optimal decentralized online algorithm
achieves a competitive ratio of c(k*,r*) with prediction horizon k* and communication radius r*.
Additionally assume that h(y) = 9] ( ;7/ 4) and A > 3, where the O notation hides a factor
that depends polynomially on . As k*,r* — oo, LPC achieves a competitive ratio at least as
good as that of the optimal decentralized online algorithm when LPC uses a prediction horizon of

k = (4+ o(1))k* and a communication radius of r = (32 + o(1))r*.

Finally, note that we establish Corollary 3.3.6 based on the local perturbation bound in Theo-
rem 3.3.1 rather than Theorem 3.3.2 for simplicity, because it does not make assumptions on the
relationship among i, {7, and /5. We expect that Theorem 3.3.2 can give better resource augmen-

tation bounds under stronger assumptions on i, {7, and {g.

2See, e.g., Roughgarden (2020), for an introduction to this flavor of bounds for expressing the near-optimality of
an algorithm.
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3.4 Proof Outline

In this section, we outline the major novelties in our proofs for the tighter exponentially de-
caying local perturbation bound in Theorem 3.3.2 and the main competitive ratio bound for LPC
in Theorem 3.3.3. The full details of the proofs of these and other results are in the appendices

following this one.

3.4.1 Refined Analysis of Perturbation Bounds

We begin by outlining the four-step structure we use to prove Theorem 3.3.2. Our goal is to

highlight the main ideas, while deferring a detailed proof to Section A.2.2.

Step 1. Establish first order equations

We define h as the objective function in (3.2), where actions on the boundary are fixed as
{z¥|(1,u) € ON, ((t]f;g)} and the actions at time ¢t — 1 are fixed as {z}" ;|u € N]}. We denote those

fixed actions as system parameter

NT u k,r
¢ = (@) {24(r,u) € AN,

To avoid writing the time index ¢ repeatedly, we use Z; to denote actions at time ¢ — 1 + ¢ for

0 <4 < k. The main lemma in for this step is the following.

Lemma 3.4.1. Given 0 € R, system parameter ( and perturbation vector e, we have
d k—1
“ — M pD (k=1) (1)
d0w<<—+06> _M <R €O+R ek‘i_;K 67—>
where
M= V2 h((C+ 0e),C + e),

T1:k—1

R(l) = —V§0V§1:k71h(¢<g + 66)7 C + 86)7
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R(k_l) = —VQ}kV’iltk_lh(@D(C + 96)7 C + 96)7
K™ = —VEES_BN;)V%L;C_lh(w<C + 96)7 ¢+ 96)'

The proof for Lemma 3.4.1 using first order conditions at the global optimal solution for convex

function h(-, { + fe) and then takes derivatives with respect to to 6. See Section A.2.2 for a proof.

Step 2: Exploit the structure of matrix M/

M 1is a hierarchical block matrix with the first level of dimension (k — 1) x (k — 1). When
fixing the first level indices (i.e. time indices) in M, the lower level matrices are non-zero only if
the difference in the time indices is < 1. Hence we decompose M to a block diagonal matrix D
and tri-diagonal block matrix A with zero matrix on the diagonal. Each diagonal block in D is a
graph-induced banded matrix, which captures the Hessian of £ in a single time step. Denote each
diagonal block as D;; for 1 < ¢ < k — 1. Further, for 1 < ¢ < k — 1, A;;_; (similarly A; ;1)
captures the temporal correlation of individual’s action between consecutive time steps. Given this
decomposition,

M'=D+A) ' '=D'I+AD L.

For the ease of notation, we denote I + AD~! by P. Note that P is not necessarily a symmetric
matrix. Nevertheless, under technical conditions on P’s eigenvalues, we have the following power
series expansion (Shin, Zavala, and Anitescu, 2020). The details are presented in the Lemma 3.4.2

in Section A.2.2.

Lemma 3.4.2. Under the condition p. > 201, we have
P~ =Y "(I-P). (3.3)
>0

To understand the the power series in (3.3), consider the special case where each block A, ; =
(p-1,and D;; = (). Denote P — I as J, which is equivalent to AD™!. Then, we have Jii =0,

Jiic1 = Jiiy1 = (rQ7t, Ji; = 0 when |¢ — j| > 1. Intuitively, J captures the “correlation over
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actions” after one time step. More generally, for £ > 0 and any two time indices 7/, 7,
Jh . =15Q7b(l, T, T),

where b(¢, T, 7') is a constant depending on ¢, 7, 7" and equal to zero if ¢ < |7 — 7'|.
Given that (Q is a graph-induced banded matrix, ()~! satisfies exponential-decay properties,
which makes it plausible that )—* is an exponential decay matrix with a slower rate.

For the general case, we need to bound terms similar to H (D-_1 Dt ...DL )WH. This is

11,8177 12,12 0,80

the goal of Step 3.

Step 3: Properties for general exponential-decay matrices

The goal of this step is to establish that a product of exponential decay matrices still exhibits

exponential decay property under technical conditions about the underlying graph.

Lemma 3.4.3. Given any graph M = (V' &) and integers d,{ > 1, suppose block matrices

A; € RV g1] satisfy exponential decay properties, i.e. exists C; > 0, and 0 < X < 1, s.t.,
(A ugll < CAM®@D for any node u, ¢ € M.

Select some 0 > 0s.t. N =X+ < 1. Ifa:= Zﬁo(%)k(supuew |ONF|) < oo, then Hle A;

satisfies exponential decay properties with decay rate N, i.e.,

14

(H Ai)u,v

i=1

< ' (/\/)dM (u,v) ‘

where C' = (@)' T['_, C:.

A proof of Lemma 3.4.3 can be found in the Section A.2.2.
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Step 4: Establish correlation decay properties of matrix \/

The last step of the proof is to study the properties of M. To accomplish this, we first show

that, for time indices i, j > 1, J* has the following properties:
o (J9i; =0if € < |i — j] or £ — |i — j| is odd.

D1

durir Di, i, and the number of such terms is bounded

e (J);; is a summation of terms Hf;:l A
¢
bY (=2

We formally state and prove the above observation in Lemma A.2.2. We can further use Theorem

3.4.3 on block matrices Aj, ;, D;, ! which gives the following lemma.

Jkolk
Lemma 3.4.4. Recall vs = %m. Select § > 0st. v = 75 +0 < land b =
s/u

Zon(%)”h(v). Given {,i,j > 1 and u,q € V, we have

Nl = (1,2 ) 070 0

Intuitively speaking, Lemma 3.4.4 bounds the correlations over actions for node u at time step
t — 1 + 7 and action for node ¢ at time step ¢ — 1 + j. We present its proof in the Section A.2.2.

Recall that, for 1 <1,7 <k —1,
—1 -1 ¢
Mi,j = ‘Di,i (_‘])i,j'
>0

With the exponential decaying bounds on matrix J¢, we can thus conclude Theorem 3.3.2 by
following a similar procedure as in the proof of Theorem 3.1 of (Lin et al., 2021). We present the

details in Lemma A.2.3.

3.4.2 From Perturbation to Competitive Ratio

We now show how to use the result proven in the previous section to prove our competitive ratio

bounds in Theorem 3.3.3. Our starting point is the assumption that the exponentially decaying local
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perturbation bound in Definition 3.3.1 holds for some C,Cy > 0 and pg, pr € [0,1), which is
established using the proof approach outlined in the Section 3.3.3.

As we discussed in Section 3.3.3, our proof contains two key parts: (i) we bound the per-time-
step error of LPC (Lemma 3.4.5); and (i1) show that the per-time-step error does not accumulate to
be unbounded (Theorem 3.4.2).

A key observation that enables the above analysis approach is that the aggregation of local per-
time-step error made by each agent at z} can be viewed as a global per-time-step error in the joint
global action x;. Following this observation, we first introduce a global perturbation bound that
focuses on the global action x; rather than the local actions x}. Recall that f; denotes the global
hitting cost (see Section 3.2). Define the optimization problem that solves the optimal trajectory

from global state x;_1 t0 Z44,—1

t+p—1
¢f(y’ Z) = alg min Z (fﬂ'(x‘r) + C‘r(xﬂ'a l’.,-,l))
Tt:t+p—1 =t
St Ty—1 =Y, Tigp1 = 2, (3.4

and another one that solves the optimal trajectory from global state z;_; to the end of the game

T
Yi(y) = argmin Y (fr(2,) + (w7, 2,1))
Lo T=t
s.t.xy1 =. 3.5

The following global perturbation bound can be derived from Theorem 3.1 in (Lin et al., 2021):

Theorem 3.4.1 (Global Perturbation Bound). Under Assumption 3.2.1, the following perturbation

bounds hold for optimization problems (3.4) and (3.5):

V(Y 2 — VP 2 Deo|| < Cape™ M ly — ¥/l + Capa? 7 ||z — 2],

‘ Jt(y)to - Jt(y%o

< Capd ™ Hly =/l
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—1
wherepgzl—Q-(,/l—i-z%—i-l) andC’G:%.

To make the concept of per-time-step error rigorous, we formally define it as the distance
between the actual next action picked by LPC and the clairvoyant optimal next action from previous

action z;_1 to the end of the game:

Definition 3.4.1 (Per-step error magnitude). At time step t, given the previous state x;_1, the (de-

centralized) online algorithm ALG picks x; € D,. We define error e; as

Ty — Jt(xt—l)t

(&3 Z:’

Using the local perturbation bound in Definition 3.3.1, we show the per-time-step error of LPC
decays exponentially with respect to prediction length £ and communication range r. This result

is stated formally in Lemma 3.4.5, and the proof can be found in Section A.3.2.

Lemma 3.4.5. For LPC with parameters r and k, e, satisfies

et = O (h(r)* - p¥ +Ca(r)® - 00 - (| — i |
t+k—1

+O (h(r)*-pg) D oy fo(a})

+ 0 (Cs(r)* - p7) frswmr (@4m0),

where C3(r) == 3" h(v) - pg.
Using the global perturbation bound in Theorem 3.4.1, we show 3/, ||z; — 2}||* can be upper
bounded by the sum of per-time-step errors of LPC in Theorem 3.4.2. The proof can be found in

Appendix A.3.1.

Theorem 3.4.2. Let xy, 27, 25, . . ., 2} denote the offline optimal global trajectory and x¢, 1, T2, ..., Ty

denote the trajectory of ALG. The trajectory of ALG satisfies that

H o2 H
2 0 2
X el < G 2

P t=1
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where Cy := max{1, Cg} and Cg is defined in Theorem 3.4.1.

To understand the bound in Theorem 3.4.2, we can set all per-time-step error ¢, to be zero
except a single time step 7. We see the impact of e, on the total squared distance 3, ||z, — 7 |*
is up to some constant factor of e,. This is because the impact of e, on ||z, — x}|| decays exponen-
tially as ¢ increases from 7 to 7'.

By substituting the per-time-step error bound in Lemma 3.4.5 into Theorem 3.4.2, one can
bound Zthl |z, — z7||° by the offline optimal cost, which can be converted to the competitive

ratio bound in Theorem 3.3.3.

3.4.3 Roadmap to Generalize the Proof to Inexact Predictions

In this section, we present a roadmap to generalize our proof to the case where predictions
of future cost functions are inexact. In the information availability model in Section 3.2.1, one
can study inexact predictions by introducing additional disturbance parameters {d;, wy, w¢} to the
3 types of cost functions and generalize them to f;(z},0}), ¢} (x}, z} |, w}), s¢(x}, z}, wf) for all
t € [Hl,v € V,e = (v,u) € £. {§/,w;,w} represents the disturbances in the cost functions
that are hard to predict exactly. Before the decentralized online algorithm decides each local ac-
tion, it receives the generalized cost functions f/(-,-),c/(-,-,"), s{(+, -, -) and noisy predictions of
the true disturbance parameters {07, w}, wy} within & time steps and an r-hop neighborhood. In
the LPC algorithm (Algorithm 2), the optimization problem 1/)&’5)) can then be solved with the
noisy predictions of disturbance parameters. To analyze the performance of LPC in the presence
of prediction errors, one can first generalize the exponentially decaying perturbation bounds in
Theorem 3.3.1 and Theorem 3.3.2 to include the perturbations on disturbance parameters similar
to what we already did in Theorem A.2.1. The prediction error on disturbance parameters will
result in an additional additive term in the per-step error bound in Lemma 3.4.5. If one is will-
ing to assume that the total sum of prediction errors is O(cost(OPT')), as in (Antoniadis et al.,
2020), one can derive a competitive ratio for LPC by substituting the per-step error bound into

Theorem 3.4.2. It is worth noting that the resulting competitive ratio will inevitably depend on the
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quality of predictions, and will converge to a limit larger than 1 (under imperfect predictions) as

the prediction horizon k£ and the communication radius r increase.

3.5 Application: Multiproduct Pricing

The networked online convex optimization problem captures many applications where deci-
sions at each node must be made online in a networked system. In this section, we give a concrete
example - the multiproduct pricing problem, which has been proposed/studied in the previous rev-
enue management literature (Talluri and Ryzin, 2006; Gallego and Topaloglu, 2019; Song and
Chintagunta, 2006; Caro and Gallien, 2012; Candogan, Bimpikis, and Ozdaglar, 2012; Chen and
Chen, 2015).

We consider a setting where a large company sells n different products and wants to maximize
its revenue by adjusting the prices of these products adaptively in a time-varying market. Each
vertex/agent v € V corresponds to a product and xj denotes its price at time ¢. An edge connects
two products v and w if they interact, e.g., because the products are complements or substitutes.

We assume a classical linear demand model based on Talluri and Ryzin (2006) and Gallego

and Topaloglu (2019) where the demand of v at time ¢, denoted as d}, is given by

Part 2
df =ay —kjap+ > 0y by,
Part 1 ueN;\{v} Part 3
with parameters ay, k;, by > 0, nﬁ“*”) € R and zj = 0 for any node v. Here, Part 1 corre-

sponds to the nominal demand at price z;; Part 2 adds the network externalities from v’s comple-

ments/substitutes, and Part 3 reflects the pent-up demand of product v due to high price at time

(u—v) (v—u)

t — 1. Note that the coefficient 7, can be different with 7, . For each undirected edge
e = (u,v), we define an aggregate coefficient
1 u—v v—=Uu
=5 (0 ). (3.6)
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Moreover, only the aggregated {+f}: . appear as network parameters after our reformulation.

The full revenue maximization problem can be written as

H H
max )Y apdi =Y aplay —Kay+ Y Ve by

t=1 vey t=1 vey ueNI\{v} (3.7)

s.t. 0<z} <D},

Under minor conditions, we can reformulate the revenue maximization problem above into our

theoretical framework. The proof details are deferred in Section A.6.1.

Lemma 3.5.1. Let® § := k} — > oy, Iy {e)| — %for veEVandl <t < H. Suppose
there exists ;1 > 0, £y > 0, b > 0and v > 0, s.t. inf,, & > p/2 > 0, sup,eyp ey ki < £y/2,
SUDyey e bf < b, and sup, yee en |17§u_w)| < 7. Then, Equation (3.7) has the same global

optimization solution as the following problem:

H H
min Y0NS (e) F eyl ) ) 0D s ay)

t=1 vey t=1 ec& (38)

s.t. 0<uay <p/

where

o\ 2
foxy) =& (xf— ) ,

287
(uw)/ u v (u,v) u (u,v) v 2
s (@, ap) = |y |<1‘t_39n<%7 >$t> )
U v v bv v v 2
ci(x], xy_y) = Et (xt - xtfl) .

In the cost minimization formulation, the node cost function f/(z}) is nonnegative, i-strongly
convex, and /y-smooth; the spatial interaction function is nonnegative, convex and (4)-smooth;
the temporal interaction function is nonegative, convex and (2b)-smooth.

In the remainder of this section, we discuss the performance and practical benefits of LPC

3bY; ., == 0 for any node v
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algorithms in the multiproduct pricing application. The decentralized nature of LPC is important in
this setting. Interpretable pricing algorithms (Biggs, Sun, and Ettl, 2021) are attractive in practice.
Our local pricing algorithm is indeed interpretable since the current price of a given product is
transparently determined by reliable predictions of demand in the near future as well as interactions
with directly related products. In addition, LPC needs less computation effort when exactly solving
the global multiproduct pricing problem is computationally challenging in practice. Specifically,
large online e-commerce companies maintain millions of products, which makes the entire network
difficult to store, let alone do computation over. Moreover, due to the ease of changing prices, e-
commerce companies often use dynamic pricing and change prices on a weekly (or quicker) basis,

which magnifies the computational burden.

3.5.1 Competitive Bound

We first state an immediate corollary of Theorem 3.3.3 and Lemma A.6.1. This result estab-
lishes the competitive bound in the revenue maximization setting of the product networks. We

defer the details of Lemma A.6.1 in Section A.6.2.

7 Ly -~ Ly— av
Corollary 3.5.1. Define b = sup, ,yee re(u) O /ai> € = SUDyey e[| ﬁ—%. Under the same con-
ditions as stated in Theorem 3.3.3, the competitive ratio of LPC for the revenue maximization

problem is at least

1= 200 (1) - ) + O (Culr)? - #4)

where A denotes the degree of the product network and 1 = max{2({; + Agfy) /1, ¢/}

3.5.2 Numerical study

In this section, we illustrate the performance of our algorithm in a practical setting. We in-
troduce our experiment setup, including the construction of a product graph, parameter regimes
of the demand function, several candidate pricing policies, and their performance measured in the
relative ratios (defined as the revenue achieved by a given algorithm divided by the global optimal

revenue).
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count mean std min 25% 50% 75% max

degree 2202.0 6.1 11.8 1.0 1.0 3.0 6.0 990

Table 3.1: Degree quantiles of the product graph.

Product graph

We construct product graphs based on the previous work in McAuley, Pandey, and Leskovec
(2015). Specifically, we utilize their results for popular products in the Baby clothes category
on the Amazon.com website. Methodologically, they build topic models trained to automatically
discover topics from the text (for example, product reviews and descriptions) that are successful
at predicting and explaining product relationships. They also incorporate other features such as
rating, product specifications, prices, and brands. For each given product in the Baby clothes
category, McAuley, Pandey, and Leskovec (2015) outputs its top 25 complements, and top 25
substitutes, ranked from the highest likelihood to the lowest likelihood. Since the product graph
1s deterministic in our model framework, we set a threshold of —0.1 for the likelihood scores to
translate from the probabilistic product relationship in McAuley, Pandey, and Leskovec (2015). If
the score is great than or equal to —0.1, we add the corresponding directed edge with its edge type
(i.e., complementary or substitutable) to the product graph. Then, we remove nodes * with degrees
more than 100 from the graph and further remove the isolated nodes after the previous removal.
Finally, we obtain a product graph with 2202 nodes and 6680 (directed) edges. The quantiles of

degree distribution are presented in Table 3.1.

Demand functions

We consider a dynamic pricing problem with a horizon of six weeks i.e. / = 6. During each

week, the intercept for the demand function, ay, is generated from a uniform distribution in the

“Two reasons are driving this decision. First, when the degree is greater than 100, it is greater than 95% percentiles
of the degree distribution. We view those nodes as outliers from the typical degree values and should be handled
separately. Second, for our problem remains solvable (or converge in a reasonable time) for Gurobi, we need to
maintain a certain level of convexity for the node cost functions. For nodes with degrees greater than 100, the node
cost functions are not convex.
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interval [1, 9]. We consider the feasible price interval to be [0, 5] and the slope &} := k" is sampled
from a uniform distribution in [0.95,1.05] for > all ¢ € [H] and v € V. We consider the cross-
product interaction strengths c to be bounded above by 0.09. Then, for each node, we simulate the
cross-product sensitivity coefficients 7'~ from a uniform distribution £, c] if there is a comple-
mentary edge from u to v, or from a uniform distribution [—c, —] if there is a substitutable edge
from v to v. Similarly, we simulate cross-period sensitivity coefficients by := b" from a uniform
distribution [b — 0.01,b] forall t € [H] and v € V where we consider b € {0.20,0.30}. We further
reduce this directed graph to an undirected graph and redefine the cross-product price sensitivities

on the undirected edges using the formula where ¢ := (u, v):

e

AE = (77(u—>v) +n(v—>u))

N | —

In the corresponding undirected graph, the number of nodes is 2202 and the number of edges is
6637. 81% of the edges are complementary type while 19% of the edges are substitutable type.
This difference is since the original inference model in (McAuley, Pandey, and Leskovec, 2015)

has greater confidence (and also better accuracy) in predicting the complements.

Results

We derive the closed-form solutions for four different pricing policies and compare their perfor-
mance against the optimal pricing policy which can be solved as a nonlinear programming problem
via Gurobi (Gurobi Optimization, LLC, 2022).

Naive policy. A naive solution often used in practice is to decide prices based only on the elasticity
of the product itself. In this case, the pricing policy is to solve the reformulated optimization

problem with only the node cost } .y ey & (27 — %)2, which gives

v
ay

261

SWith an average of the base demand (i.e., the intercept) 5, slope 1, the average actual demand for each product is
nonnegative on the [0, 5] price interval.

naive, =
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for each product v and time ¢. The total revenue under this naive pricing policy is

H
Revgaive = E naive; - d; (naive),

t=1

where d} (naive) is the demand for product v at time ¢ when implementing the naive policy.

Lookahead policy. We consider a policy that uses the predicted future price of each product but

still ignores the network effects. Specifically, we use a lookahead policy with & = 2. In the local

problem, the price of the product’s future week is set in a greedy way as ~=--. For any node v € V/

2610
and any t < H,
v bv bv
lookahead; = arg mm{gf(x _ )2 + £ (x — Y 1)2 + il@ at+1) }
28/ 2 287

_ ai +bjzy | + bt+1at+1/(2§ )
260 + by + bt+1

The total revenue under this lookahead pricing policy is

H
Revjookahead = Z lookahead; - d} (lookahead),

t=1

where d} (lookahead) is the demand for product v at time ¢ when implementing the lookahead
policy.

Network pricing policy. Another heuristic is to consider the network effects but ignores the tempo-
ral interactions. Specifically, we use the network policy with = 1. In the local problem, the price

of the focal node’s spatial neighbors is set greedily to be 54 L for such u’s. For any t < H,

25“

network, = arg min{&;(
xT

+ 30 g — sl ))?)

(u,w)EE

2&

(u,0) a!

B Clg + Z(u,v)eg Vi g
2513/} + 2 Z(u,v)eg ’715“7@)’
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for each product v. The total revenue under the network pricing policy is

H

Revnetwork - Z networkf d;) (network),
t=1

where d} (network) is the demand for product v at time ¢ when implementing the network policy.

LPC pricing policy. We apply our LPC algorithm with » = 1 and £ = 2 in this multiproduct

u
gy

pricing setting. Suppose our focal node is v, then the prices of its spatial neighbors are fixed as 267
t

ayiq
26011

and the price of its future week is set to be in the local problem. For ¢t < H,

a \o () Ot (wo)y, 2, O v 2, Ui Ay \o
)+ e (o —sgn(ye )" + o (e — 2 y)" + = (@ — o 5—)7,
26; (Mz)eg TS ! 2 1 2 26,
0+ e 1 G O+ b 5
287 + 2 Z(u,v)eg |%(u7v)| + b7 + b4

LPC} = argmin &, (z —

for any node v. The total revenue under the LPC pricing policy is

H
Revipe = Y LPCyd} (LPC),
t=1
where d (LPC) is the demand for product v at time ¢ when implementing the LPC policy.
Optimal pricing policy. Since the problem is quadratic, we can obtain its global optimal so-
lution via a nonlinear programming formulation solved by Gurobi software. This global optimal
solution gives us the offline global optimal revenue benchmark. Note that a requirement for this
problem to be convex is that k' — 3=, 1, [y len)| — % > 0.
We present our results for varying strength of network interactions, denoted by c. ¢ varies
from 0.01 to 0.09 with each 0.01 as increment. Recall that the temporal interaction strength b
is selected from {0.20,0.30} throughout the experiments. We report the relative performance
ratios of the heuristic policies against the offline global optimal benchmark in Figure 3.3. The

performance ratio is calculated by the actual revenue under each given policy divided by the offline

global optimal revenue. We also calculate the 95% confidence intervals for the performance ratios
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Figure 3.3: Performance ratios of different pricing policies.

through bootstrapped samples. We simulate 30 samples for each specified network strength c.
We observe for each subgraph, the performance of the Naive and Lookahead pricing policy drops
when the network interaction strength increases while the performance of the Network and LPC
pricing policy is relatively stable ®. We also observe that the performance gap between LPC and
Network policy (similarly the performance gap between Lookahead and Naive policy) increases as
the temporal interaction strength increases from 0.2 to 0.3 since the performance of Network and
Naive policy degrades when the temporal interaction strength increases.

In addition, we also observe LPC is able to closely follow the pricing trajectory of the globally
optimal policy even though it consumes much less information and enjoys a much faster imple-
mentation due to its convenient closed-form solution in the multiproduct pricing setting. LPC
solves our problem in 0.31 seconds on average while the Gurobi solvers takes 85.24 seconds (the
computation time is consistent across different simulated samples and parameter regimes. The de-
tails are presented in Figure A.2 of the Appendix). While the Lookahead policy smoothes out the
base demand curve with smaller jumps in magnitude, the LPC policy balances between Lookahead
and Network policies which can result in higher expected total revenue. We track price trajectories
under different policies for a random set of products and present them in Figure A.3.

Finally, we add another set of experiments to verify the performance of the proposed policies

when there exists a "prediction error" where instead of knowing the exact future intercept (i.e., ay),

® At the network strength 0.02 and temporal strength 0.3, the average performance of LPC is worse than Lookahead
policy. The potential reasons are two-fold: 1. at this particular parameter setup, the confidence interval (indicated
by the errorbar) is significantly larger and we are less certain about comparing relative performances of different
heuristics; 2. due to large temporal strength, we have used the nonconvex optimization solver in Gurobi. Although the
global solution converges, we are less confident about the exactness of the solutions when the violation of convexity
exists.
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Figure 3.4: Performance ratios with exact/inexact predictions (LPC vs LPC-inexact).

we use its mean in the lookahead step.

LPCipexact pricing policy. To deal with the inexact prediction issue, we consider a policy called
LPCiexact that uses a heuristic price 2&“ where @' 1s the expected value of a;. In other words, we
assume the decision-maker is able to estimate the mean of the intercept based on historical data.

The prices of its spatial neighbors are still fixed as %u. For any node v € V and any ¢t < H,

CLU u,v au u,v
(LPCins)y = arg min g (v = 55)°+ 3 "™l (55 — sgn(™)a)*
t t

T

(u,v)e€
B, W, @
Py B 2&)2,

287 +2Zuv €€ |7tuv |+bv+bt+1

The total revenue under the LPC;;exac¢ pricing policy is

H
= Z (LPCinexact ) ;) d;} (LPCinexaCt ) 5

t=1

RGULPC

inexact

where d} (LPCjjexact) is the demand for product v at time ¢ when implementing the LPCjexace policy.

In Figure 3.4, we observe no practical performance degradation from the inexact predictions.

3.6 Concluding Remarks

In this work, we introduce and study a novel form of decentralized online convex optimization

in a networked system, where the local actions of each agent are coupled by temporal interactions
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and spatial interactions. We propose a decentralized online algorithm, LPC, which leverages all
available information within a prediction horizon of length £ and a communication radius of r
to achieve a competitive ratio of 1 + 5(;»_’%) + 5(,0@) Our lower bound result shows that this
competitive ratio is order optimal. Our results imply that the two types of resources, the prediction
horizon and the communication radius, must be improved simultaneously in order to obtain a
competitive ratio that converges to 1. That is, it is not enough to either have a large communication
radius or a long prediction horizon, the combination of both is necessary to approach the hindsight

optimal performance.
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Chapter 4: Dynamic matchmaking on gaming platforms

4.1 Introduction

The online video gaming industry has consistently been expanding in the recent decade. The
global market is estimated to be worth $268.8 billion U.S. dollars annually in 2025, up from $178
billion U.S. dollars in 2021. Currently, there are an estimated 1 billion online gamers worldwide.
In 2025, online gaming audiences are projected to surpass 1.3 billion . Among the entire market
of online video games, one large sector is online competitive games, where players play against
one another (one-on-one or in teams). For competitive games, players often have a rating score that
measures their skill attribute in this game. Players can improve their scores gradually by winning
games and the increase in the rating depends on the other opponent’s rating as well. For example,
winning a game where the opponent has a poor rating does not increase the winning player’s rating
much. Players’ ratings can decrease as well if losing a game. Managing users’ engagement is
crucial to gaming platforms, especially to free-to-play video games since the majority of revenue
(the sales of digital products and advertising) is directly from the daily active users (DAU). In
this work, we consider a general dynamic match-making model to improve players’ engagement,
specifically through balancing players’ average waiting time and matching quality. Moreover, we
focus on understanding a popular matching heuristic in practice - the bubble algorithm, establish
the theoretical guarantees of this heuristic under our model and provide insights for practitioners
on tuning the parameter of this algorithm to achieve better engagement measurement.

Related Work. Our proposed work is related to recent studies on different match-making algo-
rithms to improve players’ engagement with online gaming platforms. Chen et al. (2017) consider

a static model where the objective is to minimize players’ churn risk. They assume all players

Istatistics source: https://www.statista.com/topics/1551/online-gaming/
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have arrived and then define a complete graph connecting every pair of nodes. The edge weights
are defined as the probabilities of churning for either of the connected players. Huang, Jasin, and
Manchanda (2019) propose a two-stage procedure where they first estimate user engagement state
(high, medium, low) with a hidden Markov model and then propose a heuristic matching algorithm
that leverages the engagement state information of players. Chen, Elmachtoub, and Lei (2021) fo-
cus on a geometric losing streak model where players have a fixed probability to churn after each
consecutive loss in the game. In contrast, our proposal aims to understand the long-run behavior
of the players incorporating both match-making quality as well as waiting times. Our model also
enables us to analytically obtain the performance guarantee of the Bubble algorithm compared to
the offline optimal benchmark.

Our proposed work also contributes to the literature on the general dynamic/online matching
problem where the same trade-off is studied between matching available pairs now versus wait-
ing for (potentially) better matches in the future. Ashlagi et al. (2019) provide an approximation
matching algorithm when customers arrive online and stay for a fixed number of periods before
leaving. Aouad and Sarita¢ (2020) propose approximation algorithms for dynamic matching over
edge-weighted graphs, where customers arrive and leave the platform following a stochastic pro-
cess. In contrast, we consider the setting where the players arrive stochastically and stay in the
platform until matched and penalize the waiting time by imposing a waiting cost, and the edge
weight (i.e., matching cost) is related to the ratings of matched players, both of which costs are

estimated directly from our collected real-world dataset.

4.2 Model

In this section, we introduce our dynamic matching model for 1-versus-1 online competitive
games. We study a continuous-time model, where players arrive according to a Poisson process
with a rate \. We consider a fairly long time horizon 7" and index the players by their arriving
sequence. Denote the time when the i-th player arrives as J; € (0,7] fori = 1,2,---. N, denotes

the number of players arrived by time ¢ for ¢t € (0,7]. After arriving, players stay in the system
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until they get matched to an opponent or a bot. Once matched, the matched pair leaves the system.

The skill attribute of each player is measured by Elo rating. We denote the skill for ¢-th arriving
player as X;. We assume {X;};>; are i.i.d independent. The distribution of X; is known but we
observe its realization at time .J;. We consider a parametric class of matching cost and waiting
cost functions. The matching cost is a power of the Elo difference for the matched pair, i.e.,
f(X;, X;) = |X; — X;|" for some kj; > 0 if the i-th player is matched to the j-th player 2.
For any ©+ = 1,..., Np, we denote the time waited by i-th player before getting matched as ;.
The waiting cost is a power of the waiting time: g(WV;) = wa for some ky > 0. Although the
class of power law cost functions defined on = € [0, +00) are simple, it contains a broad spectrum
of possibilities on how players react to waiting time or matching quality, for example, it covers
linear cost functions when k£ = 1; convex cost functions when &£ > 1; concave cost function when
k < 1. Notably, when £ — 0, it models the cost function where the penalty is zero when there
is no waiting time or mismatch and a constant cost otherwise; when & — 400, it models the cost
function where the penalty exists only when the waiting time or mismatch is above a threshold of
1 and O otherwise. The relative weight between matching cost and waiting cost is controlled by
another model primitive c € R .

To define non-anticipate matching policies, we denote {F; }:>¢ as the canonical filtration gen-
erated by the Poisson arrival process, current waiting times and realized Elo ratings of arrived
players, i.e., F; = o(Ny, W;, X; -t < t,J; < t). A matching policy 7 describes an F;-adapted
stochastic process { M[" }+>o where M is a matching made at time ¢ within arrived players (includ-
ing players arriving at time ¢). We let M™ = Ug<;<7 M denote all matchings during time [0, 7).
The objective is to minimize the average waiting and matching cost per player in the system. Note
that we assume an even number of players such that all players can be matched. The average cost

per player of policy 7 is given by

1 1
C™ =limsup— | > gWi)+c- Y SF(Xn X5 (4.1)

T=oo YTy 7 <T i,:(i,5)EM™

%For player i or player j, the matching cost is % f(X;, X;), which adds up to the matching cost for this pair.
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4.3 Bubble algorithm

In this section, we introduce a popular heuristic that is actively used in the gaming industry to
trade off between waiting cost and matching cost and show its theoretical performance guarantee
under our model assumption. A bubble algorithm operates as follows: every player is placed on
the Elo line once arrived; then the algorithm grows a bubble around the player which expands over
time; when two bubbles touch, the two players get matched and leave the system. We denote the
bubble expansion rate as « and the resulting matching as M. Larger values of « lead to a shorter
waiting time for players but potentially worse matching quality. We illustrate this trade-off via a
simple example below.

Example 1. Consider four players arrive sequentially at times 1, 2, 3, 4 and their Elo ratings are
the following: X; = 500, X, = 700, X3 = 550 and X, = 750. A large « (e.g. ay = 200 Elo per
time unit) will match players 1 and 2 once player 2 arrives, and then match players 3 and 4; while
a small « (e.g. a = 50 Elo per time unit) will match player 1 and 3 once player 3 arrives, and
then player 2 and 4. The waiting time under o7 is 1 time unit for players 1 and 3, 0 waiting time
for players 2 and 4; the waiting time under oy, is 2 time units for players 1 and 2, 0 waiting time
for player 3 and 4. The average matching distance under « is 200 while the average matching
distance under «;, is 50.

In the remainder of this section, we characterize how one selects the optimal expansion rate
« to trade off the matching and waiting costs under different model primitives. Our first lemma
states an important property of the bubble algorithm relating the matching distance to the waiting
times of any matched pair: the distance between two matched players is upper bounded by bubble

expansion rate o multiplied with the sum of waiting times of the two players.

Lemma 4.3.1. Suppose the i-th arriving player is matched with the j-th arriving player by a

Bubble algorithm with rate o. Then,

| X — X < a(W; + W)
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where X; (resp. X) is the Elo rating of player i and player j, and W; (resp. W;) is the waiting

time of player i (resp. player j) on the platform.

Proof of Lemma 4.3.1. 'W..0.g, we assume player ¢ arrives earlier than player j. Once player
1 arrives, the bubble around him/her starts to expand at the rate of «. Since player ¢ matches with

player j, player j must be the first player that :’s bubble touches. There are two possible cases.

* Case 1: player j arrives within player ¢’s bubble. Then their matching distance is bounded

by the the bubble radius after waiting for W; time, i.e., | X; — X;| < alV;.

» Case 2: player j arrives outside player i’s bubble. Then player j starts to grow his/her
bubble and two bubbles touch. Their matching distance is bounded by the summation of two

bubbles’ radii, i.e., | X; — X;| < aW; 4+ aWW;. Q.ED.

When « is arbitrarily close to 0, the corresponding bubble algorithm matches players as if using
offline greedy policy; when « approaches infinity, the corresponding bubble algorithm matches
players as if using online greedy policy. Although the bubble algorithm is greedy in nature, with an
appropriate expansion rate «, it still performs well in practice. In Section 4.3.1 and Section 4.3.2,

we establish the theoretical performance guarantee for bubble algorithms under our model.

4.3.1 Lower bound on the average cost

We develop a lower bound on the long-term average cost per player. Recall that ky,(resp. k)
is the power of matching cost function f (-, -) (resp. waiting cost function g(+)), and c is the relative

weight between waiting cost and matching cost.

Theorem 4.3.1. Assume players arrive according to a Poisson process with rate A and Elo ratings
are independent uniform distribution rescaled between |0, 1]. We further restrict to policies that
have steady-state distributions. The long-run average cost per player under any such policy m, has

the following lower bound in terms of arrival rate and model parameter c:

) _ kwky Ey
inf C™ = QN Fwikm chw+kar ),
™

86



Proof of Theorem 4.3.1. X (resp. Y) denotes the Elo rating difference (resp. arrival time differ-
ence) of matched pairs under a given policy 7 in the steady state. Then, we define the following
random variable,

H = g X R 4y R

The long-run average cost is lower bounded by the expectation of H, i.e.,
+o0
C™ > E[H] :/ P(H > b)db.
0

We represent an arrival by a point on the 2-D plane, where the x-axis denotes the player’s rating x
and the y-axis denotes the arrival time ¢. The distance between any two arrival (x1,t1), (x2,t5) are

defined as follows:
. c k k
dlSt((SEl,tl), (.fg,tz)) = §|£L'1 — CC2| M ‘tl — t2| W,

The event of H > b is equivalent to the event that there is no other arrival within a total distance

of b to the current arrival. Then, we have
P(H > b) = P(no another arrival within cost b) > e~ ()

where A(b) is the area of {(z,y) : £[x|* + |y[*» < b}. Recall that X is the arrival rate of the
Poisson process. The last equality is since the arrival process can be viewed as a Poisson process
with the uniform rate A on [0,1] x R,. Moreover, A(b) C {(z,y) : Slz[™™ < b, |y/"™ < b}

Therefore,
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The long-run average cost is lower bounded by the following:

—+00 -
— / e " db
0

where \ = 4)\(5)_% and k = ;- + . Moreover,
oo \pk 1 Feo 1
/ e Ndb = —/ e My tdy
0 k Jo
11 1/+oo —t, i1
= — k etk dt
[t
11.._ 1
_E(i)k (E)
1.1
— \= 71-‘ - 1
SECERY

where the first equality is by a change of variable z = b*, the second equality is also by a change
of variable ¢ = \z, the third equality is by definition of Gamma functions, and the last inequality

is by property I'(x + 1) = 2I'(z).

111
O™ > (=)i0(5 +1
> ()T +1)
— (4)) R (g)kvf%fr(% +1)
kw kg kw

= Q()\_ kw+kn ckw+kp )

4.3.2 Performance bound for Bubble algorithm

We further show that Bubble algorithm with the optimal expansion rate achieves a cost within
a constant factor compared to inf, C7.

Theorem 4.3.2. Under the same modeling assumptions as in Theorem 4.3.1, with the optimal

kar—k

_ 2 M ~ ~ . .
bubble expansion rate o* = ¢ *wtkm \*w+knm ¢ where ¢ is a constant depending only on ky, and
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ks, the long-run average cost per player under bubble algorithm has the following upper bound:

_ kyvkw kw
(OBubble _ O(/\ Ear+hw ekw ks )

To establish Theorem 4.3.2, we use the following lemma to bound the tail distribution of wait-

ing time for any given player.

Lemma 4.3.2. Given a Bubble algorithm with expansion rate o, under the steady state, a player’s

waiting time W has the following probabilistic bound, for a given x > (),
P(W > ) < exp(—Aax?).

Proof of Lemma 4.3.2. W is upper-bounded by the time it takes for some future player to land
within the current player’s growing bubble. The bubble around a given player starts to expand with
rate e once this player arrives. Given any € > 0, divide the time 0 = t) < t; < --- < t,, = x such
that sup; |t;11 — t;| < €. During time (;,¢;11], the bubble contains at least a length 2\«t; interval

on the Elo line.

P(no arrivals in (¢;, ¢;11]) < P(no arrivals in (¢;, ¢;,1] for a Poiss(2A«t;) process)
= exp(—2/\ati(ti+1 - tz))
Since the Poisson process has independent increments,
n—1 T
P(no arrivals in (0,¢]) < H exp(—2Aat;(tiv1 — t;)) = exp(—?)\a/ tdt) = exp(—Aax?).
0

=0

Proof of Thereom 4.3.2. Using Lemma 4.3.2, we have the following bound on the expectation of
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the waiting cost, E[g(TV)],

=]

. 4.2)
— k:W/ ykW_le_Ao‘fdy
0
+oo t k-1 1
=k — )"z e t——dt2
W/O ()\Oé) vV o
)T

(E 7+1)

where the third equality is by Fubini—Tonelli theorem for non-negative functions, the first inequli-
aty is by Lemma 4.3.2, the second last equality is by a change of variable ¢ = \ay?, and the last
equality is by the definition of Gamma functions.

Consider the matching distance in the steady state between two matched players ¢ and j. Then,

by the property of bubble algorithm in Lemma 4.3.1,
X = X;| < (Wi + W5).
We further bound the matching cost by a function of the waiting time.

E[f(X:, X;)] = B[ X; — X;|"™]
< oM E[(W; + W)
< oM max{1, 28 T Y (E[WM] + ]E[WfM])
kv Ry

1
< 20FM max{1, 2’“M’1}(E) 2 F<7 +1)

k
= 2(2)"% max{1, 2" 1022 4 1)
A 2
where the second inequality is by Jensen’s inequality for k), > 1 and by first principles for 0 <
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knr < 1; the third inequality is by (4.2).
Given a bubble expansion rate «, let C“ denote the corresponding long-run average cost per

player. Then,

1 kw k}W QL ko kar—1 /{ZM
< () F T+ 1) + () F max{1, 2 (22 41),

¢ 2

N

where we observe that the matching cost is increasing with o and the waiting cost is decreasing

with «.

1 kw M
CEe < inf {(E)’Er(%w + 1)+ () max{1, 2’w—1}r(%M + 1)}

kw _ kymkw ky Co
= ckwthkw \ kuthw (CTCI +

o)
Cc 2

where ¢; = max{1, 2" 13D (5L + 1), ¢y == [(% + 1), and ¢ := (%)kwikwf. The optimal

2 kp—kw
af =c¢ Fwrkn NevtEw e, Q.E.D.

4.4 Numerical studies

In this section, we demonstrate how a company could use the bubble algorithm to increase the
engagement of players. We use data from a start-up gaming company Prismata with relatively a
smaller active user base. On the Prismata platform, the waiting time for matching with another
player is usually not negligible, and balancing between waiting time and matching quality is a key
question for players’ engagement.

Prismata Dataset. We use the Prismata dataset from 2020,/01/18 to 2021 /03/05. On the Prismata
platform, players hit start_automatch when they enter the platform and look for matches; after
waiting some time, players either get matched to an opponent or bot or leave the platform. We
also have additional information on departures by looking into the cancel_automatch activities.
A player can also leave without hitting the button of cancel_automatch, however, in this case,

the departure is not logged in the dataset. From our historical data, we have information about
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the arrivals and departures: 1) the time stamp when players enter the platform; 2) the time stamp
when some players get matched; 3) the time stamp when some players hit cancal_automatch. In
summary, there are 230,217 logged arrivals within the period. The departure rate is 11.0% among
all arrivals, and the overall matched rate is 89.0%, including 38.5% are matched with a bot and

50.5% are matched with an actual player.

4.4.1 Estimation of system parameters

In this section, we estimate system parameters: arrival rate, waiting power, matching power,

and relative weighting between waiting cost and matching cost under our model.

Estimation of arrival rate.

We first estimate the average arrivals per minute at different hours of the day. In Table 4.1, we
present the arrival rate from hour O to hour 23 in UTC.

We further bucket the arrival process into High and Low arrival rate regimes, specifically UTC
hour 0 — 3 and 17 — 21 as the High arrival rate regime, and 4 — 16 and 22 — 23 as the Low arrival
rate regime. The user base is mostly in North America, and hence the observed high arrival regime
is during afternoons and evenings in players’ timezone. The average arrival rate per minute is

summarized in Table 4.2.

Estimation of waiting power

The waiting time and matching distance are often correlated since they are both (implicitly) de-
cided by the current matching policy on the Prismata platform. The endogeneity makes it difficult
to disentangle the effect of waiting time from the matching quality on players’ engagement. How-
ever, one nice characteristic of our dataset helps us separate the effect of waiting time and matching
quality: players only know the quality of their matching (i.e., rating difference between players)
once matched. Therefore, the departed players are not departed due to the current matching quality.

Next, we explain our procedure for estimating the waiting power in the cost function via maxi-
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total arrivals arrival per minute

hour

0 14851 0.60
1 12072 0.49
2 10388 0.42
3 10512 0.42
4 8928 0.36
5 8681 0.35
6 7869 0.32
7 8079 0.33
8 8232 0.33
9 8655 0.35
10 8856 0.36
11 8571 0.35
12 8843 0.36
13 8833 0.36
14 8568 0.35
15 8775 0.35
16 8970 0.36
17 10255 0.41
18 10486 0.42
19 10304 0.42
20 10376 0.42
21 10230 041
22 9289 0.37
23 9594 0.39

Table 4.1: Arrival rates at each UTC hour

mum log-likelihood methods. We model players’ waiting behavior as follows: each player ¢ spends
a maximum amount of time Z; waiting on the platform and leaves the platform if not matched af-
ter time Z;. In the Prismata dataset, we observe a truncated version of Z;, which are the logged
waiting times W;. Z; is W; when a player cancels his/her match request and is a right censored
version of Z; when a player is matched with either bots or other players. We denote the players’
(homogeneous) survival function as Sy (t). Sw(t) = P(Z; > t) defines the survival probabil-
ity that a player is still on the platform after waiting for ¢ minutes for any ¢ > 0. h(¢) denotes
5'(t)

the corresponding hazard function, i.e., h(t) = — S0 - In the following, we derive the maximum

log-likelihood procedure to estimate the waiting power.
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total arrivals number of hours arrivals per minute
arrival rate regime

Low 130743 15 0.35
High 99474 9 0.45

Table 4.2: High/Low arrival rates regimes

Maximum log-likelihood Procedure. We consider the following regression model for the hazard
rate function:

h(t) = Byt ! (4.3)
where By, ky > 0. Then, by integrating the hazard rate function, we have

thw

S(t) =exp~ Jo hydr exp VW (4.4)

Recall W, denotes the waiting time for the i-th player and we further define the dependent variable

as Y; := I{player i is matched}. For a given Sy, ky, the log-likelihood ¢( By, k) follows:

n

(8, k) = log (HP(YE =y, Wi = wz)) = Z (log(IP’(Y; = yi|Wi = w;)) + log(P(W; = wz)))

=1

4.5)

The distribution of W; is considered to be determined under the current matching policy at
Prismata, which is not a function of 3y and ky. Under this setup, the MLE estimator for 3y, and

kw 1s equivalent to the solution to the following minimization problem:

wkw wkw
1 E —_ — g | 1-— — By —— . 4.6
/Brwr/l’lknw iy =1 5W few i3 =0 Og( exp( BW kw )) “o

For numerical stability, we perform a change of variable

w
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waiting time (in mins) waiting time (in mins)

count 106026 count 23192
mean 1.84 mean 3.78
std 2.79 std 4.95
min 0.00 min 0.02
25% 0.08 25% 0.28
50% 0.62 50% 1.52
75% 2.14 75% 547
max 15.00 max 22.00
(a) matched players (b) departed players

Table 4.3: Waiting time statistics

Then, we rewrite the minimization problem as follows:

min | Y yww™ — > log (1 — exp(—yww;™))| . (4.8)

wikw
v By =1 i:y;=0

Estimation results. When matching with bots, the waiting time is within seconds, which is not
comparable when matching with other players or departing the platform. Moreover, we don’t
observe whether the player joins the game after matching with bots, which causes the waiting time
to be less meaningful when representing users’ engagement. Hence in the following section and
throughout, we only consider the arrivals that are either matched with another player or leaving the
platform *. We remove the extreme observations which have waiting times beyond 95% quantile
in the logged data, and present the statistics of the remained observations in Table 4.3: the waiting
time for matched players has a both smaller mean and standard deviation compared to the players
who depart the platform. Next, we use the aforementioned MLE procedure to estimate the waiting
power. We report the estimation results in Table 4.4. The waiting power is estimated as 0.207 with

high statistical significance.

3Some players hit start_automatch again after waiting a couple of seconds and eventually leave. In this case, we
count this as one departure and add two waiting times as the player’s waiting time.
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Dep. Variable: matched Log-Likelihood: -59141.

Method: Maximum Likelihood AIC: 1.183e+05
No. Observations: 129218 BIC: 1.183e+05
Df Residuals: 129217

coef std err z P> |z| [0.025 0.975]

kw 0207 0.004 55.314 0.000 0.200 0.215
yw 0209 0.001 151.753 0.000 0.206 0.212

Table 4.4: Fitting results for waiting power

Estimation of matching power

We use a similar method to estimate k), in the matching cost. The main difference is that there
are no observations where the players cancel_automatch due to the large matching distance. This
is because of the limitation of our dataset: we only observe matching distance when two players
are matched by the platform. In other words, there are no logs of players leaving the system due to
a large matching distance.

Due to this data limitation, we use a surrogate dependent variable by looking into the next
round interaction (i.e., the next log of start_automatch) with the platform. If a player does not
enter the platform again within a prefixed time window, we define the player as churned *. We
assume the following players’ behavior: each player ¢ is willing to accept a maximum amount
of absolute matching distance M, and churns if the matching distance is above the threshold.
In the Prismata dataset, we observe a censored version of M;, which are the logged matching
distance D; = |X; — X,,(;)| where m(i) denotes the opponent for player i under the current
matching policy at Prismata. We denote the players’ (homogeneous) survival function as Sy, (x).
Sy (d) = P(M; > d) defines the survival probability that a player is not churned after being
matched for an Elo distance of d for any d > 0. h,;(d) denotes the corresponding hazard function,

ie., hy(d) = —?E EZ;. In the following, we derive the maximum log-likelihood procedure to

estimate the waiting power.

4The current threshold is two hours. We also vary the cutoff time window to verify our analysis is not sensitive to
this threshold.
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absolute rating difference absolute rating difference

count 85841.00 count 14897.00
mean 143.66 mean 150.36
std 98.13 std 102.04
min 0.00 min 0.04
25% 62.20 25% 64.60
50% 128.78 50% 134.82
75% 211.36 75% 223.97
max 392.97 max 392.38
(a) no-churn players (b) churned players

Table 4.5: Current matching distance statistics

Maximum log-likelihood Procedure. We assume that the hazard rate function
har(d) = Bard™ L, (4.9)

y; = 0if not churned and 1 if churned. d; is the observed matching distance for player <. Then, the

MLE estimator for 7yy;, k) is the solution of the following minimization problem:

Yk

min [ yud™ = Y log (1 — exp(—yud;™))
=0

iy =1

Estimation results. In the Prismata dataset, for players who are matched at the current game,
the churn rate is 15.06%; for players who are not matched at the current game, the churn rate is
48.82%. The two populations (i.e., players who are matched at the current game and those who are
not) are different regarding the churn risk. Moreover, players who are not matched don’t observe
the matching distance. As a result, we will not be able to analyze the effect of matching distance
on those players. In this section, we will focus on the churn risk for the players who have matched
in the current game.

We remove the extreme observations in the logged data, i.e. if the matching distance is greater
than the 95% quantile of the matching distance for all matched players. We present the statistics of

the current matching distance in Table 4.5. For players who do not churn after playing the current
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game, their current matching distance has a both smaller mean and standard deviation compared
to those who churn.

We use the same MLE procedure after normalizing the absolute matching distance by the sam-
ple standard deviation. Note that the dependent variable is now whether the player churns after the

current game. We report the estimation results in Table 4.6.

Dep. Variable: churn Log-Likelihood: -42199.
Model: MyOLS AIC: 8.440e+04
Method: Maximum Likelihood BIC: 8.440e+04
No. Observations: 100738

Df Residuals: 100737

coef std err z P> |z| [0.025 0.975]

ky 0.0372  0.008 4743  0.000 0.022 0.053
vv  0.1599  0.001 121.802 0.000 0.157 0.162

Table 4.6: Fitting results for matching power

The fitting result shows that if our objective is to minimize the risk of churning once matched,
the corresponding power for matching distance is 0.0372 with 95% statistical significance. One
potential problem with the fitting result above is that the matching distance and waiting time are
correlated, and players may churn based on the long waiting time of the previous game. However,
we observe empirically that the correlation between waiting time and churn is weak and waiting
time affects mostly whether the player is matched at the current game. We fit the waiting power
using churn as the dependent variable for both the matched population and the departed population
and present the results in Table 4.7 and Table 4.8. There is no statistical significance on whether
waiting time affects the churn behavior for the departed population and although there is some
statistical evidence that the waiting time can further affect the churn behavior for the matched
population, the waiting power is negligible compared to the magnitude when fitting against the

waiting time.

98



Dep. Variable: churn Log-Likelihood: -16068.

Model: MyOLS AIC: 3.214e+04
Method: Maximum Likelihood BIC: 3.214e+04
No. Observations: 23192
Df Residuals: 23191

coef  stderr z P> |z| [0.025 0.975]

kw -0.0050 0.005 -1.057 0.291 -0.014 0.004
yw 0.7174  0.007 106.572 0.000 0.704 0.731

Table 4.7: MLE fitting results on the effect of waiting time for departed population

Dep. Variable: churn Log-Likelihood: -44928.
Model: MyOLS AIC: 8.986e+04
Method: Maximum Likelihood BIC: 8.986e+04
No. Observations: 106026

Df Residuals: 106026

Df Model: 0

coef std err z P> |z| [0.025 0.975]

kw 0.0057 0.002 2926 0.003 0.002 0.009
vy 1.9008 0.008 244.042 0.000 1.886 1.916

Table 4.8: MLE fitting results on the effect of waiting time for matched population

Relative weight between waiting and matching cost

The relative weight between waiting and matching costs depends on the platform’s objective
of balancing current matched players and the future no-churn players once matched. To maximize

the matched players, the objective is to match the survival probability:

— i tEW 4.1
max exp (—ywt™), (4.10)
which is equivalent to
min "7 (4.11)
t,d>0
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Figure 4.1: Performance of different bubble algorithms

Similarly, to maximize the no-churn probability for the matched players, the optimization problem
can be expressed as the following:

max exp (—ywt™) - exp (—vyard™), (4.12)

which is equivalent to minimize

max W + IM ghar (4.13)
t,d>0 Yw

The relative weight between waiting and matching costs depends on how the platform balances the
matching of the current players versus the future churn behaviors. Nevertheless, we show that the
platform can achieve lower waiting costs and matching costs simultaneously via a clever choice of

the bubble expansion rate.

4.4.2 Select bubble expansion rate.

We consider the following bubble expansion rates, o € [10, 15, 20, 25, 30, 35, 40, 50], which
is measured as Elo per minute. We simulate the matching from the existing dataset as follows:
for a given player, we find the next arrival such that the two player’s bubbles will touch and then
remove these two players from the dataset. The corresponding waiting times and matching distance
are recorded to further calculate the waiting/matching cost of the new matching. We observe the

increase in waiting cost and the decrease in matching cost as the bubble expansion rate increases.
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«  waiting cost reduction matching cost reduction

10 -7.50% 1.22%
15 -1.46% 0.83%
20 2.73% 0.56%
25 6.03% 0.35%
30 8.53% 0.18%
35 10.68% 0.06%
40 12.38% -0.04%
50 15.49% -0.12%

Table 4.9: Relative cost reduction compared to the benchmark

We plot the original matching average waiting/matching cost as the benchmark. From Figure 4.1,
we observe that v € {20, 25, 30, 35} Elo/min achieves a good balance between matching cost and
waiting cost, which reduces both costs compared to the benchmark costs in the original dataset.

In Table 4.9, we present the relative cost reduction (the larger, the better) under different Bubble
expansion rates. When o = 20, the Bubble algorithm has a relative reduction of 2.73% in the
waiting cost and 0.56% in the matching cost; when o« = 25, the Bubble algorithm has a relative
reduction of 6.03% in the waiting cost and 0.35% in the matching cost; when o = 30, the Bubble
algorithm has a relative reduction of 8.53% in the waiting cost and 0.18% in the matching cost.
The platform may choose any of the three above rates based on their relative weight on reducing
waiting costs versus matching costs.

If the platform has the flexibility to vary the bubble expansion rate based on the arrival rate, it
can further improve the waiting and matching cost. Based on the theoretical results, the expansion
rate should increase when the arrival rate is lower. We select the different high/low bubble expan-
sion rate pairs and plot their relative improvements over the original matching policy in Figure 4.2.
The orange line plots the relative percentage reduction in waiting costs and matching costs for a
single bubble expansion rate; the blue circle plots the reduction in both costs for a pair of bubble
expansion rates (high expansion rate when the arrival rate is low and low expansion rate when the
arrival rate is high); the green triangle plots the reduction in both costs for a pair of bubble expan-

sion rates (low expansion rate when the arrival rate is low and high expansion rate when the arrival
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Figure 4.2: Relative cost reduction with different expansion rates

rate is high). We observe that the blue circles achieve a higher matching cost reduction at the same
waiting cost reduction level compared to the single expansion rate policy while the green triangles
achieve a lower matching cost reduction at the same waiting cost reduction level compared to the
single expansion rate policy, which empirically verifies our theoretical insights on increasing the

expansion rate when the arrival rate is lower.

4.5 Conclusion

In this work, we introduce and study a general dynamic match-making model to improve play-
ers’ overall engagement. For companies with a relatively thinner market, there is a key trade-
off between waiting time and matching quality. We show that under a weighted combination of
power-law waiting/matching costs, the Bubble algorithm achieves a constant factor competitive
ratio compared to the offline optimal benchmark. In the empirical part of this work, we show how
companies can estimate the powers from players’ activity logs data and further tune the Bubble

expansion rate based on players’ arrival rates.
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Appendix A: Details in Chapter 3

A.1 Notation Summary and Definitions in Chapter 3

The notation we use throughout the chapter is summarized in the following two tables.

Table A.1: Notation related to the graph/network structures.

Notation Meaning
G = (V,€&) | The network of agents connected by undirected edges;
dist(u,v) | The graph distance (i.e. the length of the shortest path) between two vertices « and v in G;
N The r-hop neighborhood of vertex/agent v in G, i.e., N} := {u € V | dist(u,v) < r};
ON] The boundary of the r-hop neighborhood of vertex/agent v, i.e., N7 = N \ N/,
h(r) The size of the largest r-hop boundary in G, i.e., h(r) := sup, |ON][;
A The maximum degree of any vertex v in G;
E(9) The set of all edges that have both endpoints in .S, where S C V;
Sy The extension of S by 1-hop, i.e., S = SU{u | Jv € Ss.t. (u,v) € £};
N((f;g) {r€Z|t <7 <t+k}x N], which is a set of (time, vertex) pairs;
oN®) N ((tk’r) \ N, (k=1r=1) \Which is a set of (time, vertex) pairs;

(tv)

v) (t.v)
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Table A.2: Notation related to the optimization problems.

Notation Meaning
II1l The (Euclidean) 2-norm for vectors and the induced 2-norm for matrices;
H The whole horizon length of Networked OCO problem;
[H] The sequence of integers 1,2, ..., H;
Sm For any positive integer m, S™ denotes the set of all symmetric real m X m matrices;
Yyt The sequence yi,, Y1, +1, - - - , Yt,» fOI Lo > 1q;
xy The individual action of agent v at time step ¢. It is a vector in R™;
o The joint action of all agents in set S C V at time ¢, i.e., 77 = {2V },cs;
X The joint action of all agents in V at time ¢, i.e., z; = {2} },ey. Itis a shorthand of z};
] The offline optimal joint action of all agents at time ¢;
zj‘t The clairvoyant joint decision of all agents at time 7 given that the joint decision is z; at time t;
fE(zy) The node cost function for agent v € V at time step ¢;

¢ (x7)
ft(l't)
c(xy)

(k)
w(t,v) (.7 )

()

The temporal interaction cost function for agent v € V) at time step ;

The spatial interaction cost for edge ¢ = (v, u) € £ at time step ¢;

The strong convexity constant of node costs f};

The smoothness constant of node costs, temporal interaction costs, and spatial interaction costs;

The feasible set of z} for agent v at time ¢. It is a convex subset of R";

The minimizer of node cost function for v at time ¢ subject to Dy, i.e., 6} = arg min ¢ po f'(y);

The total node costs and spatial interaction costs over a subset S C V at time ¢, i.e.,

[E@?) =2 es FE (@) + X wees) st (ay,xp);

The total temporal interaction costs over a subset S C V at time ¢, i.e., ¢f (z7) == > g ¢V (a2}, 2}, );
The total node costs and spatial interaction costs over a V at time ¢. A shorthand of fY(z));

The total temporal interaction costs over )V at time . A shorthand of ¢} (z});

The optimal individual decisions in N ((t]f ;}T)) when the decision boundaries formed by {¢t — 1} x N/
and ON, ((f 7’;) are fixed as parameters;
The optimal global trajectory z;, ;41, - .

., Ty4p—o When z,_y and x,1,,_; are fixed as parameters;

The optimal global trajectory x;, ;4 1, ..., xT When x;_1 is fixed as the parameter;

In addition to the notation in the tables above, we make use of the concepts of strong convexity

and smoothness throughout this paper.

Definition A.1.1. For a fixed dimension m € Z,, let D C R™ be a convex set, and suppose
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function h:D— Risa differentiable function. Then, h is called (-smooth for some constant
e Rsoif
~ ~ ~ l

and is called i-strongly convex for some constant |1 € Rs if
~ ~ ~ M m
h(y) = hiz) + (Vh(z),y —2) + 5 |y — o3, Yo,y € R™.
Here (-, -) denotes the dot product of vectors.

A.2 Perturbation Bounds

This section provides the full proofs of the perturbation bounds stated in Section 3.3.2.

A.2.1 Proof of Theorem 3.3.1

We begin with a technical lemma. Recall that for any positive integer m, S™ denotes the set of

all symmetric m x m real matrices.
Lemma A.2.1. For a graph G' = (V',E'), suppose A is a positive definite matrix in SXiev’ Pi
formed by |V'| x |V'| blocks, where the (i, j)-th block has dimension p; X p;, i.e., A; ; € RPi*Pi,

Assume that A is q-banded for an even positive integer q; i.e.,
Ai,j = O,Vdg/(i,j) > Q/Q

Let aq denote the smallest eigenvalue value of A, and by denote the largest eigenvalue value of A.
Assume that by > ag > 0. Suppose D = diag(Dy, ..., D), where D; € SP' is positive semi-
definite. Let M = ((A+ D)™")g. ., where Sg,Sc € {1,...,[V'|}. Then we have ||[M|| < e,

where

2/q
d(A) —1 ~

o Veond(A) + 1 i€SR,jE€Se

Here cond(A) = by /aqy denotes the condition number of matrix A.
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We can show Lemma A.2.1 using the same method as Lemma B.1 in Lin et al., 2021. We only
need to note that even when the size of blocks are not identical, the m th power of a ¢-banded
matrix is a gm-banded matrix for any positive integer m.

With the help of Lemma A.2.1, we can proceed to show a local perturbation bound on a general
G’ in Theorem A.2.1, where G’ can be different from the network G of agents in Section 3.2. Com-
pared with Theorem 3.1 in Lin et al., 2021, Theorem A.2.1 is more general because it considers
a general network of decision variables while Theorem 3.1 in Lin et al., 2021 only consider the
special case of a line graph. Although Theorem A.2.1 does not consider the temporal dimension
which features in the local perturbation bound defined in Definition 3.3.1, we will use it to show

Theorem 3.3.1 later by redefining the variables from two perspectives.

Theorem A.2.1. For a network G' = (V', £") with undirected edges, suppose that each node v € V'
is associated with a decision vector' T,, € RP" and a cost function f, : RP* — Rs, and each edge
e = (u,v) € & is associated with an edge cost ¢, : RP» x RP* x R? — Rsq. Assume that f, is

u-strongly convex for all v € V' and ¢, is (-smooth for all e € E'. For some subset S C V', define

Eo:={(u,v) € & | u,v € V'\ S},

Ey:={(u,v) €& |ueV'\SveS}

For the disturbance vectors® w € RUFIHEN>4 jndexed by e € EyU Ey and iy € RXves P indexed

byv € S, let Y(w,y) denote the optimal solution of the optimization problem

Y(w,y) = argmin > fo(@) + Y Cuw)(@us Tor )+ D ) @ots Yo W)
zeRIV/\S|xd veV\S (u,v)EED (uv)€E:

"We add a hat over the decision vector 7, to distinguish it with the local action z¥ and global action x; defined in
Section 3.2. We assume Z,, is a p,, dimensional real vector.

ZWe do not consider the disturbance vectors in the exponentially decaying local perturbation bounds defined in
Definition 3.3.1, but adding w into the edge costs makes Theorem A.2.1 more general. For each edge e, w, is a
g-dimensional real vector.
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Then, we have that for any vertex ug € V' \ S, the following inequality holds:

1 (w, Y)uy — (W', 4 )|l < C < Z Ao (€)= 1y, — wl || + Z)\dg’(h’”)_l Yy, — y;||> Nw, y,w' Yy

e€cEgUE, veS

—1
where C' .= (20)/p and A = 1 — 2 - < 1+ (A p) + 1) . Here, A" denote the maxi-
mum degree of any vertex v € V' in graph G'. For e = (u,v) € &, we define dg (ug,e) =

min{dg (ug,u), dg (ug, v)}.

Proof of Theorem A.2.1. Let e = [r',¢e"]" be a vector where ¢ = {e,},es for ¢, € RP* and
T = {Te }ecryun, , for T, € RY. Let 0 be an arbitrary real number. Define function f : REvev\s P x

R(‘EO‘+|E1|)XQ X RZvest - RZO as

x w,y) Z fU Ty) Z Clu) (T, Ty W) + Z Clu) (T, Yo, Waw))-

veV/\S (u,v)eEo (u,v)EE

To simplify the notation, we use ( to denote the tuple of system parameters, i.e.,

¢ = (w,y).

From our construction, we know that h is u-strongly convex in x, so we use the decomposition

h= /}\La + ?Lb, where

T = Ko 2 ~ ~ A ~ ~
h(l(l’,(): Z §||ZEU|| + Z C(%U)(ZEU,ZEU,UJ(%U))—F Z C(um)(l'myv,w(u,v)),

veEV\S (u,v)EEy (u,v)EE]
AN B~ 2

> (RGE) = S1mIF).

veEVI\S

Since 1(¢ + fe) is the minimizer of convex function ﬁ(, ¢ + fe), we see that

Vah((C + 0e), ¢ + Be) = 0.
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Taking the derivative with respect to 6 gives that

Vih (¢(C+ee)c+ee)d¢g+ee — 3"V, Vh(0(C + be), € + be)e,

veS

> Vi Vah(i(C + be),¢ + be)m.

ecE1UFE>

To simplify the notation, we define

M = V2h(p(C + 0e),  + be), whichisa [V'\ S| x [V'\ S| block matrix,
() .= —V, Vzh(1(C + e), ¢ + Be), Vv € S, which are [V'\ S| x 1 block matrix,

R
K© = ¥, Vah(1(C + be), C + be), Ve € Ey U By, which are [V'\ S| x 1 block matrices,

where in M, the block size is p, x p,, ¥(u,v) € (V' \ S)?;in R™), the block size is p, X p,, Yu €

V'\ S;in K(©), the block size is p, x ¢,Vu € V' \ S. Hence we can write

—w(cwe (ZR @t Y, K€ )

veS ecF1UFEo

Recall that {R(™},cq are |V'\ S| x 1 block matrices with block size p, x p,,Vu € V' \ S;
{K®} cp,um, are |V'\ S| x 1 block matrices with block size p, x ¢,Vu € V' \ S. Let N(v)
denote the set of neighbors of vertex v on G'. For R™), v € S, the (u, 1)-th block can be non-zero
only ifu € (V'\ S) N N(v). For K® e € EyU E,, the (u, 1)-th block can be non-zero only if

u € eandu € V'\ S. Hence we see that

d -1 ()
g (CH0e)u, = D (M) onsyong v)R st T D (Mg fuceuern sy K fkopueyn sy Te:
veES ec EoUE,
Since the switching costs ¢, (-, +,+), 7 = 1,..., p are {-strongly smooth, we know that the norms of
R and K7
(VA\S)NN(v),1’ {ueeluev’\S} 1
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are all upper bounded by /. Taking norms on both sides gives that

d
H@ (¢ + ey,

ZE || UO (VAS)NN (v) H ||€v|| + Z ¢ H(M_l)uo,{u66|uEV/\S}H ||7Te|| :

vES ec EgUE,

(A.1)

Note that M can be decomposed as M = M, + M, where

o= V2R (¥(C + ), C + be),

My = V2hy(1h(C + Oe), ¢ + ).

Since M, is block tri-diagonal and satisfies (u + A'0)I = M, > pl , and M, is block diagonal

and satisfies M}, > 0, we obtain the following using Lemma A.2.1:

2
H(M_l)uo (VA\S)NN (v H < ,UAdg/ uosv)= 17 and || uo,{u€e|u€V/\S}H < /:Adg/(uo,e)—17

where \ := (y/cond(M,) —1)/(y/cond(M,) +1) =1 -2 (x/WH)l

Substituting this into (A.1), we see that

o

<C (Z /\dg/(uo,v)—l HEUH + Z /\dg/(uo,e)—l ||7T6||) 7

vES ecEqgUE}

where C' = (2() /.

Finally, by integration we can complete the proof

td
1660 = (¢4 bl = | [ 55016 + 001008

/
S
0

@w(g + ee)uo
=¢ <Z N oD e, 4+ Y Aol Hm!‘) |

veS e€EgUE,

do
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Q.ED.

Now we return to the proof of Theorem 3.3.1. For simplicity, we temporarily assume the indi-
vidual decision points are unconstrained, i.e., Dy = R". We discuss how to relax this assumption
in Appendix A.2.3.

We first consider the case when ({y;" ,}, {z*}) and ({y" ,}, {z*}) only differ at one entry y;" |
or z. If the difference is at z%, by viewing each subset {7} x N/ forT € {t — 1,¢,...,t+ k} in
the original problem as a vertex in the new graph G’ and applying Theorem A.2.1, we obtain that

o = @RIl < €7 - ()"l = Y (A2)
where CY = (207)/pand p% =1 —2- (W + 1>1. On the other hand, by viewing
each subset {7 |t — 1 < 7 <t + k} x {u} foru € N/ in the original problem as a vertex in the

new graph G’ and applying Theorem A.2.1, we obtain that

T

250 — (@2) || < CF - () stmeo) | 22 — (22| (A3)

-1
where Cf = (2Alg)/pand p =1 —2- < 1+ (QAES/M)> . Combining (A.2) and (A.3) gives

that

T

< SO O (oI (s |

< Cyepp P |2 — (2] (A4)

T

[y = (23)|| < min{CY - (p7)" ", CF - (o)™} - |12 — (21|

when ({y;",}, {z¥}) and ({y;"}, {z“}) only differ at one entry z* for (7,u) € ON, ((t’f;;;).

We can use the same method to show that when ({y;",}, {z%}) and ({y}",},{z“}) only differ
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at one entry y;* ; foru € N, we have
i = (i) || < Capp™ V0™ ity = (i) (A5)

In the general case where ({y;",},{z"}) and ({y",},{z“}) differ not only at one entry, we
can perturb the entries of parameters one at a time and apply the triangle inequality. Then, the

conclusion of Theorem 3.3.1 follows from (A.4) and (A.5).

A.2.2 Proof of Theorem 3.3.2

The proof follows a four-step structure outlined in Section 3.4.1.

Step 1. Establish first order equations

Given any system parameter ( = (a:t o) AZ¥(T,u) € ON (tkvr) }), we can define function h as

follows:
k-1 k-1 k
h(Zpg—1), ¢) = Z Z S (@) + Z Z Sguﬁ)z( T, T ) + Z Z 1T T ).
i=1 yenT1 i=1 €E(N i=1 ueNy

Ty coincides with x;_; on every node in N . T, coincides with z;_; 4 on every node in N;. For
1 <i<k— 1,7} coincides with z;* |, on the boundary, i.e., u € ON;.

Let perturbation vector e = [el, e’ .- el | el]" where ey, e, € RV and ¢; = RIZNIxn
forl <i<k-—1.

Given 0 € R, ¢(¢ + fe) is the global minimizer of convex function ﬁ(, ¢ + fe), and hence we
have

V- B (C + 6e), ¢ + fe) = 0.

T1ik—1
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Taking the derivative with respect to 6, we establish the following set of equations:

V;m? Dh((C + ), ¢ + 96)597»0(( + fe) = ViV S0 R((C + Be), ¢ + Be)eg

- VA<N )V (o1 h(@b(( + 0e), ¢ + Oe)ey,
lk 1
k—1

- VeV o h((C + be),  + Be)er

=1 T1ik—1

(A.6)

We adopt the following short-hand notation:

e M =V? h(W(C + Be), ¢ + Be), which is a hierarchical block matrix with the first level

(NT 1
T1k—1

of dimension (k — 1) x (k — 1), the second level of dimension | N7 ~!| x |[N"~!| and the third

level of dimension n X n.

o RY = —VA(N "V v (¢(C+€e) ¢ +0e), which is also a hierarchical block matrix with
T1ik—1
the first level of dimension (k — 1) x 1, the second level of dimension | N7~!| x | N7| and the

third level of dimension n X n.

o R=1) = —VA(N;,)V w1 h((¢ + Oe), ¢ + Be), which is also a hierarchical block matrix
lk 1

with the first level of dimension (k — 1) x 1, the second level of dimension [N/t x |N”|

and the third level of dimension n X n.

o« K0 = —VE(BNE)VA(N;:—I)ﬁ(w(C + 0e), ( + fe), which is also a hierarchical block matrix

1:k—1
with the first level of dimension (k — 1) x 1. the second level of dimension |N~!| x |ON7|

and the third level of dimension n X n.
Using the above, we can rewrite (A.6) as follows:

k—1
d
—GP(C+0e) = M (R(”eo + REVe, + > K(T)yT> :

T=1

Due to the structure of temporal interaction cost functions, for R)(resp. R*~1)), only when the

first level index is 1 (resp. k — 1), the lower level block matrix is non-zero; due to the structure
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of spatial interaction cost functions, for K (7), only when the first level index is 7, the lower level

block matrix is non-zero. Hence, for 1 < 7/ < k — 1, we have

d
(@@0@4‘96)) MI1R1 60+M7'_’k R €k+z s, (A7)

where the subscripts on the right hand side denote the first level index of hierarchical block matrices
M, RW, R*=Y and K
Step 2. Exploit the structure of matrix M

We decompose M to block diagonal matrix D and tri-diagonal block matrix A such that M =

D + A. We denote each diagonal block in D as D, ; for 1 <i < k — 1. Other blocks in D are zero

matrices.

_* . ) -

0 = 0

* 0 *
* 0 *
0 = 0

D =

* 0 *

* 0 *
0 =x* 0
* 0 *
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Each non-zero block in A is a diagonal block matrix, which captures the Hessian of temporal

interaction cost between consecutive time steps. Denote each block as A; j for1 <i,5 <k — 1.

* 0 0
0 =* 0
00 --- =«
* 0 0 * 0 0
0 * 0 0 =* 0
00 * 00 *
A=
* 0 --- 0
0 =* 0
00 -+ =%
* 0 0
0 =x* 0
00 *

We rewrite the inverse of M as follows:

M =(D+A)"=D'I+AD )" =D7'P

Next we show the proof for Lemma 3.4.2.

Proof of Lemma 3.4.2. We claim the eigenvalues of P are in {\ € C||A — z| < R} for some
R € R.pand z € C\ {0} such that R < |z|. We first establish Lemma 3.4.2 based on the claim

and then prove the claim.
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We follow the argument as in the proof of Thm 4 in Shin, Zavala, and Anitescu, 2020. Since
any eigenvalue \ of P satisfies |\ — z| < R, [\/z — 1| < R/|z| < 1. Thus, the eigenvalues of

— (1/z)Plicon {\ € C : |X| < R/|z|}, which guarantees p(I — (1/z)P) < 1. Therefore,
1 1\t 1
pl=Z|I-(I-=P = - I —-P)1

Welet z =1and R = % and prove the above claim by utilizing Gershgorin circle theorem
for block matrices.
By Theorem 1.13.1 and Remark 1.13.2 of Tretter, 2008, the following holds: Consider A =

(A;;) € RI@dn (4 n > 1) where A;; € R™? and A;; is symmetric. Suppose o (-) is the spectrum

G; = o(A;) U { Uk; 1 (Ak i Z | As] )}
J#1

where B(+,-) denotes a disk B(c,r) = {\ : ||\ — ¢|| < r} and )y is the k-th smallest eigenvalues

of a matrix. Define set

of A;;. Then,

Next, we use the above fact to find a superset of o(P). Every diagonal block of P is I.
Moreover, P;; = 0 for |i — j| > 1, Py_y = Aj; 1D, 1, Piiv1 = Az Dy, Hence

we have

E ||Pw|| < ||A” 1|| HDz 15— 1” + ||A”_,_1|| HD'L+1 z+1H
J#i
201

1

IN

The last inequality is by Assumptions 3.2.1. Therefore, G; = B(1, %) This implies all eigenval-
ues of P are in B(1, 2‘%) Q.E.D.
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To further simplify the notation in the power series expansion, we define J := AD™! = P —I.

Given any time indices 7" and 7, we have

(A.8)

where the first equality is since D! is a diagonal block matrix, the second equality is due to
Lemma 3.4.2.
Step 3: Property for general exponential-decay matrices

This step simply requires proving Lemma 3.4.3.

Proof of Lemma 3.4.3. Under the assumptions, we see that

1 getu L\ da(u
Z(y)dM( 2 H(A1A2 T Af)u,qH = Z(y)dM( @ Z (Al)u,81<A2)51,52 e (Af)wth
q q 81, ,80—1
< Z(%)dM(WD Z (Cl/\dM(um))(02/\dM(51,S2)) . (CeAdM(SZ—laQ)>
q 51,0 ,50-1

l
<> > HCi(%)dM(u731>+dM(sl,52)+---+dM(SZ1,q)

q S1,,80—1 =1

l
<@'[]c
=1
(A.9)

Hence, we obtain that

Q.ED.
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Step 4: Establish correlation decay properties of matrix \/

In this step, we use the property developed for general exponential-decay matrices on M and

derive the perturbation bound in the Theorem 3.3.2.
Lemma A.2.2. For { > 1, time index i,j > 1, J* has the following properties:
o (JYi;=0ift <|i—jlorl—|i— j|isodd.

e (J%); is a summation of terms [._, Aj i Dy, i, and the number of such terms is bounded

BY (i)

Note for integers m, k > 1, we define (,;72) = 0 if k is odd.

Proof. Since J is a tri-diagonal banded matrix, Jf ; = 0for ¢ < |i — j|. We prove the rest of

properties of J by induction on /. When ¢ = 1,
Jii =0, Jii1= Az‘,z‘—lD:Li,p Jiit1 = Ai,i+1Di_+117i+1-

Lemma A.2.2 holds for the base case. Suppose Lemma A.2.2 holds for J? forqg < {—1. Letq =/,

then

e E L A o R o -1 4 -l
Ji,j - Jz}k ‘]k,] =J;; Aj—l,ijJ‘ + Ji7j+1Aj+1JD- s,
k

i,7—1 2,3

D1 . Moreover, the number of

By induction hypothesis, J> ! is a summation of terms Hf;_:ll Aj Dy,

b 27.]
1 ‘671 Z*l . 671
such terms is bounded by ((é—l—li—j—l\)/2) + ((5_1_|i_j+1|)/2). Next we will show ((Z—1—\z‘—j—1|)/2) +
-1 ¢
<(f717\ifj+1l)/2) - ((éf\ifﬂ)/z) case by case.
Case 1: ¢ — |i — j]| is odd.

If ¢ —|i — j|lisodd,then{ — 1 — |i — j — 1| and £ — 1 — |i — j + 1] are both odd. Under this

<<f -1 —ii_—lj - 1\)/2> ! <(€ ~1 —Tz‘_—lj + 1!)/2) -
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which is equal to ((Z—Iifjl)ﬂ)‘

Case 2: / — |i — j| is even and ¢ = j. Under this case, we have

<(€ -1 —Ti_—lj - 1!)/2) ! ((f -1 —Ti_—lj + 1|)/2> - (652_—11) ! (552_—11)'

: . -1 -1 ¢ ¢
Since { is even, (£/271) + (2/271) - (4/2) - ((87\i7j|)/2)'

Case 3: { — |i — j| iseven and i # j.

If ¢ —|i—j|iseven,then{ — 1 —|i —j — 1| and £ — 1 — |i — j + 1] are both even. We denote
(¢ —|i — j])/2 as ko. By triangle inequality, ({ —1 —|i —j —1|)/2and ({ — 1 — |i — j + 1|)/2

are in {kg — 1, ko }. Since i # 7,

((e -1 —fz_—lj - 1\)/2) i ((e 1 —fz_—ly " 1\)/2) (/fo_—ll) i (glzol)’

which sums to ( ,fo) by Pascal’s triangle.

Q.E.D.
Next we present the proof of Lemma 3.4.4.

Proof of Lemma 3.4.4. By Lemma A.2.2, (J*);; is a summation of terms Hi VA DY and

Jk >tk ik lk

the number of such terms is bounded by ( ﬁ—lifj\) /2).

Define B, = Aj,, Zlekllk Recall Aj, ;, is a diagonal matrix and D;, ;, is a graph-induced
banded matrix.
Bi)ugll = ||(Aj,.4. D5, A D;! <t < 2r gt
H( k)'ufqu - H klk ks Zk UqH ||( jk,ik)u,u( Tk ’Lk HQH TH Zk Zk || ’}/S :

1

where the last inequality is by using Lemma A.2.1 on D;, ;, .
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Under the condition b < oo, we can use Lemma 3.4.3 to obtain the following bound,

20 :
ik < (b=5)" () 1),
1
Since the number of such terms is bounded by ( ( E—\ifﬂ) /2), we have

(AN ¢ %ﬁ £ 0 dist(u,v)
H((J )m)WJH < ((ﬁ_ ]Z _]D/2> (b 7 ) (’YS) .

Q.E.D.

Lemma A.2.3. Given1 <7 . 7<k—1y¢€ RIONSIXn gpd vy € N;’_l, we have

|| ((M)JTK@y)
Vo

and fori € {1,k — 1}, e € RINoIxn,

H ((M_l)T/J-)REi)e)
vo
a2 (Z2Aé
2 s/u )}

where pr = 46% and ps = (14+b1+by)vs. We let C; = Cy = max{ T Ty R G s vt c vy

< C p“l‘ T| p(‘gst(vo,u)fl HyuH ,

u€ONT

< Copr " 3 o5 el

ueNy

Proof. Given1 < 7,7/ <k —1landvy € N7, since M1 = D! ZQO(—J)Z, we have

(o),

With slight abuse of notation, we use K to denote KT ,and Q! to denote D - in this proof

(A.10)

>0

(o2 Tt
vo
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from now. We can rewrite the right hand side of (A.10) using the new notation as follows:

H(QlZ(—J)f/,TKy) <> (Ql(—J)f/,TKy>

>0 £>0
=3B (@%—J)i/,T) (Ky)q (A1D)
20 ||geN:! V0,9

> (czw—m,f) e

20 geny—t

For a given ¢ € N/ ~! and yy € RIONuld,

||(Ky)q|| = Z Kq,uyu - Z Kq,uyu

u€dNy u€INFNN}

where the last equality is since spacial interaction costs are only among neighboring nodes.

For a given u € 0N}, since the spacial interaction cost for each edge is £ smooth,
K gutull < 1K qull [1gull < s llyull

which gives

IEy) < >, vl

u€INFNN}

Therefore,

<t N <Q—1(—J)£/,T) Yool A2

20 geny—! v0,q || wEONFNNE

(o st

£>0

By Lemma 3.4.4, (—J )f,ﬁ satisfies the following exponential decay properties: for any u, g €
Nr—l

14 27 :
JZ 7 S ( ) a— ¢ fy/ dlst(u,q)’
H(( ) ,) 7(1” (f—‘T/—TD/2 ( 1 )( S)
where we choose § = by - vs, 76 = (L +bi)ysand a = >__ o (55-)"h(7).
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Moreover, Q~! (which denotes DT_,’IT,) is the inverse of a graph-induced banded matrix. Q!

satisfies: for any u,q € N’ !,

2 1St(u 2 ist(u
@ Duall < 7 75 < L),

where the first inequality is again by using Lemma A.2.1 on D,/ ..

Applying Lemma 3.4.3 on Q" and ||((J%). )|, we have for any u,q € N, ', and ¢ > 1,

2 14 20 :
. g/ < 2 T Ndist(u,q)
J)T J)u,q =" <<£_ ‘T _7—‘)/2>( ) (/\) ’

where \' :== v5+by-yg < land a = szo(ﬁgzlizn )h(7). Note that J° := I, it is straightforward

to verify that the above inequality holds when ¢ = 0.

With the exponential decay properties of Q~!(—J)%, _, we have

H (Q‘l Z(—J)ﬁf,TKy>
>0 vo

agg 4 2gT 1\ dist(vo,q)
Dl (N [ S DeY S

H £>0 qeN; ! u€ONJUN}
2 ¢ 2£T stona)
<0502 3 (o o) @ 3 A0S
L>|1!—7| u€ONY
2 dal
< Afsaz— Z ( Qa T)g Z ()\ )d1st vo,u)—1 HyuH
L>| 1! —7] H u€EONY

< 2A€5a 4@£T |’T —7| Z dlst (vo,u)— 1||yu||

a p= 46€T K u€EONT

__2Als®  Aabryr S gt |y, |
N(p— 4ZMT H u€ONT ’
(A.13)

The third inequality uses ( < 2¢, which can be proved using the following version of

14
(Z—\T’—T|)/2)

Stirling’s approximation: For all n > 1, e denotes the natural number,
V2rn(n/e) e < nl < \/2rn(n/e)"el/ 12,
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Similarly, consider H (M )RVe),,

— 1}. With slight abuse of notation, in
this proof, we use I to denote Rl@ and use the notation Q! to denote DT_,IT,. Following the same

steps as before, we have

H ((M*WRE%)

Since temporal interactions occurs for the same node under consecutive time steps, [? is a

>0 qgeNY

v

<> > (Q*(—J)ﬁf,i) [(Re)qll - (A.14)

diagonal block matrix. Hence,
[(Re)qll = [[Rgqeqll < lr |leg]l -

Moreover, using the exponential decay properties of Q~*(—.J)%, ;, we have for u,q € N/ !,

T

<Q_1(_J)£”") < ((e - rTg_ zn/a)( 20 vyt

Therefore,

(110 RO

2 3 e ) DO

>0 qeNY;

4 2gT Ndist(vo,q) e
< X S a2 ) B ]

£>|7"—i| gENY
2(ra’ 4alr dist(vo,
< Do (=)D T ey (A.15)
By B geny

2€T6L2 45671 i ist(v
< T (T () ey

qeNy

a’u daly . ,
_ |7/ —i|+1 A\ dist(vo,q) .
e () (R e |

qENY

Q.ED.
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Given time index 1 < 7/ < k—1, node vy € N’ !, and perturbation vector e = (eg, €1, - ,€x),

k—1
d 5 - o - T
H(dew(c + 96))T vo (MT/}1R§1)60> + (MT’}k—lRl(gk—ll)ek> + Z (MT,,]-TK’T(' )€‘r>
vo V0 T=1 vo
CLQIU T/ dist(v . dist(v
< e o pslst( 0,9) ||(60)q|| + pI% pslst( 0,q) H(ek)qH
ap alr) cNT foye
k—1
2Alga” Ml )i

+ ist(vo,u) .

2 = aatr)” ZN Iex)ul

202 Als /1 }
”ys(l+b1+b2 1 4a£T/,u)

where pr = % and pg = N = (14b1+b2)7vs. Welet C' = max{ 2&(1&’2@/@

Under the condition p > max{8alr, Alg(by + by)/4}, pr < 1 and pg < 1.

Then,
(2 (¢ + 0e)
€))r'w
do 0
T/ dlb V) dist(v T =7 0,U)
<C|pr t(vo,q) I (eo ”‘f‘ﬂ Zp st(oq H_i_zp| \ Z S)dmt 04 || (5 )u H]
qeENY qENY u€ONY

: U u k,r u u u u : :
Finally, let ¢ = {y}" |, z%|(T,u) € 8N((v7t))} and e = {(y;" ;) — vi", (%) — z¥}. By integration,
/1 i
<
0

e,
(6 do

¢(C + ‘96))750 vo

i) (b 42 gy = @ (O A

which is bounded by

C Z pgg_(t—l dist(vo,u) ||yt - y?—l)/H +C Z p¥0—7|p(gst(vo,u) ||Z,1T_,L . (zg)/H ‘

ueNYy (k,m)
(u, T)G@N(f v

A.2.3 Adding Constraints to Perturbation Bounds

Recall that in Appendix A.2.1 and A.2.2, we showed Theorem 3.3.1 and Theorem 3.3.2 un-
der the assumption that the individual decisions are unconstrained to simplify the analysis. In

this section, we present a general way to relax this assumption by incorporating logarithm barrier
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functions, which also applies for Theorem 3.4.1.
Recall that in Assumption 3.2.1, we assume that D} is convex with a non-empty interior, and

can be expressed as
Dy = {ay € R | (g)ile}) < O,V1 < i < my},

where the 7 th constraint (g¢); : R” — R is a convex function in C?. For any time-vertex pair

(7,v), we can approximate the individual constraints
(gﬁ)z(mi) < 07V1 <1< m:»

by adding the logarithmic barrier function — i Z?fl In (—(g¥):(«)) to the original node cost func-
tion f. Here, parameter y is a positive real number that controls how “good” the barrier function

approximates the indicator function

Ipy(27) =

+o00  otherwise.

The approximation improves as parameter ;. becomes closer to 0. Thus, the new node cost function

will be

v
T

BY(a¥;p) = fr(ad) = p Yy In(—(g)i(xY).

i=1

m

As an extension of the original notation, we use zp((f’;)) ({yi 1}, {z%}; ) denote the optimal solution
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of the following optimization problem

t+k—1
argmin Y |3 Bt + Yy et ) - Y " (et af)
{atl(r)eN{ Y r=t \ueNy ueN (u,q)€E(NY)

st.xy =y, Yue N,

T

u u k,r
=zt V(T u) € 3N((tvy))

k7r)

tny ({¥i21}: {#7}) defined in Section 3.3.1, the constraints 27 € D are removed

Compared with w((
and the node costs f*(z¥) are replaced with B¥(x,; ).
A key observation we need to point out is that the perturbation bounds we have shown in

Appendix A.2.1 and A.2.2 do not depend on the smoothness constant £; of node cost functions.

That means the perturbation bound

H¢ {yt 1} {Z } M) (to,vo0) _¢§k5) ({( )} {( )/};HJ) (to,vo)

<G Y AT e = @Y G Y T s [l — )|

(u, T)EBN((tk T)) ueNy

holds for arbitrary i, where C', Cs, pg, pr are specified in Theorem 3.3.1 or Theorem 3.3.2 and are
independent of .. Theorem 3.10 in Forsgren, Gill, and Wright, 2002 guarantees that w(f;f)) yi 1 b {22 )

converge to w ({yt 1} {z¥}) for any positive sequence {p}72; that tends to zero. Thus the

(k,r)

(toy {iia}, {z7}) which includes the constraints on

above perturbation bound also holds for ¢
individual decisions.

Note that the argument we present in this section also works for Theorem 3.4.1.

A.3 Competitive Bounds

This appendix includes the proofs of the competitive bounds presented in Section 3.3.3.
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A.3.1 Proof of Theorem 3.4.2

We first derive an upper bound on the distance between z; and z;.

Note that for any time step ¢, we have

e = 01w, (A.16)
Thus we see that
|z: — xf|| = ||z — zZl(ﬂb’o)t

< ¢t Ty_1) Z ) Yr—iv1(Te—;) Jt—i(l‘t—i—l)t

S wt Ty— 1 ZOGPG ‘ Tg—i ¢t z(xt i— 1) (A17a)
t—1 "

< Z Copg ‘ Ty — Vi (Te—im1 )i (A.17Db)
i=0

t

<Y Copliy'er, (A.17¢)

i=1

where in (A.17a), we used Theorem 3.4.1 and the fact that %Zt—i(ﬁt—i—ﬁt can be written as

@Zt—i(%—i—l)t = @Zt—iﬂ ("Zt—i(xt—i—l)t—i>t-

We also used Cyp = max{1,Cs} in (A.17b) and (A.16) in (A.17c).

By (A.17) and the Cauchy-Schwarz Inequality, we see that

2 t
[EEE o e (ZpG el) < (2 (Z/%‘Z) <Zpt ’ ?)
=1

- ()
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Summing up over ¢ gives that
H H
CQ
|z, — 2} |]P < —2— ) €2
2l il < e

A.3.2 Proof of Lemma 3.4.5

In this section, we show Lemma 3.4.5 holds with following specific constants:

. 2
¢ = th _xt|t71H
h(r)?p? . o
=G ((1—pT(><)1 o A O g1 ) s =i
80?2 t+k—1 "
Tt 1 ( Z pT th 7))+ Cs(r ) PT( - )ft—i-k—l(l’;_k_l)) (A.18)

Note that, by the principle of optimality, we have

Ty IM) ({ Ty} {eu})(tv ’
($§|t—1)* = @Zj(f,;f) ({x?—lh {(x:\t—l)*})(t’v) .

Recall that we define the quantity C3(r) := 3" _ h(7) - pg to simplify the notation.

Since the exponentially decaying local perturbation bound holds in Definition 3.3.1, we see

that
tk—1
ot = (o)l < Cos 30 o5 3 ety — o]
T=t u€ONT
+Cipy Z F H (T4 k—1)t-1) Q?M_IH, (A.19)
ueNy
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which implies that

|27 = (2l )"

t+k—1 2
1P?€T Z P;t Z ||($17f|t71)* _GZH
T=t

u€oONY
2
+ 2012:02T(k Y (Z pgg(u,’l)) H(x?+k—1|t—l)* - eg—i-kl) (A.20a)
ueENT

t+k—1 t4k—1 )
<2073 [ D ot D1 Z ot Y ) -6
T=t

u€ONY uEONT
2(k—1 dg (u,v dg (u,v u % u 2
+ 2012PT( ) Z Psg( ) Z Psg( ) H('TtJrkatfl) - 0t+k71H
uEN] ueN;
(A.20b)

T=t u€ONT

202 t+k—1 )
ST, (ZP > Nt =6l
+202Cy(r) - p2*Y ( Pl [ 6;;“2) , (A200)
ueEN]

where we used the AM-GM Inequality in (A.20a); we used the Cauchy-Schwarz Inequality in
(A.20b); we used the definitions of functions h(r) and C5(r) in (A.20c).

Summing up (A.20) over all v € V and reorganizing terms gives

Z | —

veY
20H0(0) ey~ (S :
= T Pr ([CE
1- pr veY ; UE;V"' " 1
+ 201203(7“) 'P?r(kil) Z ( Pdsg ) H T g 1|t— )= 9?+k1|2)
veEY \ueN]
2C2h 9 t+k—1
< 11_ (pTT) P5 Z Pr Hxiuq - 07”2 +207Cs(r)* - g“k ) th+k -1 — Orrn—1 :
T=t

(A.21)
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where we used the facts that

Z Z H(ﬁ\t 1 Qu‘ < h(r Z” 1) 9”‘ = h(r ||$r|t 1 QTHQa

veEV u€ON] veY

and

Z Z Pcég(u’v) H(xg+k71|tfl)* - G?Jrk—lHQ < Cs(r) Z H('r;rkfﬂtfl)* - ‘92)%71“2

veV u€IN] veEV

= Cy(r) - Hx:—&-k—l\t—l - 9t+k—1H2 :

We also note that by the principle of optimality, the following equations hold for all 7 > ¢:

$i|t_1 = (xt_l)T )

* *
Tr = ,lvz)t (mt—l)T :

Recall that Cyy := max{1, C}. By Theorem 3.4.1, we see that

s =2 < Cor ™ s — i (a22)

which implies
s — e e (A232)
< QC’gpQGPt+1 |21 — x;‘_1H2 + 2]z — 6.7, (A.23b)

where we used the triangle inequality and the AM-GM inequality in (A.23a); we used (A.22) in
(A.23D).
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Substituting (A.23) into (A.21) gives

2

§ th - xt|t 1)

veY

(1—-ppr)(1 —Gp2pT) 05+ Calr)* pT( ) i th_l_mt—l“
G

(5
h(’f‘)2 rt+k_1 T— * k— % 2
i 4012 (1 ' p?g Z Pr ' ||IT - QTHQ + 03(7")2 P?r( ) | Liyk—1 — 9t+k—1H

T=t
h(r)?p? . B
<ww2ﬂ—wmf%w)%+%m%£“)%’WI_%M
802 t+k—1 o
T ( Pg Z P o (@7) + Cs(r)” - p1* )ft+k1(x;f+k1)) : (A.24)

where we used the fact that the node cost function f! is non-negative and p-strongly convex for all

T, v, thus
(@) 2 3 (@) = 53 ) =6 = 5l — 6.
veV VeV
Note that ), ||z ‘ — (@), 1) . ‘ Te— T || = 2. Thus we have finished the proof of
(A.18).

A.3.3 Proof of Theorem 3.3.3

In this section, we show Theorem 3.3.3 holds with the following specific constants:

2012 , 2 2012 2
1+ (1 " 320001 (ff + Ais + 267*)2 h(’/‘) ) . pg n (1 n 320001 (Zf + Alg +22€T)Cg(7‘) ) ,0]%_1.
u(1 = pc)*(1 = pr) u(l = pc)
(A.25)
under the assumption that
ACTCy ( h(r)?p% 2 2(k—1) Zk) 1
cpd +C3(r)* - p cp ) < = (A.26)
T pe? \T o o) 7% H 0 en ;

Recall that Cj is defined in Theorem 3.4.2. Note that Theorem 3.3.1 and Theorem 3.4.1 hold
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under Assumption 3.2.1. One can check that Cy, Cy, (1 — pg)~ !, and (1 — pr)~! are bounded by
polynomials of £/, {7/, and (Alg)/pu.

In the proof, we need to use Lemma F.2 in Lin et al., 2021 to bound LPC’s total cost by a
weighted sum of the offline optimal cost and the sum of squared distances between their trajecto-

ries. For completeness, we present Lemma F.2 in Lin et al., 2021 below:

Lemma A.3.1. For a fixed dimension m € Z., assume a function h : R™ — R is convex,

(-smooth and continuously differentiable. For all x,y € R™, for all n > 0, we have

o) < (14 mn) + 5 (143 ) = ol

Now we come back to the proof of Theorem 3.3.3. We first bound the sum of squared distances

between LPC’s trajectory and the offline optimal trajectory:

Z |l — 27||* < Z e (A272)

24 2p2,
o (( L P+ Cy(r)? - p Y %)ZH% ey

T (I=pe) \(1=pr)(1— pGpT)
RC2(2 H h(r 2 t+k—1 ) *
u(l_op;y Z( QT Z or th )+ Cs(r ) P?r(k ft+k—1(93t+k_1) ,
t=1

(A.27b)

where we used Theorem 3.4.2 in (A.27a); we used Lemma 3.4.5 with the specific constants given
in Appendix A.3.2 in (A.27b).

Recall that in (A.26), we assume 7 and £ are sufficient large so that the coefficient of the first
term in (A.27) satisfies

4012061 h(T)QpQG 2 2(k—1) 2k
. T <
A=) \U—pr) (1~ p2pr) 5 T Cs(r)?-pp 0 ) <

N | —
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Substituting this bound into (A.27) gives that

< 16C3C2 h(r)?
Sl =il < ot (e + Gl )Zf””t (429
t=1

By Lemma A.3.1, since f; is (¢; + Alg)-smooth, convex, and non-negative on R, and ¢; is /-

smooth, convex, and non-negative on R" x R", we know that

Cr+ AL
) < (i) + R0 (10

o) < (U wadai,ia) + 5 (140) (o= ol + o -t 7) 429

holds for any n > 0. Summing the above inequality over ¢ gives

H
Z fe(xe) + co(xe, xe-1))
=1

H H
0+ Alg + 21 1 )
<+ Y (Bl +alefai ) + S (14 1) S oy -
t=1 t=1

< (14 n)cost(OPT) (A.30)
1 160202(€ + AES + QET) ( h(T‘)Q 2(k—1
+ (14— 01 4 Ca(r)? - p2EY -cost(OPT),
( n> (1 — pe)? G—pp 75+ Ol (OFT)
(A.31)

where we used (A.28) and 317, f,(z7) < cost(OPT) in the last inequality. Setting i) = pg 4 pf!
in (A.30) finishes the proof of (A.25).

As a remark, we require the local cost function (f, ¢}, sf) to be non-negative, convex, and
smooth in the whole Euclidean spaces (R, R" x R™ R™ x R") in Assumption 3.2.1 because we

want to apply Lemma A.3.1 in (A.29).
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A.3.4 Proof of Corollary 3.3.4

We first show A?pg < /ps holds under Assumption 3.2.1 and the assumptions that %5 <

1 br <

AT e S %. To see this, note that as we discussed in Section 3.3.2, by setting b; = 2A — 1 and

by = 4A? — 2A, Theorem 3.3.3 holds with

B 4A2(\/1—|—A€S/,u— 1)
ps VIt Als/u+1

Hence we see that

1+ (A -1 : VI+ A6 -1 :
AZ\/p_s=2A3 +( S/H’) §2A3 + Sl;
\/1+<A£S/,U/)+1 2
which implies that
A’ps < \/ps. (A.32)
Recall that function Cs(r) := > " h(7) - ps. Hence we see that
r r \/E ~ A
Cs(r) <) AT pL< )y ( < . (A.33)
7=0 =0 A A= VPs

Substituting (A.32) and (A.33) into the competitive ratio bound in (A.25) shows that the com-

petitive ratio of LPC is upper bound by

3202C% (U + Alg + 20, r 32C2C3 (0 + Alg + 20,)A?
1+(1+ 01(f*2’ S+2)>~p§+<1 01(f4; s+ )2 )pg—y
p(l = pa)*(1 = pr) #(1 = pc)*(A = /ps)

A.4 Proof of Theorem 3.3.5

In this appendix we prove a lower bound on the competitive ratio of any online algorithm. Our

proof focuses on temporal and spatial lower bounds separately first, and then combines them.
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Step 1: Temporal Lower Bounds

We first show that the competitive ratio of any online algorithm with % steps of future predic-
tions is lower bounded by 1+ Q(\%). To show this, we consider the special case when there are no
spatial interaction costs (i.e., sy = 0 for all ¢ and e). In this case, since all agents are independent
with each other, it suffices to assume there is only one agent in the network G. Thus we will drop
the agent index in the following analysis. To further simplify the problem, we assume dimension
n=1,c(x;,x41) = %T(xt —x;_1)?%, and the feasible setis D; = D = [0, 1] for all t. Let R denote
the diameter of D, i.e., R = sup, ,cp |z —y| = 1.

By Theorem 2 in Li, Qu, and Li, 2020 and Case 1 in its proof, we know that for any online
algorithm ALG with k steps of future predictions and Ly € (2R, RH), there exists a problem
instance with quadratic functions fi, f2,..., fg that have the form f,(z,) = §(2; — 0,)%,0, € D

such that

12 (1 = VAr)?

cost(ALG) — cost(OPT) > 960 +1)?

‘AR Ly, (A.34)

where Ly > S |6, — 6,_1|. Note that

H
T > Z |y — Ut—1|2

5 M
€_ Z fe(ve) + ce(ve, ve-1))
2

> — - cost(OPT).
lr

Substituting this into (A.34) gives

(1= VAr)?

ALG) > (1
cost(ALG) > ( + 8+ 1)y

)\T) - cost(OPT). (A.35)

Note that (A.34) implies cost(ALG) > 0, hence the competitive ratio can be unbounded if
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cost(OPT) = 0.

Step 2: Spatial Lower Bounds

We next show that the competitive ratio of any online algorithm that can communicate within r-
hop neighborhood according to the scheme defined in Section 3.2.1 is lower bounded by 1+Q(\%).
To show this, we will construct a special Networked OCO instance with random cost functions and

show there exists a realization that achieves the lower bound by probabilistic methods.

Theorem A.4.1. Under the assumption that A > 3, the competitive ratio of any decentralized
online algorithm ALG with communication radius r is lower bounded by 1 + Q(\5), where §)(-)
notation hides factors that depend polynomially on 1/, lr, s, and A, and
(Als/p) .
T ALs /1) f Als/p < 48,

Ao = AL 1\ 2
max (3453(Asz/:/)—u)a (1 —4V/3- (Ags/ﬂ)_i) ) otherwise.

(A.36)

Proof of Theorem A.4.1. In the proof, we assume the online game only lasts one time step before it
ends, i.e., f = 1. Note that when /I > 1, the same counterexample can be constructed repeatedly
by letting the temporal interaction costs ¢; = 0 for every agent v and time step ¢. To simplify
the notation, we define ¢ := (g/p and d := [A/2]. Without the loss of generality, we assume
V ={1,2,--- ,n} so that each agent has a positive integer index.

We consider the case where the node cost function for each agent i is (x; + w;)? and the spatial
interaction cost between two neighboring agents ¢ and j is £(z; — ;). Here, z; € R is the scalar
action of agent 7, and parameter w; € R is a local information that corresponds to agent ¢. The
parameters {w; }?, are sampled i.i.d. from some distribution D, which we will discuss later.

For a general graph G = (V, £) of agents, let L denote its graph Laplacian matrix. Recall that
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the graph Laplacian matrix L € V X V is a symmetric n X n matrix and it is defined as

p

deg(i) ifi=j,
Lij =4 -1 ifi # jand (4,5) € €,

0 otherwise,

for agents i, 7 € V. Here deg(-) denotes the degree of an agent in graph G. We know that L is
a symmetric semi-definite positive semi-definite and has bandwidth 1 w.r.t. to G. The centralized

optimization problem can be expressed as

cost(OPT) = min(x +w)' (z +w) + ¢ -2 Lx

z€R™

= min
reR?

=w'(I—(I+(- L) w,

2
(I+0-L)ix—+ (I+¢- L)—%wH +uw (I—(I+0-L)Hw

where the minimum is attained at z* = (I + ¢ - L) w.
When each agent 7 only has communication radius 7, it can only observe the part of w that is
within N. To simplify the notation, we define the mask operator ¢g : R — R"” w.r.t. aset S C V

as

W; ifi1 € 5:
¢S(w)z‘ =

0 otherwise,

for i € V. The local policy of agent i (denote as 7;) is a mapping from wy; to the local decision
Z;.

Suppose the distribution D of each local parameters w; is a mean-zero distribution with support
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on R. For every agent 7« € V, we see that

E, |2;(w) — o}(w)]> = minE, |m(wyr) — 2} (w)|”

> E, [Elzf(w) | wyr] — 2} (w)|’ (A.37a)

2

=E, [E[((I+¢- L) 'w), |wnr] = (I +0- L) 'w),|

2

=By |[((I+£- L) onr(w)), — (I +£- L) 'w),| (A.37b)

—E, ‘ <([ +0-L) N, (’w)>

2
, (A.37¢)

1

where we use the fact that conditional expectations minimize the mean square prediction error in
(A.37a); we use the requirement that the distribution of w is mean-zero in (A.37b).
To bound the variance term in (A.37c), we need the following lemma to lower bound the

magnitude of every entry in the exponential decaying matrix (I + ¢ - L)™'

Lemma A.4.1. There exists a finite graph G with maximum degree 2d that satisfies the following

conditions: For any two vertices i, j such that dg(i, j) > 3, the following inequality holds:

- d (2 j) Al dg(,5)
T+0-0)7Y) >_9v : .
(T+ 6174 2 Foar v 1) (2d€+1>

If we make the additional assumption that { > 17.?, we have that

(T+0-1)7), > ! (1 agany

Uy fr - dg(ig) - VAL (2401 1)

) dg (i.7)

We defer the proof of Lemma A.4.1 to the end of this section. Note that Lemma A.4.1 implies
that there exists a graph G that satisfies (1 +¢- L)"'), ; = Q(\g), where Q(-) notation hides

factors that depend polynomially on 1/, {1, (s, and A, and \g is as defined in (A.36). We assume

the agents are located in this graph G for the rest of the proof.
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Using Lemma A 4.1, we can derive the following lower bound of the variance term in (A.37b):

2
2

=B | D (T+0-L)7), w,

JENT,

= > (T+e-0)7) Var(w;)

jENT,

> Z ((] + - L)_l)jj Var(w,)

. +1
JEON

Eo|((1+¢- 1) 6 (w))

7

>0 (N - Var(w,;)) . (A.38)
Substituting (A.38) into (A.37) and summing over all vertices ¢, we obtain that
E, [lz(w) — 2" (w)||* > Zn:Ew [2i(w) = a}(w)]* 2 © (n- Ay - Var(wy)).
i=1
We also see that
Eulcost(OPT)]| =E, [w' (I = (I +¢- L) HYw]| = O(n - Var(w,)). (A.39)

Note that the global objective function (z+w) " (x+w)+¢-x " L is 1-strongly convex, and z*(w)

is minimizer of this function. Thus, we have that for any outcome of w,
cost(ALG) — cost(OPT) > % |z (w) — z*(w)|)”.
Taking expectations on both sides w.r.t. w gives that
Eycost(ALG) — E,cost(OPT) > %]Ew |z(w) — z*(w)||> > O (n- Ny - Var(w;)). (A.40)

Dividing (A.40) by (A.39), we obtain that

E,cost(ALG)

—————~ > 1+ Q(\).
E,cost(OPT) — +20%)
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Note that P, [cost(OPT) = 0] = 0. Thus, there must exist an instance of w such that cost(OPT) >

0 and
cost(ALG)

———= > 14+ Q(\y).
cost(OPT) — +20%s)

Q.E.D.

Before we present the proof of Lemma A.4.1, we first need to introduce two technical lemmas
that will be used in the proof of Lemma A.4.1. The first lemma (Lemma A.4.2) provides a lower

bound for binomial coefficient ((2—&7—;)m).

Lemma A.4.2. For any positive integer m and € € R such that em is an integer, the following

inequality holds:

e 6m,

m
/om (1 + 6)(H—e)m—&-%

Proof of Lemma A.4.2. By Lemma 2.1 in Stanica, 2001, we know for any n € Z,

((2 + e)m) - 1 _% (2 -+ 6)(2+6)m+% 1
m

—\/ +3,—n+
nl =V2mn " Tze M,

where 7 (n) satisfies 15,5 < 7(n) < 13- Thus we see that

I gyt 11
V2rntee "t < nl < V2antee " e Yn € Z,.

Therefore, we can lower bound ((Qt;)m) by

(<2+e>m> _ (@+om)

m —ml- (14 e)m)!
V21 ((2 + e)m)(2+€)m+%6_(2+e)m+m

>
2rmmtze ™ w27 ((1 + E)m)(1+6)m+%e_(1+5)m+m
(24€)m+1
_ 1 m-s . (2+¢) i . e TIEFOmTI ~ T2m Tt Om
27T (1 +€)(1+e)m+§
1 o (2+€)(2+6)m+§ 1
> ——m > e om
27 (1 + ¢)+aIm+3
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Q.ED.

The second technical lemma (Lemma A.4.3) will be used to simplify the decay factor in the

proof of Lemma A .4.1.

Lemma A.4.3. For all € € [0,/2), the following inequality holds

2+¢ €2
2-(1+e)%§_ 2

Proof of Lemma A.4.3. By taking logarithm on both sides, we see the original inequality is equiv-

alent to

€ 1+e€ 1,
— ] — > -
In <1+2> 5 Eln(l—i—e) In (1 5€ ),

which is further equivalent to

€ 1+e¢ 1
1@ —)— In(l+6) —In(1—=¢)>o0. A4l
n —1—2 2+€n( +€) n( 6)_0 ( )

Note that the LHS can be lower bounded by

1 1 1 1
In <1 + §>—2 1 ‘ In(1+¢)—In (1 — 562) > In (1 + %)— ;E In(1+¢)—In (1 - §e2> =:g(e).

€

Function ¢ satisfies that g(0) = 0, and its derivative is

v

24+€¢ 2 2
2—(2+¢€¢)(1—¢
2(2+¢)

€+ €

= >
22+¢) 20

Thus, g(€) > 0 for all € € [0, /2). Hence (A.41) holds forall ¢ € [0,1/2). Q.E.D.
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Now we are ready to present the proof of Lemma A.4.1.

Figure A.1: Graph structure of G to obtain the lower bound: N blocks form a ring. Each block
contains d vertices.

Proof of Lemma A.4.1. Consider the graph G constructed as Figure A.1: Let N be a positive in-
teger that is sufficiently large. /N blocks form a ring, where each block contains d nodes. Every
pair of blocks are connected by a complete bipartite graph. The graph Laplacian of G can be

decomposed as L = 2dI — M, where M is the adjacency matrix of G. We see that

(I+¢-L) = (2dt+1)I—¢-M)"!
( M) -

1 > 0
= M
2d0 + 1 Z (2dl + 1)t

t=0

1
T 240+ 1 (I_ 2d0 + 1
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Fix two vertices ¢ and j and denote x := dg(i, j) and assume x > 3. Without the loss of generality,

we can assume j is on the clockwise direction of 7. We see that

1 > Vi
71 .
((I +/0- L) )z‘j T odl+1 ; (2d0 + 1)t(Mt>z'j
gn s £2m oo
SRy 2 pa e (A42)

Note that (M*+2™),; denotes the number of paths from 7 to j with length x + 2m in graph G. Note
that the shortest paths from 7 to j have length . To pick a path with length (k + 2m) from i to 7,
we can first pick a path on the level of blocks: The number of possible block-level paths is lower
bounded by (”J:nzm) because we can choose m in (k + 2m) steps to go in the counter clockwise
direction. After a block-level path is fixed, we can choose which specific vertices in the blocks we

want to land at, and there are d“+2™~2 choices. Thus we see that

iy —
J m

(MnJer) > (I{ + 2m) dlﬁ+2mf2.

Substituting this into (A.42) gives

(A43)

gnd/{72 e €2md2m 2
(T+¢-1)7) ("”” * m).

>
7 (2d0 1 1)+ 2 (2dE+ 1)

=0

m

Let m = 0 will give that (1 +¢- L)™"),; > poimy - (saeq) > which shows the first claim of
Lemma A.4.1. Now we proceed to show the second claim of Lemma A.4.1.

By Lemma A.4.2, we know that when x = em, we have that

(-

(24 e)m (24 ¢\=
NoT (I+e0tom \Tte
1

24+ €

(2+€)m
1
> m 2| ——— .
e ((1 +>>




For any m > &, the inequality we just showed can help us bound a term in the summation of (A.43)

below:

gﬁd/{72 €2md2m K + 2m
(2d0 + 1)s+1 (2d0 + 1)%m m

. 1 1 [k+2m . 1\
— d?(2d0 4 1) 2nt2m m 2d0 + 1

1 (2+e€)r/e€ 1 (1+2)
> .
T2V /R d?(2d04+1) \2-(14¢) éiz 2d€+1>

(2+e)k
- 2dl+ 1) ) ’

Thus, we obtain that the following inequality holds for arbitrary ¢ € (0, 1):

1 2\ 1 241\ ©
((I+L) )zg = 2\/% \/_ d2? ng—i- ) ((1_5) . (1 B 26%-}-1) > - (A4d)

By setting € such that 1 /e = [Q(dﬁ)%} in (A.44), we obtain that:

22\/%-\/?1d2(2¢w+1)'(( )

where the last line follows from Lemma A.4.3.

(I+6-0)7"), > (1_L)4\m1,(1_ 1 )‘”*1

22 \/2/@ Cd2(2d0 + 1 2dt 2dl + 1

. ' 1_4\@“ NOEESAN

EENARVE \/ﬁ-d2(2d€+ 1) 2d¢ 2d0 + 1

1 4 \"

2 - - (A.45)

AV kAl d2(2d0 + 1) ( \/ﬂ)
Q.ED.
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Step 3: Combine Temporal and Spatial Lower Bounds

Combining the results of Steps 1 and 2 together, we know that the competitive ratio of any
decentralized online algorithm is lower bounded by

(1= VAr)?

AR T+ QOG) Y =14 Q) + Q(AG).

max{l +

A.5 Proof of Corollary 3.3.6

In this appendix we prove a resource augmentation bound for LPC. To simplify the notation,
we define the shorthand ar := ¢7/p and ag := {s/u. ar and ag are positive real numbers. We
first show two lemmas about the relationships between the decay factors pr and Ar, and pg and

Ag.
Lemma A.5.1. Under the assumptions of Theorem 3.3.1, we have p}. < Ay < p.

Proof of Lemma A.5.1. Recall that pp is given by

9
L . R
< \/ VIt 2ar +1

in Theorem 3.3.1. Thus we see that

2 2 2 2
pr={(1-——m —— | <(1-———— ) =\
V14 2ar +1 V1+dar +1

On the other hand, we have that

\ 9 (1 2 )2 " 2 4+/(1 4+ 2ar) (\/1—1—2aT—\/1+4aT)
T—p = —_—_— — =
g VI+dar +1 VI+2ar +1 (VI+2ar +1) (VI+daz + 1)
QED.

Lemma A.5.2. Under the assumptions of Theorem 3.3.1, we have p¥* < \g.
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Proof of Lemma A.5.2. Recall that pp is given by

2
— 1 —
Ps \/ VIt Dag + 1

in Theorem 3.3.1. We consider the following three cases separately.
Case 1: Aag > 224. We have p¥?* < \g in this case.

We first show that the following inequality holds for any positive integer ng and = € [0, 1/(2n0)]:
(1 —x)* < 1—ngx. (A.46)
To see this, define function g(x) = (1 — z)*" + nox — 1. Note that g is a convex function with

1 L] 2no (RN
— | = - — —=<e - = .
I\ 2n, 21 9 = 2

Thus, we see that g(x) < 0 holds for all z € [0,1/(2n)]. Hence (A.46) holds.

g(0) = 0 and

By (A.46), we see that

p16: 1— 2 i
o VI+ Aag +1
8

vV 1+ ACLS +1
43
B \/A(ZS

_ /s,

Case 2: 1 < Aag < 224. We have p% < \g in this case.

: 2 2 _7 1 1
To see this, note that pg < 1 — e 8 and by Theorem 3.3.5, A\g > 3T51 — §

N 1
28 < 2 < Z < ).
Ps_<8> _6_5

Case 3: Aag < 1. We have pg < \g in this case.

Therefore, we see that
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To see this, note that

p2:\/1—|—AaS—1< Aag
ST I+ Aas+1 - 4

Thus we see that

Aag Aag

< — \s.
16 — 3+3Aag °

4
Ps =

Q.E.D.

Now we come back to the proof of Corollary 3.3.6. By Theorem 3.3.3 and Theorem 3.3.5, we

know that the optimal competitive ratio is lower bounded by
c(k*,r*) > 1+ Cy (A +A%)
and LPC’s competitive ratio is upper bounded by
cupe(k,r) =14 C, (Co(r)? - b+ h(r)? - )

where C'\ and C, are some positive constants. To achieve c;pc(k,r) < c(k*,r*), it suffices to
guarantee that

C, - C3(r)? - ph < C\\5 and O, - h(r)? - pls < C\Ng .

Note that C3(r) can be upper bounded by some constant and i(r)? < poly(r) - p;% under our

assumptions. Applying Lemma A.5.1 and Lemma A.5.2 finishes the proof.
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A.6 Details in the multiproduct pricing application

A.6.1 Proof of Lemma 3.5.1

The revenue maximization problem Equation (3.7) is equivalent to the following:

H H
min. =Yy apdi =3 % [xf(—af k= Yt e = by

t=1 vey t=1 vey ueN\{v} (AA4T)

st. 0<x) <D}

Recall the definition of node, spatial, and temporal costs:

o\ 2
foat) =g (:czz— ) |

28
(uw)/ uw _w (u,v) u (u,w) v 2
sp o (x, x]) =y ’(It—sgn(’yt’ >$t) ;
U v v bv v v 2
ci(xf,xi_y) = é (xt - xt—l) .

Note that f(z?) is & (x})* — a¥x} plus a constant (a?)?/(4£7), and the interaction functions can

be rewritten as

s ey 7)) = ™| <<x$>2+<xz>2> 2" ey, ay,ay ) =5 <($§)2+(:c§_1)2> by .

Summing, we see that

H H H
SO @) + ey ai ) + > > si(at, ay) = (Objective in (A47) + > > (af)?/(48)).

t=1 vey t=1 e€& t=1 vey

(A.48)

Hence the optimal solution of (A.47) is the same as the following problem:
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H

H
min Y N f(a)) + (et el ) + )Y silad )

t=1 vey t=1 ec& (A.49)

st. 0<z) <p,

A.6.2 Lemma A.6.1 and its proof

Lemma A.6.1. Suppose the competitive ratio of our general cost minimization problem is C R(k, ),
which is a function of prediction horizon k and communication radius r. Suppose Sup,, ,\ce e 4 Jal <
b, SUPycy te[H] ;—g < ¢, then the competitive ratio for the corresponding revenue maximization prob-
lem, defined as rev(ALG)/rev(OPT), is at least 1—1(CR(k,r)—1), where A denotes the degree

of the product network and 1 = max{2({; + AbY) /1, ) .

We define C' = 37, (af)?/(4€}). Suppose
CR(k,r) - cost(OPT) > cost(ALG),

then

CR(k,r) - (=rev(OPT) + C) > (—rev(ALG) + C).

Rearranging the terms yields
(CR(k,r)—1)-C > CR(k,7)rev(OPT) — rev(ALG). (A.50)

To find a lower bound on rev(OPT), we choose a pricing strategy such that z} = % >0

where 7 = max{2({; + Aby)/p1,¢/p}. We first check that the demand is always nonnegative
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under this strategy:

v v Q¢ (u—v) (I%L 0] a;}—l v v (Z}; (u—v) atu
ay — ki — — Z M — b ——>a; =k — — Z M —

M i i M i

>a -kt — Y byt
M ety
0; 4+ Ab

> ap(1 — 220
nk

>

- 2

Moreover,

xy <a}/c <P

Hence this is a feasible price strategy.

We lower bound the optimal revenue:

H
v v u a/’U
reo(OPT) 2 % ~tay —kj=t— 3~ g7V ot 4yt

=1 ey TH ny wENT {0} ny nu
1 al al

> Zt 7t
t=1 vey

> e
n

We further divide Equation (A.50) by rev(OPT) to obtain

WCPT) > CR(k,r) — rev(ALG)/rev(OPT).

(CR(k,r)—1)

Since CR(k,r) > 1 for the cost minimization problem,

C

rev(ALG)/rev(OPT) > 1 — (CR(k,r) — l)m.
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This allows us to complete the proof as follows
rev(ALG) /rev(OPT) > 1 — g(CR(k,r) —1).

A.6.3 Additional plots

In Figure A.2, we present the computation time using different pricing policies across 30 sim-
ulated samples. Since the heuristics are closed-form solutions, they enjoy a much smaller compu-

tation time.

Computation time (temporal strength = 0.2) Computation time (temporal strength = 0.3)

> 0 > 0 > 9 X 'S > 4 0 4

@ 60 3 60
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lookahead
network
LpC

$ opt

naive
lookahead
network
LPC

opt

5
5

+ 8
é+rE<oO

N
3
Clock time elapsed (in

Clock time elapsed (in sec

o

L] L) L] [ ) L] L] L] [ ] L] 0 L] L] L] L] L] [ ] L] L] L]

0.01 0.02 0.03 0.04 0.05 006 0.07 0.08 0.09 001 002 0.03 0.04 0.05 0.06 0.07 0.08 0.09
Network interaction strength Network interaction strength

Figure A.2: Clock time elapsed for using different pricing policies.

In Figure A.3, we track price trajectories under different policies for randomly sampled prod-
ucts from our entire product set. We select a random instance and output the corresponding trajec-
tories for 6 weeks. BOOD2C6IFO product has a degree 7, BOOSH86SNA product has a degree 5
and BOO3KG9Z9S product has a degree 6. In this figure, the temporal interaction strength is 0.2
and the network interaction strength is 0.03. The right panel is the corresponding trajectory of the

intercept a;’s which can be viewed as the base demand of the product v.
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Figure A.3: Weekly pricing trajectories and base demands
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