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Abstract

A coproduct structure on symplectic cohomology

Lea Kenigsberg

Symplectic cohomology is an algebraic invariant which encodes dynamical information of

Liouville manifolds; that is, open symplectic manifolds satisfying certain convexity conditions at

infinity. In this work we define and investigate a new algebraic structure on symplectic

cohomology, the coproduct. To exhibit the non triviality of this structure we study it in the case of

complements of smooth divisors. Under certain technical conditions, the symplectic cohomology

of such manifolds is particularly amenable to computations via a Morse-Bott model. We define

the Morse-Bott coproduct and use it to illustrate that the coproduct structure on the symplectic

cohomology of the cotangent bundle of a 3 sphere is not trivial.



Table of Contents

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

Chapter 1: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 A survey of coproducts and motivation . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Chapter 2: Symplectic cohomology of Liouville manifolds . . . . . . . . . . . . . . . . . 6

2.1 Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Symplectic cohomology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 Grading conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

Chapter 3: The Hamiltonian coproduct . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1 Moduli spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.2 Orientations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.3 Compactness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3.1 A degenerate coproduct operation: . . . . . . . . . . . . . . . . . . . . . . 22

3.3.2 A Continuation-𝚷 operation: . . . . . . . . . . . . . . . . . . . . . . . . . 24

i



3.4 Definition of the coproduct . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.5 On co-associativity and co-Jacobi identities . . . . . . . . . . . . . . . . . . . . . 32

Chapter 4: Set up for Morse-Bott cohomologies . . . . . . . . . . . . . . . . . . . . . . . 37

Chapter 5: Morse-Bott theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.1 Morse-Bott symplectic cohomology . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.2 The BV operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.3 Coproduct . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.3.1 Definition of the Morse-Bott coproduct . . . . . . . . . . . . . . . . . . . 56

Chapter 6: Morse-Bott split theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6.1 Morse-Bott split symplectic cohomology . . . . . . . . . . . . . . . . . . . . . . . 61

6.2 The Morse-Bott split BV operator . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6.3 Morse-Bott split coproduct . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Chapter 7: Transversality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

7.1 Fredholm theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

7.2 A decomposition of the linear operator . . . . . . . . . . . . . . . . . . . . . . . . 85

7.3 Transversality for simple cascades . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.4 Augmented spheres and chains of pearls . . . . . . . . . . . . . . . . . . . . . . . 94

Chapter 8: Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

8.1 Strategy for computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

8.2 Another definition of the coproduct operation . . . . . . . . . . . . . . . . . . . . 101

ii



8.3 Conclusion of computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

iii



List of Figures

1.1 A 1 parameter family of coproduct operations. . . . . . . . . . . . . . . . . . . . 3

3.1 The interpolation function 𝜎𝜖 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2 Coproduct data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.3 Configurations at the boundary of the interval . . . . . . . . . . . . . . . . . . . . 23

3.4 Two representations of families of Floer data defining ℵ . . . . . . . . . . . . . . 33

3.5 A decomposition of ℵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.6 A further simplification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.1 Admissible Hamiltonians, and the action of periodic orbits . . . . . . . . . . . . . 40

5.1 A Morse-Bott differential cascade . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.2 A coproduct cascade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

6.1 Configurations contributing to the differential in the monotone case. The line seg-
ments represent flowlines of a Morse function in the contact boundary 𝑌 or in
interior of𝑊 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.2 An augmented coproduct curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

8.1 The moduli spaces defining _1. The colors at the negative outputs indicate the 𝑆1

family of asymptotic markers at each end. . . . . . . . . . . . . . . . . . . . . . . 103

iv



with "unabashed gratitude 1"

to my advisor, Mohammed Abouzaid, who braved my speculative math & shitty drafts &

ineloquent rage, and made space for me in this suspect universe called math.

1[1]

v



to Shlomo

vi



Chapter 1: Introduction

1.1 Background

Liouville manifolds, W, are a class of open symplectic manifolds which at infinity look like the

cylinder 𝑌 ˆ r0,8q for some contact manifold 𝑌 . Examples of such symplectic manifolds include

cotangent bundles of smooth manifolds and affine varieties.

Symplectic cohomology is the Floer theory associated to a system of Hamiltonians

𝐻𝜏 : 𝑆1
ˆ𝑊 Ñ R

which are linear of slope 𝜏 in the cylindrical end. The dynamics of such Hamiltonians are related

to the periodic orbits of the Reeb flow on 𝑌 , and symplectic cohomology is one way in which they

can be studied.

The symplectic cochain complex 𝑆𝐶˚p𝑊, 𝐻𝜏q is generated by periodic orbits of the Hamilto-

nian vector field 𝑋𝐻𝜏 , and the differential counts perturbed 𝐽 holomorphic cylinders interpolating

between the orbits. Using continuation maps, also defined using perturbed 𝐽 holomorphic cylin-

ders, one can define

𝑆𝐻˚
p𝑊q “ lim

ÝÑ
𝜏

𝑆𝐻˚
p𝑊, 𝐻𝜏

q.

Symplectic cohomology admits a rich structure, including a Batalin Vilkovisky (BV) operation

and a product structure. Morally speaking, the BV operation rotates the periodic orbits, and the

product structure counts perturbed 𝐽 holomorphic maps from the upside down pair of pants surface.
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1.2 A survey of coproducts and motivation

By considering the Riemann surface, Σ, with 2 negative punctures and one positive puncture,

one can define a coproduct structure:

𝑉 : 𝑆𝐻˚
p𝑊q Ñ 𝑆𝐻˚

p𝑊q b 𝑆𝐻˚
p𝑊q

by counting maps 𝑢 : Σ Ñ 𝑊 satisfying:

p𝑑𝑢 ´ 𝑋𝐻𝑧
b 𝛽q

p0,1q
“ 0.

Here 𝐻𝑧 is a family of Hamiltonians parameterized by Σ, and 𝛽 is a 1-form satisfying certain

conditions which ensure that the solutions do not escape to infinity. As was pointed out by Seidel

in [2], see also [3], this coproduct structure is highly degenerate. In particular, it vanishes in all

degrees 𝑛 ‰ 0. It is not completely trivial in general, however. For cotangent bundles 𝑇‹𝑀 , it is

proved in [3] that the coproduct satisfies

𝑉pr1sq “ 𝜒p𝑀qr𝑎0s
â

r𝑎0s.

Here 𝜒p𝑀q is the Euler characteristic of 𝑀 , r1s is the unit of 𝑆𝐻˚p𝑇‹𝑀q, and r𝑎0s can be thought

of as a generator of 𝐻𝑛p𝑀q via the inclusion 𝐻˚p𝑀q Ñ 𝑆𝐻˚p𝑇‹𝑀q.

One can define a secondary operation parameterized by Σ ˆ 𝐼 as is done in [4] for cotangent

bundles and more generally in [5, 6], see Figure 1.1. This operation interpolates between two

degenerate operations, each of which maps one of the outputs to a constant orbit. This operation

is not defined on 𝑆𝐻˚p𝑊q, however, since the non trivial boundary terms prevent it from being a

chain map. Let 𝑆𝐻`p𝑊q be defined as the quotient of 𝑆𝐻˚p𝑊q by the subcomplex generated by

constant orbits. Then a non trivial coproduct operation, 𝑉`, only exists on the high energy part

𝑆𝐻`p𝑊q.
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Figure 1.1: A 1 parameter family of coproduct operations.

Given the product, ‹, and the coproduct, 𝑉`, one would like to investigate identities such as

𝑉`
p𝐴 ‹ 𝐵q

?
“ 𝑉`

p𝐴q ‹ 𝐵 ` 𝐴 ‹𝑉`𝐵.

Note however, that the product structure on 𝑆𝐻˚p𝑊q does not descend to a product on 𝑆𝐻`p𝑊q,

and hence the interplay between the product and coproduct can not be studied.

Remark 1. For a spinned manifold 𝑀 , Viterbo’s isomorphism [7] identifies the symplectic coho-

mology of the cotangent bundle, 𝑆𝐻˚p𝑇‹𝑀q, with the homology of the free loop space, 𝐻˚pL𝑀q.

𝐻˚pL𝑀q admits a rich structure obtained by the concatenation, cutting, and rotation of loops.

Under Viterbo’s isomorphism, the pair-of-pants product on symplectic homology is identified with

the Chas-Sullivan [8] string topology product, and the coproduct 𝑉` can be identified with the

Goresky-Hingston [9] coproduct on the relative homology 𝐻˚pL𝑀{𝑀q.

For loop spaces, the natural evaluation L𝑀 Ñ 𝑀 gives a splitting

𝐻˚pL𝑀q – 𝐻˚pL𝑀{𝑀q ‘ 𝐻˚p𝑀q

which allows for an extension of the coproduct to an operation

𝐻˚pL𝑀q Ñ 𝐻˚pL𝑀q b 𝐻˚pL𝑀q

as is done in [10]. Among other applications, such an extension allows one to study the interplay

3



between the product and the coproduct.

No such splitting exists on the symplectic cohomology of Liouville domains however, which

inspired a search for a Floer theory associated to Liouville domains which admits both a product

and a coproduct structure. One solution was offered in [11], where it is shown that for a class

of Weinstein Domains, the coproduct and product both extend to a reduced version of symplectic

cohomology.

1.3 Results

The first goal of this paper is to define a new coproduct on 𝑆𝐻˚p𝑊q by implementing the

following idea: the BV operator is trivial on constant orbits. Therefore, by "gluing" this operator

to the negative ends of the secondary coproduct constructed in [12], we rid of the boundary terms

and consequently obtain an operation parameterized by 𝑆3:

Theorem. Let 𝑊 be a Liouville domain. There exists a graded commutative coproduct structure

of degree 2𝑛 ´ 3:

_ : 𝑆𝐻˚
p𝑊q Ñ 𝑆𝐻˚

p𝑊q b 𝑆𝐻˚
p𝑊q

The second goal of this paper is to compute this structure in an example and illustrate that

it is not trivial. Symplectic cohomology is notoriously difficult to compute. In [13], Diogo and

Lisi use a split Morse-Bott construction to compute the symplectic cohomology of complements

of smooth divisors satisfying monotonicity conditions. Such manifolds, 𝑊 , can be written as

𝑋z𝐷 for a closed symplectic manifold p𝑋,Ωq and a smooth symplectic submanifold 𝐷 Poincaré

dual to a positive multiple of Ω. In these settings the curves defining operations on symplectic

cohomology can be related to Gromov-Witten invariants of 𝐷 and Gromov-Witten invariants in 𝑋

relative to 𝐷, which are easier to compute. The comparison of the split Morse-Bott model with the

standard definition of symplectic cohomology goes through an intermediate construction, denoted

the Morse-Bott symplectic cohomology.

We define the Morse-Bott coproduct and the Morse-Bott split coproduct, see Figures 5.2 and

4



6.2. We prove that under monotonicity conditions the Morse-Bott split coproduct moduli spaces

consist of the simplest configurations:

Theorem. Assume that p𝑋,Ω𝑋q is spherically monotone with monotonicity constant 𝜏𝑋 and as-

sume that 𝐷 Ă 𝑋 is Poincaré dual to 𝐾Ω𝑋 with 𝜏𝑋 ą 𝐾 ą 0. Then the moduli spaces of

split Morse-Bott cascades contributing to the coproduct consist of Morse flowlines in the contact

boundary 𝑌 as well as pair of pants in the symplectization 𝑌 ˆ r0,8q.

We use this model to show that the coproduct does not vanish for an element of 𝑇‹𝑆3:

Theorem. Let 𝑈 be a generator of 𝑆𝐻3p𝑇‹𝑆3q, and 1 P 𝑆𝐻0p𝑇‹𝑆3q denote the unit of the ring.

Then

_p𝑈q “ 1 b 1.

Aside from proving that _ gives a non-trivial operation, this computation demonstrates that _

detects the constant orbits. Indeed, note that the unit of 𝑆𝐻0p𝑇˚𝑆3q can be thought of as a generator

of 𝐻0p𝑆3q via the inclusion of constant orbits 𝐻˚p𝑀q Ñ 𝑆𝐻˚p𝑇˚𝑀q.
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Chapter 2: Symplectic cohomology of Liouville manifolds

2.1 Settings

In this section we review the definition of symplectic cohomology. For an informal exposition

see [2]. For more detailed expositions, see [14, 3]. Our object of study will be Liouville domains:

Definition 2 (Liouville domains). A Liouville domain, p𝑊, B𝑊q, is a compact manifold with bound-

ary together with a one form 𝛼 such that 𝑑𝛼 is a symplectic form on𝑊 , and such that the Liouville

vector field, 𝑍 , defined by 𝑑𝛼p𝑍, q “ 𝛼 is transverse and points outwards along B𝑊 .

This implies that the form 𝛼|
B𝑊

is a contact form on B𝑊 with Reeb vector field 𝑅𝛼 defined

uniquely by 𝛼p𝑅𝛼q “ 1 and ker 𝑑𝛼|
B𝑊

“ 𝑅𝛼. Let 𝜙 be the flow of Z. We parameterize a neighbor-

hood of B𝑊 in𝑊 by:

𝐺 : B𝑊 ˆ r´𝛿, 0s Ñ 𝑊, p𝑡, 𝑤q Ñ 𝜙𝑡p𝑤q

The completion of𝑊 , denoted𝑊 , is obtained by attaching a cylindrical end: 𝑊 “ B𝑊 ˆR` Y𝐺𝑊

with symplectic form:

Ω “

$

’

’

&

’

’

%

𝑑𝛼 on𝑊

𝑑p𝑒𝑡𝛼q on B𝑊 ˆ R`

with 𝑡 being the R coordinate. We set 𝑟 “ 𝑒𝑡 . Let

Sp𝛼q “ t𝑇 P R|D a closed periodic orbit of period T of 𝑅𝛼u.

6



We assume that the closed Reeb orbits are transversally non-degenerate. This means that:

𝑑𝑒𝑡pI´ 𝑑𝜙1
𝐻

ˇ

ˇ

𝑥𝑖
bp𝛾p0qqq ‰ 0

for all Reeb orbits 𝑥𝑖. Here b denotes the contact distribution. We now define the class of Hamilto-

nians that appear in the definition of symplectic cohomology:

Definition 3 (admissible Hamiltonians). Let H denote the class of Hamiltonians 𝐻 : 𝑆1 ˆ𝑊 Ñ R

satisfying:

• 𝐻|
𝑊

is a fixed 𝐶2 small Morse function.

• on B p𝑊 ˆ R`, 𝐻 “ ℎp𝑡, 𝑟q depends only on the cylindrical variable 𝑟 and the 𝑆1 coordinate

𝑡. In addition, B𝑟pℎ
1p𝑡, 𝑟qq ą 0.

• for 𝑟 ě 1, 𝐻 “ 𝜏𝑟, 𝜏 R Sp𝛼q and 𝜏 ě 0.

• the 1- periodic orbits of 𝐻 are non-degenerate.

We will sometimes write 𝐻𝑡 to to indicate the time dependence of 𝐻. We denote the slope

of 𝐻 by 𝜏𝐻 , and sometimes use the notation 𝐻𝜏 to indicate the slope. There is a partial order on

admissible Hamiltonians where 𝐻 ĺ 𝐾 if the slope of 𝐾 is greater or equal to the slope of 𝐻.

For 𝐻 P H let Pp𝐻q denote the set of 1 periodic orbits of the Hamiltonian vector field 𝑋𝐻𝑡

defined by

𝑑𝐻𝑡
“ Ωp´, 𝑋𝐻𝑡

q.

To such orbits one can assign a cohomological Conley-Zehnder index, defined in §2.3 and denoted

by 𝑑𝑒𝑔p𝑥q.

The action of a 1 periodic orbit 𝑥 P Pp𝐻q is defined by:

A𝐻p𝑥q “

ż

𝑆1
´𝑥˚𝛼 ` 𝐻p𝑡, 𝑥p𝑡qq𝑑𝑡.

7



Let J p𝑊q denote the space of time dependent almost complex structures compatible with Ω

and adapted to the contact form 𝛼 in the cylindrical end. The last conditions means that : 𝐽 P J p𝑊q

satisfies 𝑑𝑟 ˝ 𝐽 “ ´𝛼, and 𝐽 is any time dependent 𝑑𝛼 compatible almost complex structure on b.

2.2 Symplectic cohomology

We follow the conventions and notation introduced in [14]. Given an admissible Hamiltonian

𝐻, the Floer co-chain complex associated to 𝐻 is given in degree 𝑖 by the formula:

𝐶𝐹𝑖p𝑊 ;𝐻, 𝐽q “
à

𝑥PP,𝑑𝑒𝑔p𝑥q“𝑖

|o𝑥|.

Here the orientation line ox is a one-dimensional real vector space associated to 𝑥, defined as the

determinant line of a certain linearization of Floer’s equation. The definition of ox is recalled in

§2.3 following [14, §1.7]. We let |o𝑥| denote the rank 1 free Abelian group generated by the two

orientations on o𝑥 modulo the relation that the sum of the orientations is zero.

We now recall the definition of the moduli spaces which in dimension 0 define the differential:

Definition 4. Let xMp𝑥´, 𝑥`, 𝐻, 𝐽q denote the moduli space of finite energy maps 𝑢 : 𝑆1 ˆRÑ 𝑊

satisfying the Floer Equation:

p𝑑𝑢 ´ 𝑋𝐻𝑡
b 𝑑𝑡qp0,1q

“ 0, (2.1)

and such that

lim
|𝑠|Ñ˘8

𝑢p𝑠, 𝑡q “ 𝑥˘p𝑡q.

Here 𝑥p𝑡q P Pp𝐻q.

For generic choice of Hamiltonian 𝐻 and Almost complex structure 𝐽, the moduli space

xMp𝑥´, 𝑥`, 𝐻, 𝐽q is smooth and admits a Gromov Floer compactification [15]. It admits an R ac-

tion by translations, and the quotient is denoted by Mp𝑥´, 𝑥`, 𝐻, 𝐽q and is of dimension 𝑑𝑒𝑔p𝑥q ´

8



𝑑𝑒𝑔p𝑦q ´ 1. When 𝑑𝑒𝑔p𝑥q “ 𝑑𝑒𝑔p𝑦q ` 1, every solution 𝑢 P Mp𝑥´, 𝑥`, 𝐻, 𝐽q determines an

isomorphism of orientation lines

𝑑𝑢 : o𝑦 Ñ o𝑥

The differential on the cochain complex 𝐶𝐹˚p𝑊 ;𝐻, 𝐽q is defined by:

𝑑p|o𝑥`
|q “

à

𝑥´

𝑑𝑒𝑔p𝑥`q“𝑑𝑒𝑔p𝑥´q´1

ÿ

𝑢PMp𝑥´,𝑥`q

𝑑𝑢 (2.2)

Using standard techniques in Floer theory, one can show that 𝑑2 “ 0 and that 𝐻𝐹˚p𝑊 ;𝐻, 𝐽q

only depends on the slope of 𝐻 [15, 3]. To define symplectic cohomology one defines continuation

maps

K : 𝐻𝐹˚
p𝑊 ;𝐻`, 𝐽`

q Ñ 𝐻𝐹˚
p𝑊 ;𝐻´, 𝐽´

q (2.3)

as follows: given admissible pairs p𝐻´
𝑡 , 𝐽

´
𝑡 q and p𝐻`

𝑡 , 𝐽
`
𝑡 q, with 𝐻`

𝑡 ĺ 𝐻´
𝑡 , we consider a family

of Hamiltonians parameterized by the cylinder 𝑆1 ˆ R satisfying:

𝐻𝑠,𝑡 “

$

’

’

&

’

’

%

𝐻`
𝑡 for 𝑠 " 0

𝐻´
𝑡 for 𝑠 ! 0

subject to the condition that B𝑠p𝐻𝑠,𝑡q ď 0. We also consider a family of almost complex structures

parameterized by 𝑆1 ˆ R and satisfying:

𝐽𝑠,𝑡 “

$

’

’

&

’

’

%

𝐽`
𝑡 for 𝑠 " 0

𝐽´
𝑡 for 𝑠 ! 0

Then Kp𝑥´, 𝑥`, 𝐻
´, 𝐻`q is the moduli space of finite energy maps 𝑢 : 𝑆1 ˆRÑ 𝑊 satisfying:

B𝑠p𝑢q ` 𝐽𝑠,𝑡pB𝑡𝑢 ´ 𝑋𝑠,𝑡q “ 0 (2.4)
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and

lim
|𝑠|Ñ8

𝑢p𝑠, 𝑡q “ 𝑥˘p𝑡q.

Here 𝑥˘p𝑡q P Pp𝐻˘q.

Remark 5. The purpose of the condition B𝑠p𝐻𝑠,𝑡q ď 0 is to ensure that the solutions are contained

in a compact subset of𝑊 . See Lemma 11 for a more statement.

For generic data Kp𝑥´, 𝑥`, 𝐻
´, 𝐻`q are smooth and admit a standard Gromov-Floer compact-

ification. The count of rigid elements define maps

K : 𝐻𝐹˚
p𝐻`, 𝐽`

q Ñ 𝐻𝐹˚
p𝐻´, 𝐽´

q

which are independent of the choice of homotopy and complex structures. Symplectic cohomology

is defined as the colimit over all linear Hamiltonians:

𝑆𝐻˚
p𝑊q “ lim

ÝÑ
𝐻PH 𝜏

𝐻𝐹˚
p𝑊, 𝐻𝜏

q.

2.3 Grading conventions

We recall the construction of orientation lines and grading conventions from [14, §1.4]. A path

Ψp𝑡q in Sp(2n) starting at the identity is non-degenerate if Ψp1q does not have 1 as an eigenvalue.

After parameterizing if necessary, we can associate to such a path a loop of symmetric matrices

𝑆p𝑡q satisfying:

9Ψp𝑡q “ 𝐽0𝑆p𝑡qΨp𝑡q.
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Such a loop is non-degenerate if Ψp𝑡q is non-degenerate. We equip C with positive (resp. negative)

cylindrical coordinates:

p´8,8q ˆ 𝑆1
Ñ C

p𝑠, 𝑡q Ñ 𝑒˘𝑠˘2𝜋𝑖𝑡 .

To a non-degenerate loop we associate the space O˘p𝑆q consisting of operators of the form:

𝐷𝜓 : 𝑊1,𝑝
pC,C𝑛q Ñ 𝐿𝑝pC,C𝑛q

𝑋 Ñ B𝑠𝑋 ` 𝐽0pB𝑡 ´ 𝑆 ¨ 𝑋q

where 𝑆 P 𝐶0pC,𝔤𝔩p2𝑛qq satisfies:

𝑆p𝑒𝑠`2𝜋𝑖𝑡
q “ 𝑆p𝑡q for 𝑠 " 0, if 𝐷Ψ P O`p𝑆q

𝑆p𝑒´𝑠´2𝜋𝑖𝑡
q “ 𝑆p𝑡q for 𝑠 ! 0, if 𝐷Ψ P O´p𝑆q

The spaces O˘p𝑆q consist of Fredholm operators and are contractible. To each operator 𝐷𝜓 we

assign a line bundle detp𝐷𝜓q “ detpcoker_𝐷𝜓q b detpker𝐷𝜓q, and hence get a trivial line bundle

over the spaces O˘p𝑆q.

Let P denote the set of 1 periodic orbits of 𝐻. We assume 𝑐1p𝑊q “ 0, and hence K “

Λ𝑚𝑎𝑥
C

𝑇˚𝑊 is trivializable as a complex bundle with complex structure 𝐽. We fix one such trivial-

ization. Given 𝑥 P P, we choose a trivialization bp𝑡q of 𝑥˚𝑇𝑊 so that the induced trivialization of

𝑥˚K agrees with the restriction of the trivialization above.

For every periodic orbit 𝑥p𝑡q of 𝐻 the Hamiltonian flow 𝜓p𝑡q gives a path of symplectic matrices

𝐷𝜓p𝑡q : 𝑇𝑥p0q𝑊 Ñ 𝑇𝑥p𝑡q𝑊 . Using the trivialization above one gets:

R2𝑛 bp0q
ÝÝÑ 𝑇𝑥p0q𝑊

𝐷𝜓p𝑡q
ÝÝÝÑ 𝑇𝑥p𝑡q𝑊

bp𝑡q´1
ÝÝÝÝÑ R2𝑛
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and hence a path of symplectic matrices Ψ𝑥 starting at the identity. The assumption that 𝐻 was non

degenerate implies that Ψ𝑥 does not have 1 as an eigenvalue.

Given 𝑥 P P, we denote by 𝑆𝑥 the loop of symmetric matrices associated with 𝑥 and by 𝐷˘
𝜓𝑥

an

element in O˘p𝑆𝑥q. We let 𝛿˘
𝑥 “ 𝑑𝑒𝑡p𝐷˘

𝜓𝑥
q. We define

𝑑𝑒𝑔p𝑥q “ 𝑖𝑛𝑑p𝐷´
𝜓𝑥

q.

Since the spaces O are contractible, this determinant line is independent of choices. We let 𝑜𝑥

presp. 𝑜`
𝑥 q be the Z graded Abelian group generated by the two orientations of 𝛿´

𝑥 presp. 𝛿`
𝑥 q and

relation that their sum vanishes. Note that there is a canonical isomorphism [14, Lemma 1.4.8]:

𝑜𝑥 b 𝑜`
𝑥 Ñ Z. (2.5)
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Chapter 3: The Hamiltonian coproduct

In this section we introduce the operation

_ : 𝑆𝐻˚
p𝑊q Ñ 𝑆𝐻˚

p𝑊q b 𝑆𝐻˚
p𝑊q,

and prove some of its properties.

3.1 Moduli spaces

We will construct a family of Hamiltonians parameterized by Σˆ𝑆1 ˆ𝑆1 ˆ 𝐼. Here Σ is the pair

of pants surface with two negative ends and one positive end. We will use Θ “ p\1, \2q P 𝑆1 ˆ 𝑆1

to vary the choice of asymptotic markers at the negative ends; this will induce the "gluing" of

the 𝐵𝑉 operation. The parameter 𝜔 P 𝐼 is used to vary the slope of the Hamiltonians at the

negative ends. That is, near the boundary of the interval we will choose the data so that the slope

of the Hamiltonian will be very small at one of the negative ends. This will force a solution to be

degenerate in that it will map that end to a constant orbit. In this sense, the parameter 𝜔 is used

to interpolate between the degenerate operations which map one of the negative ends to a constant

orbit. This construction is based on the construction of interpolating 1´forms in [5].

Let Σ denote a sphere with one positive puncture and two negative punctures defined as follows:

a cylindrical end at a puncture is a biholomorphic identification of a neighborhood of that puncture

with one of the following:

• Positive interior puncture: 𝑍` “ r0,8q ˆ 𝑆1 with complex coordinate 𝑧 “ 𝑠 ` 𝑖𝑡

• Negative interior puncture: 𝑍´ “ p´8, 0s ˆ 𝑆1 with complex coordinate 𝑧 “ 𝑠 ` 𝑖𝑡

13



Figure 3.1: The interpolation function 𝜎𝜖

Let ^ : p0, 1s Ñ r0,8q be a stretching profile defined as in [5] and satisfying

lim
𝑟Ñ0`

^p𝑟q “ 8.

We will use ^ to force the solutions near the boundary of 𝑆1 ˆ𝑆1 ˆ 𝐼 to degenerate and have outputs

in constant orbits.

Let 𝜎𝜖 : r0, 1s Ñ r0, 1s be a smooth function satisfying:

𝜎𝜖p𝑠q “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

𝜖 for 0 ď 𝑠 ď 1
4

𝑠 for 1
3 ď 𝑠 ď 2

3

1 for 3
4 ď 𝑠 ď 1

and such that 𝜎𝜖 is strictly increasing on r1
4 ,

1
3s and r2

3 ,
3
4s, see Figure 3.1. We use 𝜎𝜖 to ensure that

the Hamiltonians near the boundary of 𝑆1 ˆ 𝑆1 ˆ 𝐼 do not have degenerate orbits.

We parameterize the unit interval with coordinates 𝜔 “ p𝜔0, 𝜔1q such that 𝜔0 ` 𝜔1 “ 1, 𝜔𝑖 P

p0, 1q.

Definition 6 (Coproduct data, see Figure 3.2). To define the coproduct we fix the following Floer

data:

1. An admissible Hamiltonian 𝐻0
𝑡 , and admissible Hamiltonians 𝐻𝑖𝑡 , 𝑖 P t1, 2u satisfying
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𝐻0
𝑡 ĺ 𝐻𝑖𝑡 .

2. 𝜖 ! 1, such that 𝜖𝜏𝑖 is smaller than the period of any Reeb orbit of 𝑅𝛼.

3. A family of Hamiltonians 𝐻𝑧,Θ,𝜔 parameterized by Σ ˆ 𝑆1 ˆ 𝑆1 ˆ p0, 1q, linear for 𝑟 ě 1,

and satisfying the following conditions:

(a) In a neighborhood of infinity at the positive cylindrical end:

𝐻𝑧,Θ,𝜔 “ 𝐻0
𝑡

(b) In a neighborhood of infinity at the 𝑖𝑡ℎ negative end, with coordinates

p𝑠, 𝑡q P p´8, 0s ˆ 𝑆1 :

𝐻𝑧,Θ,𝜔 “

$

’

’

&

’

’

%

𝜎𝜖p𝜔𝑖q𝐻
𝑖
𝑡 for ´ 𝑅 ě 𝑠 ě ´𝑅 ´ ^p𝜔𝑖q

𝐻𝑖
𝑡`\𝑖

for 𝑠 ď ´𝑅 ´ ^p𝜔𝑖q

4. A family of almost complex structures 𝐽𝑧,Θ,𝜔 P J which only depends on 𝑡 in a neighborhood

of the positive puncture, and such that in a neighborhood of the 𝑖𝑡ℎ negative puncture:

𝐽𝑧,Θ,𝜔 “ 𝐽𝑡`\𝑖 ,𝜔

5. A 1 form 𝛽 on Σ satisfying 𝑑p𝐻𝑧,Θ,𝜔𝛽q ď 0, and such that 𝛽 restricts to 𝑑𝑡 in the neighbor-

hood of the punctures.

Remark 7. The condition 𝑑p𝐻𝑧,Θ,𝜔𝛽q ď 0 means that for every 𝑤 P 𝑊 and every 𝑣 P 𝑇Σ,

𝑑p𝐻𝑧,Θ,𝜔p𝑤q𝛽qp𝑣, 𝑗𝑣q ď 0. This condition will ensure the compactness of the moduli space. Such

a family and 𝛽 exist if we assume 𝐻0
𝑡 ĺ 𝐻𝑖𝑡 .

Note also that we use cohomological conventions: the surface Σ receive an input at the positive

end, and emits outputs at the negative punctures.
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Figure 3.2: Coproduct data

Definition 8. Given coproduct data as in 6, the moduli space of coproduct curves

MΘ,𝜔p𝑥0; 𝑥1, 𝑥2q

consists of finite energy maps

p𝑢, 𝜔,Θq : Σ Ñ 𝑊

satisfying:

p𝑑𝑢 ´ 𝑋𝐻p𝑧,Θ.𝜔q
b 𝛽q

p0,1q
“ 0 (3.1)

and

lim
𝑠Ñ8

𝑢p𝜖0p𝑠 ` 𝑖𝑡qq “ 𝑥0p𝑡q

in the positive puncture, and

lim
𝑠Ñ´8

𝑢p𝜖𝑖p𝑠 ` 𝑖𝑡qq “ 𝑥𝑖p𝑡 ` \𝑖q
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in the negative punctures. Here 𝑥𝑖 P Pp𝐻𝑖q.

The moduli spaces MΘ,𝜔 can be expressed as the zero locus of a Fredholm operator surjectivity,

of which is well understood in the current setup and follows from an infinite dimensional Sard-

Smale theorem, and the fact that 𝐻𝑧,Θ,𝜔 and 𝐽𝑧,Θ,𝜔 are allowed to depend on all parameters. For

details see [3, §16]:

Lemma 9. For a generic choice of data 𝐻𝑧,Θ,𝜔 and 𝐽𝑧,Θ,𝜔, and admissible Hamiltonians 𝐻𝑖, 𝑖 P

t0, 1, 2u, the moduli space MΘ,𝜔p𝑥0; 𝑥1, 𝑥2q is smooth of dimension

𝑑𝑒𝑔p𝑥1q ` 𝑑𝑒𝑔p𝑥2q ´ 𝑑𝑒𝑔p𝑥0q ´ 2𝑛 ` 3

3.2 Orientations

Lemma 10. If 𝑢Θ,𝜔 is a solution of the Floer equation (3.1), then 𝑢Θ,𝜔 induces an isomorphism

𝑑𝑒𝑡p𝐷𝑢Θ,𝜔q b 𝑜𝑥0 – 𝑜𝑥1 b 𝑜𝑥2

which is canonical up to multiplication by a positive real number.

Proof. Given a solution 𝑢Θ,𝜔 of (3.1), we can choose a trivialization of 𝑢˚
Θ,𝜔
𝑇𝑊 so that when

restricting to the neighborhoods of the three punctures we get the fixed trivialization b𝑖 of 𝑥˚
𝑖
𝑇𝑊 .

With respect to this trivialization, and up to a rotation by \𝑖, the linearization of (3.1) in the negative

cylindrical ends agrees with 𝐷`
𝜓𝑥𝑖

in the complement of a disk.

We will now glue 𝐷`

Ψ𝑥1
and 𝐷`

Ψ𝑥2
to 𝐷p𝑢,Θ,𝜔q to obtain an operator in O`p𝑆𝑥0q. We equip

the plane with positive cylindrical coordinates and choose two negative real numbers 𝑆1p𝜔q ă

´𝑅 ´ ^p𝜔1q ´ 1 and 𝑆2p𝜔q ă ´𝑅 ´ ^p𝜔2q ´ 1 . We remove the ends 𝜖𝑖p𝑆1 ˆ p´8, 𝑆𝑖qq, 𝑖 “ 1, 2

from Σ, and glue the complements to disks in C by identifying 𝑆𝑖p𝜔q ˆ 𝑆1 in the i𝑡ℎ negative

end to ´𝑆𝑖p𝜔q ˆ 𝑆1 P C. We do this identification while rotating if necessary, to account for the

parameters p\1, \2q.
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By Lemma 2.3.12 of [14] there is a canonical isomorphism of determinant lines:

𝐷`

Ψ𝑥2
#𝐷`

Ψ𝑥1
#𝑑𝑒𝑡p𝐷p𝑢,Θ,𝜔qq – 𝑑𝑒𝑡p𝐷`

Ψ𝑥2
q b 𝑑𝑒𝑡p𝐷`

Ψ𝑥1
q b 𝑑𝑒𝑡p𝐷p𝑢,Θ,𝜔qq.

The lemma now follows by appealing to (2.5) and the fact that O`p𝑆𝑥0q is contractible.

□

We now explain how to orient MΘ,𝜔p𝑥0; 𝑥1, 𝑥2q. Given a solution 𝑢Θ,𝜔 P MΘ,𝜔p𝑥0; 𝑥1, 𝑥2q, the

linearization of (3.1) gives an operator:

𝐷𝑢Θ,𝜔 : 𝑊1,𝑝
pΣ, 𝑢˚

Θ,𝜔𝑇𝑊q Ñ R‘ 𝐿𝑃pΣ, 𝑢˚
Θ,𝜔𝑇𝑊 b Ω0,1

pΣqq.

Taking the derivative with respect to the parameterizing variables pΘ, 𝜔q gives a Fredholm map:

𝑇\1𝑆
1

‘ 𝑇\2𝑆
1

‘ 𝑇𝜔R
2

‘𝑊1,𝑝
pΣ, 𝑢˚

Θ,𝜔𝑇𝑀q Ñ R‘ 𝐿𝑃pΣ, 𝑢˚
Θ,𝜔𝑇𝑀 b Ω0,1

pΣqq. (3.2)

Here we think of the unit interval as embedded in R2 with coordinates 𝜔 “ p𝜔0, 𝜔1q and tangent

space the kernel of the map R2 Ñ R, p𝑥0, 𝑥1q Ñ 𝑥0 ` 𝑥1.

The Floer data 𝐻𝑧,Θ,𝜔 and 𝐽𝑧,Θ,𝜔 is said to be regular if (3.2) is surjective. This means that

𝑇\1𝑆
1

‘ 𝑇\2𝑆
1

‘ 𝑇𝜔R
2

Ñ R‘ 𝑐𝑜𝑘𝑒𝑟p𝐷𝑢Θ,𝜔q

is surjective which can be achieved for generic data.

The tangent space of MΘ,𝜔 at 𝑢Θ,𝜔 is the kernel of the operator in (3.2), hence there is a short

exact sequence:

𝑇𝑢Θ,𝜔MΘ,𝜔 Ñ 𝑇\1𝑆
1

‘ 𝑇\2𝑆
1

‘ 𝑇𝜔R
2

‘ 𝑘𝑒𝑟p𝐷𝑢Θ,𝜔q Ñ R‘ 𝑐𝑜𝑘𝑒𝑟p𝐷𝑢Θ,𝜔q
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which induces an isomorphism:

𝑑𝑒𝑡p𝑇𝑢Θ,𝜔MΘ,𝜔q b 𝑑𝑒𝑡pRq b 𝑑𝑒𝑡p𝑐𝑜𝑘𝑒𝑟p𝐷𝑢Θ,𝜔qq

Ñ𝑑𝑒𝑡p𝑇\1𝑆
1
q b 𝑑𝑒𝑡p𝑇\2𝑆

1
q b 𝑑𝑒𝑡p𝑇𝜔R

2
q b 𝑑𝑒𝑡p𝑘𝑒𝑟p𝐷𝑢Θ,𝜔qq,

and hence an isomorphism:

𝑑𝑒𝑡p𝑇𝑢Θ,𝜔MΘ,𝜔q b 𝑑𝑒𝑡pRq Ñ 𝑑𝑒𝑡p𝑇\1𝑆
1
q b 𝑑𝑒𝑡p𝑇\2𝑆

1
q b 𝑑𝑒𝑡p𝑇𝜔R

2
q b 𝑑𝑒𝑡p𝐷𝑢Θ,𝜔q. (3.3)

To obtain an orientation of 𝑇𝑢Θ,𝜔MΘ,𝜔 we use the orientation for 𝑑𝑒𝑡p𝐷𝑢Θ,𝜔q from the gluing

above and fix an orientation for 𝑇\𝑖𝑆
1 and 𝑇𝜔R2 which induces an orientation on 𝑇R.

Assuming regularity, the moduli space MΘ,𝜔p𝑥0; 𝑥1, 𝑥2q is hence smooth of dimension

𝑑𝑒𝑔p𝑥0q ´ 𝑑𝑒𝑔p𝑥1q ´ 𝑑𝑒𝑔p𝑥2q ` 2𝑛 ´ 3.

When 𝑑𝑒𝑔p𝑥0q “ 𝑑𝑒𝑔p𝑥1q ` 𝑑𝑒𝑔p𝑥2q ´ 2𝑛 ` 3 the moduli spaces have dimension 0 and (3.7)

descends to an isomorphism:

_ : 𝑜𝑥0 – 𝑜𝑥1 b 𝑜𝑥2

3.3 Compactness

In this subsection we first state a maximum principle for coproduct curves, which shows that

coproduct curves are contained in a compact set. We then describe the Gromov-Floer compactifi-

cation of MΘ,𝜔.

Lemma 11 (Maximum Principle, following [16]). Finite energy solutions to the Floer equations

(3.1) are contained in the compact set of 𝑟 ď 1 in𝑊 .
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Proof. For 𝑢 : Σ Ñ 𝑊 a solution of the Floer equation the energy is defined as

𝐸p𝑢q “

ż

Σ

}𝑑𝑢 ´ 𝑋𝐻𝑧,Θ,𝜔
b 𝛽}

2

where the norm is with respect to the metric 𝜔p´, 𝐽q. Alternatively,

𝐸p𝑢q “

ż

Σ

𝑢˚𝜔 ´ 𝑢˚𝑑𝐻𝑧,Θ,𝜔 ^ 𝛽.

Note that because of the dependence of 𝐻𝑧,Θ,𝜔 on 𝑧 P Σ, we have the expression:

𝑢˚𝑑𝐻𝑧,Θ,𝜔 “ 𝑑p𝑢˚𝐻𝑧,Θ,𝜔q ´ 𝑑𝐻𝑧,Θ,𝜔.

Where with the second term on the right we mean the derivative of 𝐻𝑧,Θ,𝜔 with respect to the

parameterizing variable 𝑧. Now let 𝑟 1 ą 1 be a regular value of the function 𝑟p𝑢p𝑧qq such that

Σ1
“ t𝑧 P Σ|𝑟p𝑢p𝑧qq ě 𝑟 1

u

is non empty. Note that since the periodic orbits lie below 𝑟 ă 1, Σ1 is a compact Riemann surface

with boundary. Then:
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𝐸p𝑢q|Σ1 “

ż

Σ1

𝑢˚𝜔 ´ 𝑢˚𝑑𝐻𝑧,Θ,𝜔 ^ 𝛽

“

ż

Σ1

𝑢˚𝜔 ´ 𝑑p𝑢˚𝐻𝑧,Θ,𝜔q ^ 𝛽 ` 𝑑𝐻𝑧,Θ,𝜔 ^ 𝛽

ď

ż

Σ1

𝑢˚𝜔 ´ 𝑑p𝑢˚𝐻𝑧,Θ,𝜔q ^ 𝛽 ` 𝑑𝐻𝑧,Θ,𝜔 ^ 𝛽 ´ 𝑑p𝐻𝑧,Θ,𝜔𝛽q

“

ż

Σ1

𝑢˚𝜔 ´ 𝑑p𝑢˚𝐻𝑧,Θ,𝜔𝛽q

“

ż

BΣ1

𝑢˚𝑟_ ´ 𝑢˚𝐻𝑧,Θ,𝜔𝛽

“

ż

BΣ1

𝑢˚𝑟_ ´ 𝑢˚
p𝑎𝑧,Θ,𝜔𝑟q𝛽

“ 𝑟 1

ż

BΣ1

_p𝑑𝑢 ´ 𝑋𝑧,Θ,𝜔 b 𝛽q

“ 𝑟 1

ż

BΣ1

𝐽 ˝ _p𝑑𝑢 ´ 𝑋𝐻𝑧,Θ,𝜔
b 𝛽q ˝ p´𝑖q

ď 0.

The first inequality follows from the condition 𝑑p𝐻𝑧,Θ,𝜔𝛽q ď 0. The last inequality follows from

the fact that _ ˝ 𝐽 “ 𝑑𝑟, 𝑑𝑟p𝑋𝐻𝑧,Θ,𝜔
q “ 0, and that if 𝑣 P BΣ1 is a positively oriented tangent vector,

then ´𝑖𝑣 points outwards and hence 𝑑𝑟 ˝ 𝑑𝑢p´𝑖𝑣q ď 0.

It follows that the energy of 𝑢 restricted to Σ1 is zero, and hence 𝑢 is contained in a regular

level set. Note that this conclusion does not depend on the regular level set, which are dense in the

interval p1, 𝑟 1q, and hence Σ1 must be empty. □

Remark 12. We will also need to allow for the following modifications. We will relax the condition

of linearity and consider instead Hamiltonians which for some 𝑟 ą 𝑟0 satisfy ´𝑟𝐻1p𝑟q`𝐻p𝑟q ď 0.

In this case, one still has 𝑢˚𝐻𝛽 ď _p𝑋𝐻 b 𝛽q, [3, Lemma 19.5].

One can also allow Σ1 to have negative punctures 𝑥𝑖, in which case the additional contribution

to
ş

BΣ1 𝑢
˚𝑟_ ´ 𝑢˚𝐻𝑧,Θ,𝜔𝛽 is given by

ř

A𝐻p𝑥𝑖q ď 0.
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Gromov Floer compactification:

The moduli spaces MΘ,𝜔p𝑥0; 𝑥1, 𝑥2q admit a Gromov-Floer compactification by broken solu-

tions. Away from the ends, the energy estimates force local 𝐶8 hence uniform convergence, thus

breaking can only occur at the ends. At an end, a Floer trajectory can break off leading to boundary

strata consisting of fiber products of Floer cylinders and coproduct curves. There will also be terms

coming from the limits 𝜔 Ñ p0, 1q, p1, 0q. These boundary strata correspond to moduli spaces of

degenerate coproduct curves, where the slope of the Hamiltonian is small at one of the negative

ends, followed by a hybrid continuation-𝚷 cylinders. The later being solutions 𝑢 : 𝑆1 ˆ R Ñ 𝑊

satisfying a continuation equation for 𝑠 " 0, and the BV equation for 𝑠 ! 0. See Figure 3.3.

As usual in Floer theory, we will use moduli spaces of dimension 1 to show that the coproduct

curves define a chain map and descends to an operation on symplectic cohomology. In order

to achieve this, we will show that the boundary strata that correspond to the compactification of

the interval are empty in low dimensions. We now make this argument explicit by defining the

relevant moduli spaces. Starting with the degenerate coproduct operation, and following with a

hybrid continuation-𝚷 operation.

3.3.1 A degenerate coproduct operation:

Definition 13. In the following we fix 𝑖 P t1, 2u and let 𝑗 “ 3 ´ 𝑖. To define the boundary terms

we fix the following data:

• An admissible Hamiltonian 𝐻 of slope 𝜏, a small 𝜖 such that 𝜖𝜏 is smaller than the period

of any Reeb orbit of 𝑅𝛼, and a family of linear Hamiltonians 𝐻𝑧,\𝑖 parameterized by Σ ˆ 𝑆1

satisfying:

1. In a neighborhood of infinity at the positive end:

𝐻𝑧,\𝑖 “ 𝐻𝑡
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Figure 3.3: Configurations at the boundary of the interval

2. In a neighborhood of infinity at the i’th cylindrical end:

𝐻𝑧,\𝑖 “ 𝐻𝑡`\

3. In a neighborhood of infinity at the j’th end:

𝐻𝑧,\𝑖 “ 𝜖𝐻

• a family of admissible almost complex structures 𝐽𝑡,\𝑖 parameterized by Σ ˆ 𝑆1 such that

𝐽𝑧,\𝑖 “ 𝐽𝑡 in a neighborhood of the positive puncture and the 𝑗 1𝑡ℎ negative puncture, and

𝐽𝑧,\𝑖 “ 𝐽𝑡`\𝑖 in a neighborhood of the i’th negative puncture.

• A one form 𝛽 on Σ satisfying 𝑑p𝐻𝑧,\𝑖 𝛽q ď 0, and such that 𝛽 restricts to 𝑑𝑡 in the neighbor-

hood of the punctures.

The moduli space of degenerate coproduct curves

M\𝑖p𝑥0; 𝑥1, 𝑥2q
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consists of finite energy maps

p𝑢, 𝜔, \𝑖q : Σ Ñ 𝑊

satisfying:

p𝑑𝑢 ´ 𝑋𝐻𝑧, \𝑖
b 𝛽q

p0,1q
“ 0 (3.4)

and

lim
𝑠Ñ8

𝑢p𝜖0p𝑠 ` 𝑖𝑡qq “ 𝑥0p𝑡q

lim
𝑠Ñ´8

𝑢p𝜖𝑖p𝑠 ` 𝑖𝑡qq “ 𝑥𝑖p𝑡 ` \𝑖q

lim
𝑠Ñ´8

𝑢p𝜖 𝑗p𝑠 ` 𝑖𝑡qq “ 𝑥 𝑗p𝑡q

where 𝑥𝑖 P Pp𝐻𝑡q.

The transversality results in [3, §16] apply here and show that :

Lemma 14. For a generic choice of data 𝐻𝑧,\𝑖 and J𝑧,\1 , the moduli space M\𝑖p𝑥0; 𝑥1, 𝑥2q are

regular for all triple of orbits 𝑥0, 𝑥1, 𝑥2 and this space is smooth of dimension

𝑑𝑒𝑔p𝑥1q ` 𝑑𝑒𝑔p𝑥2q ´ 𝑑𝑒𝑔p𝑥0q ´ 2𝑛 ` 1.

Moreover, the maximum principle Lemma 11 applies, and the solutions of (3.4) are contained

in the compact set of 𝑟 ď 1 in𝑊 .

3.3.2 A Continuation-𝚷 operation:

We now define moduli spaces of maps 𝑢 : 𝑆1 ˆ R Ñ 𝑊 which satisfy a continuation equation

for 𝑠 " 0, and the BV equation for 𝑠 ! 0.

Definition 15. Let
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• 𝐻˘ be admissible Hamiltonians satisfying 𝐻´ ľ 𝐻`

• 𝐽𝑠,𝑡 a family of admissible almost complex structures, which are independent of 𝑠 in a neigh-

borhood of the punctures.

• a family of admissible Hamiltonians parameterized by p𝑡, 𝑠, \q P Rˆ 𝑆1 ˆ 𝑆1 satisfying:

𝐻p𝑠,𝑡q “

$

’

’

&

’

’

%

𝐻`
𝑡 for 𝑠 " 0

𝐻´
𝑡`\

for 𝑠 ! 0

and s.t. B𝑠p𝐻𝑠,𝑡,\q ď 0.

The moduli space of continuation - Π cylinders

Np𝑥´, 𝑥`q

consists of pairs p𝑢, \q : 𝑆1 ˆ RÑ 𝑊 satisfying:

B𝑠p𝑢q ` 𝐽𝑠,𝑡pB𝑡𝑢 ´ 𝑋𝑠,𝑡,\q “ 0 (3.5)

satisfying

lim
𝑠Ñ8

𝑢p𝑠, 𝑡q “ 𝑥`p𝑡q

lim
𝑠Ñ´8

𝑢p𝑠, 𝑡, \q “ 𝑥´p𝑡q

The methods of [15] apply here to show that:

Lemma 16. For a generic choice of data the moduli spaces Np𝑥´, 𝑥`q are smooth of dimension:

𝑑𝑒𝑔p𝑥´q ´ 𝑑𝑒𝑔p𝑥`q ´ 1.
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The moduli spaces Np𝑥´, 𝑥`q admit a Gromov-Floer compactification by boundary strata cor-

responding to fiber products Np𝑥´, 𝑦q ˆ Mp𝑦, 𝑥`q and Mp𝑥´, 𝑦
1q ˆ Np𝑦1, 𝑥`q.

Lemma 17. For constant orbits 𝑥`, and for regular data, the moduli spaces Np𝑥´, 𝑥`q of dimen-

sion 0 are empty.

Proof. An energy estimate implies that 𝑥´ is a constant orbit, and the maximum principle Lemma

11 implies that the solutions are contained in the interior of 𝑊 , where the Hamiltonians 𝐻˘ are

time independent and hence \ independent. By rescaling 𝐻𝑠 if necessary, we can assume that the

solutions are regular and time independent by [3, §15, claim 5], hence do not depend on \ and

can’t be rigid. □

Compactness in low dimensions:

Let 𝐻𝑧,Θ,𝜔 be the family of Hamiltonians used to define the coproduct (8). Let 𝐻𝑧,\𝑖 be its

pointwise limit as 𝜔 “ p𝜔1, 𝜔2q Ñ p1, 0q.

Lemma 18. In dimension 1, the Gromov-Floer compactification of MΘ,𝜔p𝑥0; 𝑥1, 𝑥2q consists of

the following strata:

1. Mp𝑥0, 𝑥
1
0q ˆ MΘ,𝜔p𝑥1

0; 𝑥1, 𝑥2q

2. MΘ,𝜔p𝑥0; 𝑥1
1, 𝑥2q ˆ Mp𝑥1

1, 𝑥1q

3. MΘ,𝜔p𝑥0; 𝑥1, 𝑥
1
2q ˆ Mp𝑥1

2, 𝑥2q

Proof. Away from the ends the energy estimates force 𝐶8 local and hence uniform convergence.

Therefore, breaking can only happen at the ends. A Floer trajectory can break off, leading to terms

as in p1q, p2q, p3q. Breaking can also happen at the boundary of the interval, where a continuation-

𝚷 cylinder can break off. These terms correspond to the limits 𝜔 “ p𝜔1, 𝜔2q Ñ p1, 0q, p0, 1q and

can be written as the fiber products M0
\𝑖

ˆN0, where the superscript indicates dimension. Note that

when the slope of the Hamiltonian is sufficiently small, its only periodic orbits are constant and

hence Lemma 17 implies that the boundary strata corresponding to the limits as 𝜔 Ñ p0, 1q, p1, 0q

are empty. □
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3.4 Definition of the coproduct

As is explained in §3.2, in dimension zero each 𝑢 P MΘ,𝜔 defines an isomorphism:

_𝑢 : 𝑜𝑥0 – 𝑜𝑥1 b 𝑜𝑥2 ,

which define the coproduct:

Definition 19. Given regular data the coproduct

_ : 𝐶𝐹p𝐻0
q Ñ 𝐶𝐹˚

p𝐻1
q b 𝐶𝐹˚

p𝐻2
q

is the sum over all rigid elements:

_ “
ÿ

𝑑𝑒𝑔p𝑥0q“𝑑𝑒𝑔p𝑥1q`𝑑𝑒𝑔p𝑥2q´2𝑛`3
𝑢PMΘ,𝜔p𝑥0;𝑥1,𝑥2q

_𝑢 .

Proposition 20. The coproduct satisfies:

_ ˝ 𝑑 ´ 𝑑 ˝ _ “ 0 (3.6)

where by convention 𝑑p𝑎1 b 𝑎2q “ 𝑑𝑎1 b 𝑎2 ` p´1q𝑑𝑒𝑔p𝑎1q𝑎1 b 𝑑𝑎2

Proof. Consider the compactification of the moduli space in dimension 1. By Lemma (18), the

boundary consists of the following strata:

1. Mp𝑥0, 𝑥
1
0q ˆ MΘ,𝜔p𝑥1

0; 𝑥1, 𝑥2q

2. MΘ,𝜔p𝑥0; 𝑥1
1, 𝑥2q ˆ Mp𝑥1

1, 𝑥1q

3. MΘ,𝜔p𝑥0; 𝑥1, 𝑥
1
2q ˆ Mp𝑥1

2, 𝑥2q

We interpret the first contribution as _ ˝ 𝑑, while the last two contribute to 𝑑 ˝ _. To show (3.6),

we just need to confirm the signs. We consider the signs of the terms in case (3). Let 𝑢Θ,𝜔#𝑣
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be a broken curve lying in the boundary of MΘ,𝜔p𝑥0; 𝑥1, 𝑥2q. Floer’s gluing map parameterizes a

neighborhood of this curve by a gluing parameter 𝜌 " 0. Let 𝐷𝑢Θ,𝜔 and 𝐷𝑣 denote the linearization

of the Floer equation at 𝑢Θ,𝜔 resp. 𝑣. We check the sign of the glued operator 𝐷𝑢Θ,𝜔#𝐷𝑣 with the

signs of a nearby curve. Given an element 𝑢Θ,𝜔 of MΘ,𝜔p𝑥0; 𝑥1, 𝑥
1
2q, 𝑑𝑒𝑡p𝐷𝑢Θ,𝜔q is oriented to that

there is an isomorphism:

𝑑𝑒𝑡p𝐷𝑢Θ,𝜔q b 𝑑𝑒𝑡p𝐷´

Ψ𝑥0
q Ñ detp𝐷´

Ψ𝑥1
q b 𝑑𝑒𝑡p𝐷´

Ψ
𝑥1

2

q (3.7)

or equivalently,

𝑑𝑒𝑡p𝐷`

Ψ𝑥1
q b 𝑑𝑒𝑡p𝐷𝑢Θ,𝜔q b 𝑑𝑒𝑡p𝐷´

Ψ𝑥0
q Ñ detp𝐷´

Ψ
𝑥1

2

q (3.8)

The differential gives a map:

𝑑𝑒𝑡p𝐷𝑣q b 𝑑𝑒𝑡p𝐷´

Ψ
𝑥1

2

q Ñ 𝑑𝑒𝑡p𝐷´

Ψ𝑥2
q. (3.9)

We substitute (3.8) in (3.9) to obtain:

𝑑𝑒𝑡p𝐷𝑣q b 𝑑𝑒𝑡p𝐷`

Ψ𝑥1
q b 𝑑𝑒𝑡p𝐷𝑢Θ,𝜔q b 𝑑𝑒𝑡p𝐷´

Ψ𝑥0
q Ñ 𝑑𝑒𝑡p𝐷´

Ψ𝑥2
q. (3.10)

We transpose 𝑑𝑒𝑡p𝐷𝑣q b 𝑑𝑒𝑡p𝐷`

Ψ𝑥1
q which introduces a sign change of 𝑑𝑒𝑔p𝑥1q, and obtain:

𝑑𝑒𝑡p𝐷𝑣q b 𝑑𝑒𝑡p𝐷𝑢Θ,𝜔q b 𝑑𝑒𝑡p𝐷´

Ψ𝑥0
q Ñ 𝑑𝑒𝑡p𝐷´

Ψ𝑥1
q b 𝑑𝑒𝑡p𝐷´

Ψ𝑥2
q. (3.11)

We can now compare this to an element 𝑤 “ 𝑢Θ,𝜔#𝜌𝑣. The orientation on 𝐷𝑤 is given by

𝑑𝑒𝑡p𝐷𝑤q b 𝑑𝑒𝑡p𝐷´

Ψ𝑥0
q Ñ 𝑑𝑒𝑡p𝐷´

Ψ𝑥1
q b 𝑑𝑒𝑡p𝐷´

Ψ𝑥2
q (3.12)

The curve 𝑢Θ,𝜔 is rigid so 𝑑𝑒𝑡p𝐷𝑢Θ,𝜔q is canonically trivial, but 𝑑𝑒𝑡p𝐷𝑣q is spanned by the transla-

tion vector B𝑠. The gluing procedure sends B𝑠 to B𝜌p𝑢Θ,𝜔#𝜌𝑣q. This gives rise to a tangent vector

which points outwards in MΘ,𝜔 and hence shows up with a negative sign. A similar analysis for
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the other two elements proves the claim. □

Proposition 21. The coproduct

_ : 𝐶𝐹p𝐻0
𝑡 q Ñ 𝐶𝐹˚

p𝐻1
𝑡 q b 𝐶𝐹˚

p𝐻2
𝑡 q

does not depend on the choice of Floer data.

Proof. This is a cobordism argument using the fact that the space of coproduct data is connected.

Indeed, the space of almost complex structures is contractible so we can interpolate between any

two choices of families. In the complement of the infinite ends the condition 𝑑p𝐻𝑧,𝜔𝛽q ď 0 is

local in 𝑧 and convex in both 𝛽 and 𝐻𝑧,𝜔. Over the negative ends, we can again simply interpolate

between any two choices of coproduct data by a straight line homotopy. □

Given regular data as in (8) it follows from the two propositions above that the coproduct

descends to a well defined operation:

_ : 𝐻𝐹˚
p𝐻0

q Ñ 𝐻𝐹˚
p𝐻1

q b 𝐻𝐹˚
p𝐻2

q.

Remark 22. The data defining the moduli spaces MΘ,𝜔 is parameterized by Σ ˆ 𝑆1 ˆ 𝑆1 ˆ p0, 1q.

We can choose our data so that in the region where the slope of the Hamiltonians is very small the

Hamiltonians are independent of p𝑠, 𝑡q. By [5, Lemma 3.2], in this situation one of the negative

ends maps to a constant orbit, i.e. a solution will lie in the interior of𝑊 where 𝐻 is a fixed Morse

function. So we can in fact choose the data so that near each boundary of the interval, and in

the corresponding cylindrical end where the slope is small, the Hamiltonians and almost complex

structures are independent of 𝑡 and hence of \. This corresponds to collapsing the tori 𝑆1 ˆ 𝑆1 ˆ 0

and 𝑆1 ˆ 𝑆1 ˆ 0 to ‹ ˆ 𝑆1 ˆ 0 and 𝑆1 ˆ ‹ ˆ 1, respectively. We thus obtain a moduli space

parameterized by Σ ˆ 𝑆3.
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The coproduct on symplectic cohomology

In order to show that the coprodcut descends to an operation

𝑆𝐻˚
p𝑊q Ñ 𝑆𝐻˚

p𝑊q b 𝑆𝐻˚
p𝑊q,

we need to investigate its interaction with continuation maps.

To show that the diagram

𝐻𝐹˚p𝐻0q 𝐻𝐹˚p𝐾0q

𝐻𝐹˚p𝐾1q b 𝐻𝐹˚p𝐾2q

𝑐

_
_ (3.13)

commutes we choose a family of coproduct data 𝐻𝑢
𝑧,Θ,𝜔

, 𝐽𝑢
𝑧,Θ,𝜔

, parameterized by 𝑢 P r0,8q such

that:

• at 𝑢 “ 0, 𝐻𝑢
𝑧,Θ,𝜔

is a choice of coproduct data

_ : 𝐻𝐹˚
p𝐻0

q Ñ 𝐻𝐹˚
p𝐾1q b 𝐻𝐹˚

p𝐾2q.

• For each 𝑢 ą 0, there exist 𝑆𝑢 tending to 8 with 𝑢, such that in the positive cylindrical end

𝐻𝑢𝑧,Θ,𝜔 “

$

’

’

&

’

’

%

𝐻0 for 𝑠 ě 𝑆𝑢

𝐾0 for 𝑠 ď 𝑆𝑢 ´ 1

We consider the moduli space M𝑢
Θ,𝜔

p𝑥0; 𝑥1, 𝑥2q of finite energy solutions of

p𝑑𝑢 ´ 𝑋𝐻𝑢

p𝑧,Θ.𝜔q
b 𝛽q

p0,1q
“ 0 (3.14)
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which is a smooth manifold with boundary. In dimension 1, the boundary strata consist of elements

in MΘ,𝜔p𝑥0; 𝑥2, 𝑥3q representing the operation

_ : 𝐻𝐹˚
p𝐻0

q Ñ 𝐻𝐹˚
p𝐾1q b 𝐻𝐹˚

p𝐾2q,

as well as broken curves p𝑢, 𝑣q in the fiber product of Kp𝑥0, 𝑥0q ˆ MΘ,𝜔p𝑥0; 𝑥2, 𝑥3q representing

the composition

𝐻𝐹˚
p𝐻0q

𝑐
ÝÑ 𝐻𝐹˚

p𝐾0q
_
ÝÑ 𝐻𝐹˚

p𝐾1q b 𝐻𝐹˚
p𝐾2q.

Since the continuation and coproduct operations are independent of choices, we obtain that dia-

gram (3.13) commutes. This shows that the co-product descends to a map:

𝑆𝐻˚
p𝑊q Ñ 𝐻𝐹˚

p𝐾1q b 𝐻𝐹˚
p𝐾2q.

Similarly, by concatenating the data and Hamiltonians we can obtain a commutative diagram:

𝐻𝐹˚p𝐻0q 𝐻𝐹˚p𝐻1q b 𝐻𝐹p𝐾2q

𝐻𝐹˚p𝐾1q b 𝐻𝐹˚p𝐻2q 𝐻𝐹˚p𝐾1q b 𝐻𝐹˚p𝐾2q

_

_
_

𝑐b1

1b𝑐

(3.15)

The bottom triangle show that the co-product descends to a map

𝐻𝐹˚
p𝐻0q Ñ 𝐻𝐹˚

p𝐾1q b 𝑆𝐻˚
p𝑊q

while the top triangle shows that the coproduct descends to a map:

𝐻𝐹˚
p𝐻0q Ñ 𝑆𝐻˚

p𝑊q b 𝐻𝐹˚
p𝐾2q

Together, we obtain that the coproduct commutes with continuation maps, and hence descends to

𝑆𝐻˚p𝑊q.
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Graded co-commutativity

The sphere with three punctures at 0, 1,8 admits a rotation which fixes 0 and switches 1 and

8. Given Floer data parameterizing the coproduct

_ : 𝐶𝐹˚
p𝐻0q Ñ 𝐶𝐹˚

p𝐻1q b 𝐶𝐹˚
p𝐻2q,

we pull back this data under the rotation. Note that this rotation does not fix the choice of asymp-

totic marker at the positive puncture, but all such choices are homotopic, and since the space of

coproduct data is connected, we obtain the operation

_ : 𝐶𝐹˚
p𝐻0q Ñ 𝐶𝐹˚

p𝐻1q b 𝐶𝐹˚
p𝐻2q.

In order to determine the signs, we consider (3.3). The orientation of each 𝑇\𝑖𝑆
1 factor is preserved

but the order is flipped. On the other hand, the orientation of (0,1) is reversed. The sign contribution

of these two cancel. In addition we compare the orientation on 𝑑𝑒𝑡p𝐷𝑢q using (3.7). Permuting

𝑑𝑒𝑡p𝐷𝑥1q and 𝑑𝑒𝑡p𝐷𝑥2q introduces a sign of p´1q𝑑𝑒𝑔p𝑥1q𝑑𝑒𝑔p𝑥2q together we obtain that

_ “ 𝜏 ˝ _

where 𝜏p𝑎 b 𝑏q “ p´1q𝑑𝑒𝑔p𝑎q𝑑𝑒𝑔p𝑏q𝑏 b 𝑎

3.5 On co-associativity and co-Jacobi identities

In this section we will consider whether the coproduct is co-associative and satisfies a co-Jacobi

identity. Co-associativity in this context means that the following diagram commutes:

𝑆𝐻˚p𝑊q 𝑆𝐻˚p𝑊q b 𝑆𝐻˚p𝑊q

𝑆𝐻˚p𝑊q b 𝑆𝐻˚p𝑊q 𝑆𝐻˚p𝑊q b 𝑆𝐻˚p𝑊q b 𝑆𝐻˚p𝑊q

_

__

1ˆ_

_ˆ1

. (3.16)
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The graded co-Jacobi identity given by:

0 “ p1 ` 𝜎 ` 𝜎2
q ˝ pp𝐼𝑑 ˆ _q ˝ _q,

where 𝜎 is the permutation which carries the labels p𝑖, 𝑖 ` 1, 𝑖 ` 2q to p𝑖 ` 1, 𝑖 ` 2, 𝑖q.

We will define an operation, ℵ, whose non vanishing will be an obstruction for co-associativity

and co-Jacobi to hold. The arguments follow the ideas in [14, §2.5].

To define ℵ, we consider the open 2-simplex, consisting of p𝜔1, 𝜔2, 𝜔3q,
ř

𝜔𝑖 “ 1, and denoted

by Δ. We fix a Riemann surface 𝑆 with four punctures 𝑧0, 𝑧1, 𝑧2, 𝑧3, along with a choice of a positive

cylindrical end at 𝑧0, and negative cylindrical ends at 𝑧1, 𝑧2, 𝑧3. We choose the following Floer data:

• An admissible Hamiltonian 𝐻0, and admissible Hamiltonians 𝐻𝑖, 𝑖 P t1, 2, 3u, satisfying

𝐻0 ĺ 𝐻𝑖 .

• 𝜖 small such that 𝜖𝜏𝑖 is smaller than the period of any Reeb orbit of 𝑅𝛼.

• A family of Hamiltonians 𝐻𝑧,Θ,𝜔 parameterized by 𝑀 ˆ p𝑆1q4 ˆ Δ satisfying the following

conditions:

1. In a neighborhood of infinity at the positive cylindrical end:

𝐻𝑠`𝑖𝑡,Θ,𝜔 “ 𝐻0
𝑡`\0

Figure 3.4: Two representations of families of Floer data defining ℵ
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2. In a neighborhood of infinity at the 𝑖𝑡ℎ cylindrical end, with coordinates p𝑠, 𝑡q

𝐻𝑧,Θ,𝜔 “

$

’

’

&

’

’

%

𝜎𝜖p𝜔𝑖q𝐻
𝑖
𝑡 for ´ 𝑅 ě 𝑠 ě ´𝑅 ´ ^p𝜔𝑖q

𝐻𝑖
𝑡`\𝑖

for 𝑠 ď ´𝑅 ´ ^p𝜔𝑖q

• A family of almost complex structures 𝐽𝑧,Θ,𝜔 P J which near the positive puncture satisfy:

𝐽𝑧,Θ,𝜔 “ 𝐽𝑡`\𝑖 ,

and in a neighborhood of the 𝑖𝑡ℎ negative puncture:

𝐽𝑧,Θ,𝜔 “ 𝐽𝑡`\𝑖 ,𝜔.

• A one form 𝛽 on Σ satisfying 𝑑p𝐻𝑧,Θ,𝜔𝛽q ď 0, and such that 𝛽 restricts to 𝑑𝑡 in the neigh-

borhood of the punctures.

Definition 23. Given Floer data as above, the moduli space MΘ,𝜔p𝑥0; 𝑥1, 𝑥2, 𝑥3q consists of finite

energy maps

p𝑢, 𝜔,Θq : 𝑆 Ñ 𝑊

satisfying:

p𝑑𝑢 ´ 𝑋𝐻p𝑧,Θ.𝜔q
b 𝛽q

p0,1q
“ 0 (3.17)

and

lim
𝑠Ñ˘8

𝑢p𝜖𝑖p𝑠 ` 𝑖𝑡qq “ 𝑥𝑖p𝑡 ` \𝑖q.

Here 𝑥𝑖 P Pp𝐻𝑖q.

The methods of subsections 3.3 and 3.4 extend to show that these moduli spaces admit a

Gromov-Floer compactification, and descend to a well defined operation:
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Figure 3.5: A decomposition of ℵ

ℵ : 𝑆𝐻˚
p𝑊q Ñ 𝑆𝐻˚

p𝑊q b 𝑆𝐻˚
p𝑊q b 𝑆𝐻˚

p𝑊q.

Lemma 24. With Z{2 coefficients, the operation ℵ satisfies:

ℵ “ p1 ` 𝜎 ` 𝜎2
q ˝ pp𝐼𝑑 ˆ _q ˝ _q,

where 𝜎 is the permutation which carries the labels p𝑖, 𝑖 ` 1, 𝑖 ` 2q to p𝑖 ` 1, 𝑖 ` 2, 𝑖q.

Sketch of proof: The operation ℵ is obtained by counting solutions to the parameterized Floer

equation on the complement of any 4 points on the sphere, with asymptotic markers moving at

each puncture. All such choices are equivalent, so we fix one such choice with a positive puncture

𝑧0 at 8, and 3 negative punctures p𝑧1, 𝑧2, 𝑧3q. We represent this on the plane with the negative

punctures on the positive 𝑥 axis. The p𝑆1q4 family of asymptotic markers is represented by a

family of arrows. See Figure 3.4, left.

By rotating the plane, we get an equivalent family of Riemann surfaces, where the asymptotic

marker at 8 is constant, and 𝑧2, 𝑧3 each rotates once around the origin, see Figure 3.4, right. This

family decomposes as the sum of 3 operations, as in Figure 3.5. (Technically there are more terms,

corresponding to an 𝑆1 ˆ 𝑆1 choice of asymptotic markers at a given puncture, but those yield

operations which are trivial on 𝑆𝐻˚p𝑊qq.

Note that the first operation on the left of Figure 3.5 is further equivalent to the operation in

Figure 3.6, which we will relate to p_ ˆ 𝐼𝑑q ˝ _. The main difference is that the data for the
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composition p_ ˆ 𝐼𝑑q ˝ _ is parameterized by the open cube

tp𝑠1, 𝑠2, 𝑠3, 𝑠4q P 𝐼 ˆ 𝐼, 𝑠1 ` 𝑠2 “ 1, 𝑠3 ` 𝑠4 “ 1u

while ℵ is parameterized by the open simplex Δ. However, there is a natural homeomorphism

𝐼 ˆ 𝐼 Ñ Δ given by p𝑠1, 𝑠2, 𝑠3, 𝑠4q Ñ p𝑠1, 𝑠2𝑠3, 𝑠2𝑠4q. The underlying Riemann surface defining

the operation p_ˆ𝐼𝑑q˝_ lies in the boundary of the space of complex structures on the complement

of 4 marked points in 𝑆2. This space is connected, and we choose an interval connecting it to the

Riemann surface defining the operation in 3.6, while simultaneously interpolating between the

Floer data, as is done in [5, §2.4] (for weighted 1 forms). A cobordism argument now implies that

the two operations are chain homotopic. Applying the same argument to the remaining terms in

3.5, and counting with Z{2 coefficients, gives the desired equation:

ℵ “ p1 ` 𝜎 ` 𝜎2
q ˝ pp𝐼𝑑 ˆ _q ˝ _q. (3.18)

□

Figure 3.6: A further simplification

Remark 25. For complements of smooth divisors satisfying the monotonicity conditions of §4,

it follows from Lemma 61 that all the operations on the right in (3.18) are in fact trivial, so the

coproduct is co-associative for trivial reasons.
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Chapter 4: Set up for Morse-Bott cohomologies

We now recall from [13] how to compute symplectic cohomology in certain cases. The compu-

tation involves the construction of Morse-Bott and Morse-Bott split symplectic cohomologies. The

class of symplectic manifolds considered are Liouville domains with a contact boundary which ad-

mits a Reeb vector field generating an 𝑆1 action. For these contact manifolds, the Reeb orbits are

easy to identify, and come in Morse-Bott families.

In order to define the Morse-Bott symplectic complex one considers time independent Hamil-

tonians which are 0 in the interior of 𝑊 , and in the cylindrical end only depend on the cylindrical

coordinate, see Figure 4.1. Such Hamiltonians pick up the Morse-Bott non-degenerate families of

Reeb orbits, as well as a degenerate family of constant orbits in the interior of 𝑊 . This degen-

erate critical manifold is further perturbed by a 𝐶2 small Morse function. Roughly speaking, the

Morse-Bott chain complex is generated by the critical points of this Morse function as well as the

Morse-Bott manifolds of non constant orbits. The differential counts moduli spaces of Morse-Bott

cascades, see Figure 5.1 .

The generators of the Morse-Bott split chain complex are the same as the ones in the non-split

case. However, the moduli spaces defining the differential are augmented Morse-Bott cascades, see

Figure 6.1. These are obtained from the Morse-Bott cascades by a neck stretching type procedure.

The curves arising in the differential of the split Morse-Bott chain complex can then related to

relative Gromov-Witten invariants and are more amenable to explicit computations.

We now precisely define the classes of Liouville manifolds, almost complex structures, and

Hamiltonians for which invariants in symplectic cohomology can be computed via Morse-Bott

split symplectic cohomology.
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Liouville domains

We consider Liouville domains p𝑊, 𝑑𝛼q such that 𝛼 restricted to 𝑌 “ B𝑊 has a Reeb vector

field generating a free 𝑆1 action. Such Liouville domains arise as complements of smooth divisors.

More precisely, let 𝐷 be the quotient of B𝑊 by the 𝑆1 action, and Ω𝐷 be the symplectic form

induced from 𝑑𝛼. Then by [13, Lemma 2.2] there exists a compact symplectic manifold p𝑋,Ω𝑋q,

with 𝐷 ãÑ 𝑋 , such that Ω𝑋 |𝐷 “ Ω𝐷 , p𝑋 ∖ 𝐷,Ω𝑋q is symplectomorphic to p�̄� ∖ B�̄�, 𝑑𝛼q and

r𝐷s P 𝐻2𝑛´2p𝑋;Qq is Poincaré dual to r𝐾Ω𝑋s P 𝐻2p𝑋;Qq for some 𝐾 ą 0.

We will restrict to the case where p𝑋, 𝐷q is a monotone pair. This implies that there exists a

constant 𝜏𝑋 ą 𝐾 such that for each spherical homology class 𝐴 we have Ω𝑋p𝐴q “ 𝜏𝑋x𝑐1p𝑇𝑋q, 𝐴y.

Almost complex structures and neck stretching:

Let 𝑁𝐷 denote the symplectic normal bundle to 𝐷 in 𝑋 . Given a hermitian connection on 𝑁𝐷,

we can lift an almost complex structure 𝐽𝐷 on 𝐷 to an almost complex structure on 𝑁𝐷 denoted

by a bundle almost complex structure. By [13, Lemma 2.2] there exist a neighbourhood U of the

0-section in 𝑁𝐷 and a symplectic embedding 𝜑 : U Ñ 𝑋 .

Definition 26 (admissible complex structures).

• An almost complex structure 𝐽𝑌 on the symplectization Rˆ𝑌 is admissible if 𝐽𝑌 is cylindrical

and Reeb-invariant and is compatible with the symplectic form 𝑑𝑒𝑡𝛼.

• An Ω-compatible almost complex structure 𝐽𝑊 on p𝑊, 𝑑𝛼q is admissible if 𝐽𝑊 is cylindrical

and Reeb-invariant on𝑊z𝑊 , and is compatible with the symplectic form 𝑑𝑒𝑡𝛼.

• An admissible almost complex structure 𝐽𝑋 on 𝑋 is an almost complex structure which is

compatible with Ω and its restriction to 𝜙pUq is a lift (using the hermitian connection) of an

almost complex structure 𝐽𝐷 .

By [13, Lemma 2.5, 2.6] there exists a diffeomorphism 𝜓 : 𝑊 Ñ 𝑋∖𝐷 which relates admissi-

ble complex structures on 𝑋 ,𝑊 , and 𝐷 as follows: the pushforward 𝜓˚𝐽𝑊 extends to an admissible
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almost complex structure on 𝑋 and conversely 𝜓˚𝐽𝑋 is an admissible almost complex structure on

𝑊 . Moreover, if 𝐽𝑋 is an extension of 𝜓˚𝐽𝑊 , then 𝐽𝑋 |𝐷 is given by restricting 𝐽𝑊 to a copy 𝑐 ˆ 𝑌

and taking the quotient by the Reeb action.

For the purpose of relating the split and non split Morse-Bott moduli spaces, [13, Lemma

2.7] constructs a family of almost complex structures 𝐽^ on 𝑊 , which are cylindrical outside of a

compact set, and such that p𝑊, 𝐽^q converges as ^ Ñ 8 to a split manifold whose upper level is

pRˆ 𝑌, 𝐽𝑌 q and lower level is p𝑊, 𝐽𝑊q.

Remark 27. For the purpose of defining the split Morse-Bott coproduct curves, we will also con-

sider almost complex structures 𝐽𝑌 on Rˆ𝑌 which are admissible outside of a compact set 𝐾 , and

in a compact set commute with the projection map: 𝜋𝐷p𝐽𝑌bq “ 𝐽𝐷𝜋𝐷pbq for an almost complex

structure 𝐽𝐷 on 𝐷 and any vector b.

Admissible Hamiltonians:

Instead of using autonomous Hamiltonians with quadratic growth as in [13], we will use au-

tonomous Hamiltonians with linear growth. In order to import the computations from [17], we will

construct a cofinal system of Hamiltonians which approximate a quadratic, see Figure 4.1. More

specifically, let ℎ𝜏 : p0,`8q Ñ R be a smooth function satisfying:

1. ℎ𝜏p𝜌q “ 0 for 𝜌 ă 2;

2. ℎ
1

𝜏p𝜌q ą 0 for 𝜌 ą 2;

3. ℎ
2

𝜏p𝜌q ą 0 for 2 ă 𝜌 ă 𝜏 ` 2;

4. ℎ
1

𝜏p𝜌q “ 𝜏 for 𝜌 ą 𝜏 ` 2;

5. for 𝜏0 ă 𝜏1, ℎ𝜏1 “ ℎ𝜏0 for 𝜌 ă 𝜏0 ` 2

An admissible Hamiltonian 𝐻𝜏 : R ˆ 𝑌 Ñ R is given by 𝐻𝜏p𝑟, 𝑦q “ ℎ𝜏pe𝑟q for 𝜏 R Sp_q. We

also allow for positive scalings of 𝐻𝜏.
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e𝑟 “ 𝜌

ℎ𝜏pe𝑟q

𝑏𝑘

Ap𝛾𝑘q

𝜏 ` 1

Figure 4.1: Admissible Hamiltonians, and the action of periodic orbits

Since the Hamiltonian 𝐻𝜏p𝑟, 𝑦q “ 0 for all 𝑟 ď ln 2, we can extend it by 0 in the interior of𝑊 .

We denote the limits as 𝜏 Ñ 8 by ℎ8 and 𝐻8, respectively. Note that 𝐻8 is a Hamiltonian with

quadratic growth.

The Hamiltonian vector field 𝑋𝐻8
is given by ℎ1

8p𝑒𝑟qR where R is the Reeb vector field gen-

erated by 𝛼. Hence the periodic orbits of 𝐻8 come in two flavors:

1. Morse-Bott critical submanifolds of periodic orbits: for each 𝑘 P Z` we obtain a 𝑌 family of

non constant periodic orbits𝑌𝑘 contained in the sublevel 𝑏𝑘ˆ𝑌 , where 𝑏𝑘 satisfies ℎ1
8p𝑒𝑏𝑘q “

𝑘 .

2. Constant orbits:

𝑊0 “ t𝑤 P 𝑊 |𝑑𝐻p𝑤q “ 0u.

The orbits are Morse-Bott non-degenerate, except at the boundary of the support of 𝑑𝐻. We de-

noted by B𝑊0 the degenerate orbits, and by 9𝑊0 the interior of𝑊0 .

Auxiliary data

In order to define the Morse-Bott chain complexes we will need to perturb the Morse-Bott

manifolds of orbits. In order to do so, we fix a Morse function 𝑓𝐷 : 𝐷 Ñ R and a gradient like

vector field 𝑍𝐷 . The flow of 𝑍𝐷 is denoted by Φ𝑡 . Given a critical point 𝑝, its stable and unstable
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manifolds, with respect to the negative gradient, are defined by:

𝑊 𝑠
p𝑝q “ t𝑞 P 𝐷| lim

𝑡Ñ8
Φ´𝑡p𝑞q “ 𝑝u,𝑊𝑢

p𝑝q “ t𝑞 P 𝐷| lim
𝑡Ñ8

Φ𝑡p𝑞q “ 𝑝u.

The moduli spaces defining the various operations will be constructed as fiber products over

evaluation maps. In order to ensure transversality, we will consider suitable perturbations of the

function 𝑓𝐷 . For 𝑓𝐷 a Morse function, we consider the space of perturbations C8
𝜖 p 𝑓𝐷q consisting

of functions 𝑓 : 𝐷 Ñ R satisfying || 𝑓 ||𝜖 ă 8 and 𝑓 p𝑥q “ 0 in a neighborhood of the critical

points of 𝑓𝐷 , as in [18, Ch. 8]. For 𝜖 sufficiently small, the critical points of 𝑓𝐷 ` 𝑓 coincide.

The contact distribution b defines a connection on the 𝑆1 bundle 𝑆1 Ñ 𝑌 Ñ 𝐷, and we can

lift the vector field 𝑍𝐷 to a horizontal vector field 𝜋˚𝑍𝐷 on Y. We consider a Morse function

𝑓𝑌 : 𝑌 Ñ R and a gradient like vector field 𝑍𝑌 , so that the flowlines of 𝑍𝑌 project to flowlines

of 𝑍𝐷 . To construct such functions 𝑓𝑌 we perturb 𝜋˚ 𝑓𝐷 in small neighborhoods of the critical 𝑆1

manifolds. It follows that the critical points of 𝑓𝑌 lie above the critical points of 𝑓𝐷 , and that the

gradient flow of 𝑓𝑌 preserves the fiber. We assume for simplicity that 𝑓𝑌 has only two critical points

for each critical point of 𝑓𝐷 . We denote the space of all choices 𝑓𝑌 by Xp 𝑓𝐷q. For a fixed 𝑓𝑌 , we

denote the space of perturbations of 𝑓𝑌 , projecting to a perturbation of 𝑓𝐷 , by C8
𝜖 p 𝑓𝑌 , 𝑓𝐷q.

For each critical point 𝑝 of 𝑓𝐷 we denote the two critical points above 𝑝 by 𝑝 and 𝑝, where the

fiberwise Morse index of 𝑝 is 1 and of 𝑝 is 0.

We also fix a Morse function 𝑓𝑊 and a gradient like vector field 𝑍𝑊 such that 𝑍𝑊 restricted to

𝑌 ˆ p´𝜖,8q is the constant vector field B𝑟.
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Chapter 5: Morse-Bott theory

5.1 Morse-Bott symplectic cohomology

We first recall the main constructions and ideas underlying the Morse-Bott symplectic coho-

mology. For thorough details, see [19].

The chain complex:

The Morse-Bott chain complex associated to 𝐻8 is given by:

𝑆𝐶˚p𝑊, 𝐻8q “

˜

à

𝑘ą0

à

𝑝PCritp 𝑓𝐷q

Zx𝑝𝑘 , 𝑝𝑘y

¸

‘

˜

à

𝑥PCritp 𝑓𝑊q

Zx𝑥y

¸

. (5.1)

Grading:

To be consistent with the grading conventions introduced above we will differ from the con-

ventions introduced by [19]. Our grading is 𝑛 minus the grading in [19]. Please see [§3.1 13] for

an explanation of the following formulas.

Let 𝑀p𝑝q denote the Morse index of a critical point 𝑝 of 𝑓𝐷 and �̃�p𝑝q the Morse index of a

lift to a critical point of 𝑓𝑌 , where 𝑝 is 𝑝 or 𝑝.

Recall the constant 𝐾 such that r𝐷s P 𝐻2𝑛´2p𝑋;Qq is Poincaré dual to r𝐾Ω𝑋s P 𝐻2p𝑋;Qq for

some 𝐾 ą 0, and the constant 𝜏𝑋 ą 𝐾 such that for each spherical homology class 𝐴 we have

Ω𝑋p𝐴q “ 𝜏𝑋x𝑐1p𝑇𝑋q, 𝐴y.

For a critical point 𝑝 of 𝑓𝑌 of multiplicity k we define:

|𝑝| “ 2𝑛 ´ 𝑀p𝑝q ´ 1 ´ 2
𝜏𝑋 ´ 𝐾

𝐾
𝑘 (5.2)
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where 𝜏𝑋 is the monotonicity constant of 𝑋 .

For 𝑥 a critical point of 𝑓𝑊 we define:

|𝑥| “ ´𝑀p𝑥q

We also have gradings for Reeb orbits for which Floer curves converge at augmentation punctures.

If 𝛾 is a 𝑘 fold cover of a the fiber 𝑆1 Ñ 𝑌 Ñ 𝐷 then its index is defined as:

|𝛾| “ ´2 ` 2
𝜏𝑋 ´ 𝐾

𝐾
𝑘 (5.3)

The differential:

We now recall from [13] the construction of the Morse-Bott differential which counts Morse-

Bott cascades. Recall that we have Morse-Bott non-degenerate orbits as well as degenerate ones.

Definition 28. Let 𝐽𝑊 be an admissible almost complex structure and 𝐻𝜏 an admissible Hamil-

tonian. Let 𝑆´, 𝑆` denote Morse-Bott families of orbits. We require that 𝑆` ‰ 𝑆´ unless

𝑆` “ 𝑆´ “ 9𝑊0. The moduli space of Morse-Bott Floer cylinders

xMp𝑆´, 𝑆`, 𝐻𝜏q

consists of finite energy non trivial maps 𝑣 : Rˆ 𝑆1 Ñ 𝑊 satisfying:

B𝑠𝑣 ` 𝐽𝑊pB𝑡𝑣 ´ 𝑋𝐻𝜏
q “ 0 (5.4)
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Figure 5.1: A Morse-Bott differential cascade

and

lim
𝑠Ñ8

𝑣p𝑠, 𝑡q P 𝑆`

lim
𝑠Ñ´8

𝑣p𝑠, 𝑡q P 𝑆´

There are two evaluation maps:

𝑒𝑣˘ : xMp𝑆´, 𝑆`, 𝐻𝜏q Ñ 𝑆˘ (5.5)

given by 𝑣 Ñ 𝑣p˘8, 0q. We will refer to both maps as 𝑒𝑣 to ease notation.

In the following 𝑀 is one of the Morse-Bott manifolds of orbits 𝑌 or 9𝑊0. Let Δ denote the

diagonal 𝑀 ˆ 𝑀 . Given a Morse function 𝑓 , we also consider the flow diagonal Δ 𝑓 in 𝑀 ˆ 𝑀

defined as:

Δ 𝑓 “ tp𝑚1, 𝑚2q P p𝑀z𝑐𝑟𝑖𝑡p 𝑓 qq
2
|D𝑡 ą 0, 𝜙𝑡p𝑚1q “ 𝑚2u

(In the notation Δ 𝑓 , 𝑓 stands for flow).

Definition 29. Let 𝑞´, 𝑞` be generators of the chain complex. The moduli space of Morse-Bott
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cylinders with zero cascades

xM0p𝑞`, 𝑞´, 𝐻𝜏q

consists of a Morse flowline of 𝑓𝑌 or 𝑓𝑊 asymptotic to 𝑞` at `8 and to 𝑞´ at ´8.

The moduli space of Morse-Bott cylinders with N cascades

xM𝑁p𝑞´, 𝑞`, 𝐻𝜏q

is the fiber product over the evaluation maps:

𝑊 𝑠
p𝑞´q ˆ

Δ

xMp𝑆´, 𝑆𝑁´2, 𝐻𝜏q ˆ
Δ 𝑓

... ˆ
Δ 𝑓

xMp𝑆1, 𝑆`, 𝐻𝜏q ˆ
Δ
𝑊𝑢

p𝑞`q.

We also have cascades which are missing their initial or final flowline, or both, and will be used in

the definition of the coproduct:

xM𝑁p𝑞´, 𝑆1q, 𝐻𝜏q is the fiber product

𝑊 𝑠
p𝑞´q ˆ

Δ

xMp𝑆´, 𝑆𝑁´2, 𝐻𝜏q ˆ
Δ 𝑓

... ˆ
Δ 𝑓

xMp𝑆2, 𝑆1, 𝐻𝜏q.

xM𝑁p𝑆𝑁´1, 𝑞`𝐻𝜏q is the fiber product

xMp𝑆𝑁´1, 𝑆𝑁´2, 𝐻𝜏q ˆ
Δ 𝑓

... ˆ
Δ 𝑓

xMp𝑆2, 𝑆`, 𝐻𝜏q ˆ
Δ
𝑊𝑢

p𝑞`q.

and xM𝑁p𝑆𝑁´1, 𝑆0, 𝐻𝜏q is the fiber product

xMp𝑆𝑁´1, 𝑆𝑁´2, 𝐻𝜏q ˆ
Δ 𝑓

... ˆ
Δ 𝑓

xMp𝑆1, 𝑆0, 𝐻𝜏q.

Remark 30. In the above definition the choice of Morse function 𝑓𝑌 is fixed, and the fiber product

is taken over evaluation maps to the diagonal and flow diagonal of 𝑓𝑌 . In [13], transversality

is proved for the configurations arising in the Morse-Bott differential cascades for a fixed such

choice. In the definition of the coproduct we will instead consider a choice of perturbation 𝑓 𝑖
𝑌

of
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𝑓𝑌 for each 𝑖𝑡ℎ sublevel. In this case the 𝑖𝑡ℎ fiber product is taken over the diagonals and flow

diagonals of 𝑓 𝑖
𝑌

.

Moduli spaces of 0 cascades correspond to Morse flow lines and admit an R action. The moduli

spaces of 𝑁 cascades admits an action of R𝑁 by domain translations. We denote the quotient by

these actions by M0p𝑞´, 𝑞`, 𝐻𝜏q,M𝑁p𝑞´, 𝑞`, 𝐻𝜏q respectively.

The following Lemma follows from the transversality techniques in [19]. More precisely,

transversality for evaluation maps and curves which are contained in the symplectization is proved

in [19, §5]. Transversality for curves which aren’t contained in the symplectization is obtained by

perturbing 𝐽𝑊 in the interior.

Lemma 31. For a generic choice of an admissible almost complex structure the moduli spaces

M𝑁p𝑞´, 𝑞`, 𝐻𝜏q are smooth of dimension |𝑞`| ´ |𝑞´| ´ 1.

We now recall the convergence properties of the Morse-Bott moduli spaces in the presence of

degenerate orbits. For Morse-Bott non-degenerate orbits, the maximum principle and the asymp-

totic behavior at the cylindrical ends, gives that finite energy curves will converge exponentially to

Hamiltonian orbits at the positive and negative ends, and the limit is unique.

However, this is not the case for degenerate orbits: given any sequence 𝑠𝑘 Ñ ˘8, there exists

a subsequence, also denoted by 𝑠𝑘 , and a Hamiltonian orbit 𝛾p𝑡q such that 𝑣p𝜖p𝑠𝑘 , 𝑡q Ñ 𝛾p𝑡q. This

limit may depend on the initial sequence, and any two limits are connected by a family of periodic

orbits of the same action, see [19, Lemma 4.3] which is stated without proof. Hence degenerate

orbits could pose a problem.

In [19] it is implicitly assumed that the moduli spaces of Morse-Bott cascades are compact.

Assuming such compactness, we now recall from [13, §4] some properties of our setup which rule

out degenerate orbits as asymptotic orbits of sublevels.

In the following let 𝑣 : 𝑆 Ñ 𝑊 be a finite energy solution of

p𝑑𝑢 ´ 𝑋𝐻Ψ
b 𝛽q

p0,1q
“ 0 (5.6)
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where 𝑆 is a Riemann surface with one positive cylindrical puncture, and 𝑚 negative punctures,

Ψ is any parameterizing family of Hamiltonians, and 𝛽 satisfies 𝑑p𝐻Ψ𝛽q ď 0. This description

includes the moduli spaces defining the differential, as well as moduli spaces defining continuation

maps, coproduct curves, and the BV operator defined below.

Using energy considerations, the following lemma shows that there are no non-trivial finite

energy curves satisfying (5.6) which are asymptotic, in a positive cylindrical end, to a degenerate

constant orbit. We denote a positive parameterization of a cylindrical end by 𝜖`p𝑠, 𝑡q : r0,8s ˆ

𝑆1 Ñ 𝑆.

Lemma 32. [13, Lemma 4.6] Let 𝑣 be a finite energy solution of (5.6). Suppose that for 𝑠𝑘 Ñ 8,

𝑣p𝜖`p𝑠𝑘 , 𝑡q Ñ 𝑥 P 𝑊0. Then 𝑣 is constant.

The following [13, Lemma 4.8] uses the properties of the flow and shows that a cascade does

not contain any levels which are asymptotic to degenerate orbits in a negative end. This Lemma ap-

plies to the Floer cascades defining the differential, as well as 𝐵𝑉 cascades and coproduct cascades.

Lemma 33. Floer cascades do not contain sublevels 𝑣𝑖 with lim𝑠Ñ´8 𝑣𝑖p𝜖´p𝑠, 𝑡qq “ 𝑥𝑖 P B𝑊0.

Given 𝑞´, 𝑞`, with |𝑞`| “ 1 ` |𝑞´|, generators of the chain complex for 𝐻𝜏, the differential

B : 𝐶𝐹˚
p𝐻𝜏, 𝐽𝑊q Ñ 𝐶𝐹˚

p𝐻𝜏, 𝐽𝑊q

is defined as the Z{2 count of 0-dimensional cascades:

B𝑞` “
ÿ

𝑁

#M𝑁p𝑞´, 𝑞`, 𝐻𝜏q𝑞´. (5.7)
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Continuation cascades:

Given two admissible Hamiltonians 𝐻1 ĺ 𝐻0, to define the moduli spaces corresponding to the

continuation map we choose a family of admissible Hamiltonians parameterized by R such that

𝐻𝑠 “

$

’

’

&

’

’

%

𝐻1 for 𝑠 " 0

𝐻0 for 𝑠 ! 0.
(5.8)

Definition 34. Let 𝑆𝐻𝑖
denote the spaces of connected manifolds of orbits for 𝐻𝑖. The moduli space

of Morse-Bott continuation cylinders

Kp𝑆1, 𝑆0, 𝐻1, 𝐻0q

consists of finite energy maps satisfying:

B𝑠𝑣 ` 𝐽𝑌 pB𝑡𝑣 ´ 𝑋𝐻𝑠
q “ 0; (5.9)

such that lim𝑠Ñ8 𝑣p𝑠, 𝑡q P 𝑆𝐻0; lim𝑠Ñ´8 𝑣p𝑠, 𝑡q P 𝑆𝐻1 .

Definition 35. Let 𝑞1 P 𝑆1, 𝑞0 P 𝑆0 be generators of the chain complex for 𝐻𝑖, the moduli space of

continuation cylinders with 1 cascade K1p𝑞1, 𝑞0, 𝐻1, 𝐻0q is the fiber product:

𝑊 𝑠
𝑌 p𝑞1q ˆ

Δ
Kp𝑆1, 𝑆0, 𝐻1, 𝐻0q ˆ

Δ
𝑊 𝑠
𝑌 p𝑞0q

The moduli space of continuation cylinders with N cascades

K𝑁p𝑞`, 𝑞´, 𝐻q

is the fiber product:
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𝑊 𝑠
𝑌 p𝑞1q ˆ

Δ
Kp𝑆𝑁1 , 𝑆𝑁2 , 𝐻1, 𝐻0q ˆ

Δ 𝑓

M𝑁0p𝑆𝑁1 , 𝑞0, 𝐻0q

with 𝑁1 ` 𝑁0 “ 𝑁 ´ 1

Continuation cylinders are already considered in [13] where it is shown [13, Lemmas 5.3, and

5.4] that the Z{2 count of 0 dimensional cascades defines an operation:

K : 𝐻𝐹˚
p𝐻1, 𝐽𝑊q Ñ 𝐻𝐹˚

p𝐻0, 𝐽𝑊q

As above, 𝑆𝐻˚p𝑊q is defined as the colimit over all admissible Hamiltonians 𝐻𝜏 :

𝑆𝐻˚
p𝑊q “ lim

ÝÑ
𝐻PH𝜏

𝐻𝐹˚
p𝑊, 𝐻𝜏q

The fact that this definition of 𝑆𝐻˚p𝑊q using linear Hamiltonians agrees with the one given

using quadratic Hamiltonians given in [13] follows from [3, Lemma 18.1]. The main point is that

we are using a cofinal system of Hamiltonians which approximate a quadratic, and that the curves

defining the differential lie in the region where the Hamiltonians are in fact quadratic.

5.2 The BV operator

It will be constructive to consider the moduli spaces corresponding to the Morse-Bott BV

operator, 𝚷.

Definition 36. Let 𝑆`, 𝑆´ denote Morse-Bott families of orbits. The moduli space of Morse-Bott

BV cylinders

xM\p𝑆´, 𝑆`, 𝐻𝜏q

consists of pairs p\, 𝑣q where 𝑣 : Rˆ 𝑆1 Ñ 𝑊 is a finite energy non constant map satisfying:

B𝑠𝑣 ` 𝐽𝑊pB𝑡𝑣 ´ 𝑋𝐻𝜏
q “ 0
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and

lim
𝑠Ñ8

𝑣p𝑠, 𝑡q P 𝑆`

lim
𝑠Ñ´8

𝑣p𝑠, 𝑡 ` \q P 𝑆´

Note that xM\p𝑆´, 𝑆`, 𝐻𝜏q admit an R action which is free unless all maps are constant.

Definition 37. Let 𝑞´, 𝑞` be generators of the chain complex. The moduli space of Morse-Bott

BV cylinders with 1 cascade

M\,1p𝑞´, 𝑞`, 𝐻𝜏q

is the fiber product:

𝑊 𝑠
p𝑞´q ˆ

Δ
M\p𝑆´, 𝑆`, 𝐻𝜏q ˆ

Δ
𝑊𝑢

p𝑞`q

The moduli space of Morse-Bott BV cylinders with N cascades, 𝑁 ě 2

xM\,𝑁p𝑞´, 𝑞`, 𝐻𝜏q

is the fiber product:

𝑊 𝑠
𝑌 p𝑞´q ˆ

Δ
M\p𝑆´, 𝑆1, 𝐻𝜏q ˆ

Δ 𝑓

M𝑁´1p𝑆1, 𝑞`, 𝐻𝜏q

Assuming the Gromov-Floer compactification of the Morse-Bott cascades moduli spaces, Lem-

mas (32) and (33) above apply here to rule out cascades with levels which are asymptotic to de-

generate constant orbits.

We prove transversality for the split 𝚷 moduli spaces below. The proof extends to Morse-Bott

cascades that are contained in the symplectization. For curves and cascades which are not con-

tained in the symplectization, the proof is easier (by perturbing 𝐽 in the interior of𝑊). Combining

the two, we obtained transversality for the Morse-Bott moduli spaces.
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Figure 5.2: A coproduct cascade

The moduli spaces xM\,𝑁p𝑞´, 𝑞`, 𝐻𝜏q, 𝑁 ě 1, admit a free R action by domain translations,

unless xM\ consists of constant maps. Let M\,𝑁p𝑞´, 𝑞`, 𝐻𝜏q be xM\,𝑁p𝑞´, 𝑞`, 𝐻𝜏q mod the R

action when appropriate.

Given 𝑞´, 𝑞`, with |𝑞`| ` 1 “ |𝑞´|, generators of the chain complex for 𝐻𝜏, we define the BV

operator, 𝚷, (5.1) as the Z{2 count of rigid curves:

𝚷 𝑞` “
ÿ

𝑁

# pM𝑁,\p𝑞´, 𝑞`;𝐻𝜏qq𝑞´. (5.10)
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5.3 Coproduct

Moduli spaces

We describe the moduli spaces of cascades that contribute to the Morse-Bott coproduct. Recall

the functions ^, 𝜎𝜖 :

^ : p0, 1s Ñ r0,8q

lim
𝑟Ñ0`

^p𝑟q “ 8

and 𝜎𝜖 : r0, 1s Ñ r0, 1s satisfying:

𝜎𝜖p𝑠q “

$

’

’

’

’

’

&

’

’

’

’

’

%

𝜖 for 0 ď 𝑠 ď
1
4

𝑠 for
1
3

ď 𝑠 ď
2
3

1 for
3
4

ď 𝑠 ď 1

and such that 𝜎𝜖 is strictly increasing on r1
4 ,

1
3s and r2

3 ,
3
4s. As above, 𝜔 “ p𝜔1, 𝜔2q, satisfy

𝜔1 ` 𝜔2 “ 1, 𝜔𝑖 P p0, 1q, and Θ “ p\1, \2q P 𝑆1 ˆ 𝑆1.

Let 𝐻𝜏 be an admissible Hamiltonian of slope 𝜏, and 𝐽 an admissible almost complex structure.

Let 𝜖 ! 1, such that 𝜖𝜏 is smaller than the period of any Reeb orbit of 𝑅𝛼. To define the coproduct

curves we will fix:

1. A family of Hamiltonians 𝐻𝑧,𝜔 parameterized by Σ ˆ p0, 1q satisfying:

• In a neighborhood of infinity at the positive cylindrical end:

𝐻𝑧,𝜔 “ 𝐻𝜏

52



• In a neighborhood of infinity at the ith cylindrical end:

𝐻𝑧,𝜔 “

$

’

’

&

’

’

%

𝜎𝜖p𝜔𝑖q𝐻𝜏 for ´ 𝑅 ě 𝑠 ě ´𝑅 ´ ^p𝜔𝑖q

𝐻𝜏 for ´ 𝑅 ´ ^p𝜔𝑖q ´ 1 ě 𝑠 ą ´8

• 𝐻𝑧,𝜔p𝑟, 𝑦q only depends on the coordinate 𝑟.

2. A family of almost complex structures 𝐽𝑧, parameterized by 𝑧 P Σ, and admissible for 𝑟 ă 0

and 𝑟 ą 𝜏 ` 2 .

3. A one form 𝛽 on Σ satisfying 𝑑p𝐻𝑧,𝜔𝛽q ď 0, and such that 𝛽 restricts to 𝑑𝑡 in the neighbor-

hood of the punctures.

Recall that in the definition of the coproduct we glue the BV operation to the negative ends.

This corresponds to varying the asymptotic marker in the cylindrical ends. When we consider

Morse-Bott cascades, we need to allow for potential Morse-Bott breaking before gluing the BV

operator. Consequently, we have three types of coproduct moduli spaces that will contribute to the

Morse-Bott coproduct cascades.

Definition 38. Let 𝑆𝑖, 𝑖 P t0, 1, 2u, denote Morse-Bott families of orbits of 𝐻𝜏.

• M𝜔p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q is the space of pairs p𝑣, 𝜔q where 𝑣 is a finite energy map 𝑣 : Σ Ñ 𝑊

satisfying

p𝑑𝑢 ´ 𝑋𝐻𝑧,𝜔
b 𝛽q

p0,1q
“ 0 (5.11)

and

lim
|𝑠|Ñ8

𝑣p𝜖𝑖p𝑠, 𝑡q P 𝑆𝑖

• M𝜔,Θp𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q is the space of tuples p𝑣,Θ, 𝜔q where 𝑣 is a finite energy map 𝑣 : Σ Ñ
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𝑊 satisfying

p𝑑𝑢 ´ 𝑋𝐻𝑧,𝜔
b 𝛽q

p0,1q
“ 0 (5.12)

and

lim
𝑠Ñ8

𝑣p𝜖0p𝑠, 𝑡q P 𝑆0

lim
𝑠Ñ´8

𝑣p𝜖𝑖p𝑠, \𝑖q P 𝑆𝑖

• Let 𝑖 P t1, 2u, 𝑗 “ 3 ´ 𝑖. M𝜔,\𝑖p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q is the space of a tuples p\𝑖, 𝑣, 𝜔q such that:

𝑣 : Σ Ñ 𝑊 is a finite energy map satisfying

p𝑑𝑢 ´ 𝑋𝐻𝑧,𝜔
b 𝛽q

p0,1q
“ 0,

and

lim
𝑠Ñ8

𝑣p𝜖0p𝑠, 𝑡qq P 𝑆0

lim
𝑠Ñ´8

𝑣p𝜖𝑖p𝑠, \𝑖q P 𝑆𝑖

lim
𝑠Ñ´8

𝑣p𝜖 𝑗p𝑠, 𝑡q P 𝑆 𝑗 ,

The definition of the Morse-Bott coproduct with 𝑁 cascades will involve fiber products over

evaluation maps. To ensure transversality to evaluation maps we will perturb the Morse functions

by considering perturbations of 𝑓𝑌 which project to perturbations of 𝑓𝐷 .

Definition 39. Let 𝑞𝑖, 𝑖 “ 0, 1, 2 be generators of the Morse-Bott chain complex of 𝐻𝜏. For 𝑗 P

t0, . . . , 𝑁 ` 1u we fix a choice of perturbation 𝑓
𝑗

𝑌
P C𝜖8p 𝑓𝑌 , 𝑓𝐷q. The moduli space of coproducts

with N cascades

MΘ,𝑁p𝑞0; 𝑞1, 𝑞2q
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consists of the fiber products:

1.

𝑊 𝑠
1p𝑞1qˆ

Δ

𝑊 𝑠
2p𝑞2q ˆ

Δ
M𝜔,Θp𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q ˆ

Δ 𝑓

M𝑁´1p𝑆0, 𝑞0, 𝐻𝜏q

2.

M\1,𝑁1p𝑞1, 𝑆1, 𝐻𝜏qˆ
Δ 𝑓

M\2,𝑁2p𝑞2, 𝑆2, 𝐻𝜏q ˆ
Δ 𝑓

M𝜔p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q ˆ
Δ 𝑓

M𝑁0p𝑆0, 𝑞0, 𝐻𝜏q

with 𝑁0 ` 𝑁1 ` 𝑁2 “ 𝑁 ´ 1

3.

𝑊 𝑠
𝑖 p𝑞𝑖qˆ

Δ

M\ 𝑗 ,𝑁 𝑗
p𝑞 𝑗 , 𝑆 𝑗 , 𝐻𝜏q ˆ

Δ 𝑓

M𝜔,\𝑖p𝑆𝑖, 𝑆 𝑗 , 𝑆0, 𝐻𝑧,𝜔q ˆ
Δ 𝑓

M𝑁0p𝑆0, 𝑞0, 𝐻𝜏q

with 𝑁0 ` 𝑁 𝑗 “ 𝑁 ´ 1

Where the stable/unstable manifolds of 𝑞𝑖 are given with respect to the perturbations 𝑓 𝑖
𝑌

, and the

𝑗 𝑡ℎ fiber product is taken over the diagonal/flow diagonal of 𝑓 𝑗
𝑌

.

Remark 40. One should also consider coproduct curves with outputs in constant orbits in the

interior of 𝑊 (for which the same transversality and compactness results apply). However, it is
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clear that there are no such rigid curves since the 𝑆1 action fixes the constant orbits, and so we do

not define them.

5.3.1 Definition of the Morse-Bott coproduct

We discuss the regularity and compactness of the Morse-Bott coproduct moduli spaces.

Transversality for the split coproduct moduli spaces is proved in §7. The proof extends to

Morse-Bott cascades that are contained in the symplectization. For curves and cascades which

are not contained in the symplectization, the proof is easier (by perturbing 𝐽 in the interior of 𝑊).

Combining the two, we obtained transversality for the Morse-Bott moduli spaces.

In order to establish compactness, we need to consider the convergence properties of cascades

in the presence of degenerate orbits. The results of this section are contingent upon the compact-

ness of the moduli space introduced in [19], in particular [19, Lemma 4.3]. Once such compact-

ness is established, Lemmas 32 and 33 apply to rule out degenerate orbits as asymptotic orbits, and

breakings of cascades at degenerate orbits.

As in the Hamiltonian case in order to establish that the coproduct moduli spaces define a chain

map, we also need to consider terms coming from the compactification of the interval, consisting of

fiber products of moduli spaces of degenerate coproduct curves, where the slope of the Hamiltonian

is small at one of the negative ends, followed by a hybrid continuation-𝚷 cylinders. We now define

the relevant moduli spaces. Starting with the degenerate coproduct curves, and following with a

hybrid continuation-𝚷 moduli spaces.

degenerate Morse-Bott coproduct curves

Let 𝐻𝜏 be an admissible Hamiltonian. In the following we fix 𝑖 P t1, 2u and let 𝑗 “ 3 ´ 𝑖. To

define the degenerate coproduct operation we fix:

1. A family of admissible Hamiltonians 𝐻𝑖𝑧 parameterized by Σ satisfying:

• In a neighborhood of infinity at the positive cylindrical end as well as the 𝑖𝑡ℎ cylindrical
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end:

𝐻𝑖𝑧 “ 𝐻𝜏

• In a neighborhood of infinity at the jth cylindrical end:

𝐻𝑖𝑧 “ 𝜖𝐻𝜏

2. A family of almost complex structures 𝐽𝑧, parameterized by 𝑧 P Σ, which are admissible for

𝑟 ă 0 and 𝑟 ě 𝜏 ` 2.

3. A one form 𝛽 on Σ satisfying 𝑑p𝐻𝑧𝛽q ď 0, and such that 𝛽 restricts to 𝑑𝑡 in the neighborhood

of the punctures.

Definition 41. In the following we fix 𝑖 P t1, 2u and let 𝑗 “ 3 ´ 𝑖. Let 𝑆0 and 𝑆𝑖 denote Morse-Bott

families of orbits of 𝐻𝜏, and let 𝑆 𝑗 denote 9𝑊0.

• Mp𝑆1, 𝑆2, 𝑆0, 𝐻
𝑖
𝑧q is the space finite energy maps 𝑣 : Σ Ñ 𝑊 satisfying

p𝑑𝑢 ´ 𝑋𝐻𝑖
𝑧

b 𝛽q
p0,1q

“ 0 (5.13)

and

lim
|𝑠|Ñ8

𝑣p𝜖𝑘p𝑠, 𝑡qq P 𝑆𝑘

• M\𝑖p𝑆1, 𝑆2, 𝑆0, 𝐻
𝑖
𝑧q is the space of tuples p𝑣, \1q where 𝑣 : Σ Ñ 𝑊 is a finite energy map

satisfying

p𝑑𝑢 ´ 𝑋𝐻𝑖
𝑧

b 𝛽q
p0,1q

“ 0 (5.14)
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and

lim
𝑠Ñ8

𝑣p𝜖0p𝑠, 𝑡qq P 𝑆0

lim
𝑠Ñ´8

𝑣p𝜖𝑖p𝑠, \𝑖q P 𝑆𝑖

lim
𝑠Ñ´8

𝑣p𝜖 𝑗p𝑠, 𝑡q P 𝑆 𝑗

A Morse-Bott continuation-𝚷 operation:

To define hybrid continuation-𝚷 Morse-Bott cylinders. We fix:

• 𝐻˘ be admissible Hamiltonians satisfying 𝐻´ ľ 𝐻`

• a family of admissible Hamiltonians parameterized by 𝑠 P R satisfying:

𝐻𝑠 “

$

’

&

’

%

𝐻` for 𝑠 " 0

𝐻´ for 𝑠 ! 0

and s.t. B𝑠p𝐻𝑠q ď 0.

Definition 42. Let 𝑆𝑖 denote the spaces of connected manifolds of orbits for 𝐻𝑖. We denote by

Np𝑆1, 𝑆0q the moduli space of pairs p\, 𝑣q where 𝑣 is a finite energy map satisfying:

B𝑠𝑣 ` 𝐽𝑌 pB𝑡𝑣 ´ 𝑋𝐻𝑠
q “ 0; (5.15)

and

lim
𝑠Ñ8

𝑣p𝑠, 𝑡q P 𝑆1,

lim
𝑠Ñ´8

𝑣p𝑠, 𝑡 ` \q P 𝑆2
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A degenerate coproduct operation:

Definition 43. Fix 𝑖 P t1, 2u and let 𝑗 “ 3´ 𝑖. Let 𝑞0 and 𝑞𝑖 be generators of the Morse-Bott chain

complex of 𝐻𝜏 and 𝑞 𝑗 be a generator in the interior of W. Let 𝑆0 and 𝑆𝑖 denote Morse-Bott families

of orbits of 𝐻𝜏, and let 𝑆 𝑗 denote the interior of 𝑊 . The moduli space of degenerate Morse-Bott

coproduct curves with N cascades

M 𝑗

Θ,𝑁
p𝑞0; 𝑞1, 𝑞2q

consists of the fiber products:

1.

𝑊 𝑠
p𝑞𝑖qˆ

Δ

𝑊 𝑠
p𝑞 𝑗q ˆ

Δ
Np𝑊, 𝑆 𝑗q ˆ

Δ
M\𝑖p𝑆𝑖, 𝑆 𝑗 , 𝑆0, 𝐻

𝑖
𝑧q ˆ

Δ 𝑓

M𝑁´2p𝑆0, 𝑞0, 𝐻𝜏q

2.

M\𝑖 ,𝑁𝑖
p𝑞𝑖, 𝑆𝑖, 𝐻𝜏qˆ

Δ 𝑓

𝑊 𝑠
p𝑞 𝑗q ˆ

Δ
Np𝑊, 𝑆 𝑗q ˆ

Δ
Mp𝑆𝑖, 𝑆 𝑗 , 𝑆0, 𝐻

𝑖
𝑧q ˆ

Δ 𝑓

M𝑁0p𝑆0, 𝑞0, 𝐻𝜏q

with 𝑁0 ` 𝑁𝑖 “ 𝑁 ´ 2

Assuming the convergence properties of cascades in the presence of degenerate orbits, Lemmas

32 and 33 apply to rule out degenerate orbits as asymptotic orbits. As in the Hamiltonian case, the

moduli spaces M 𝑗

Θ,𝑁
p𝑞0; 𝑞1, 𝑞2q are empty in low dimensions, and the analogue of Lemma 18

holds.
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With these assumptions, the moduli spaces of coproduct cascades yield a well defined operation

_ : 𝐶𝐹˚
p𝐻𝜏q Ñ 𝐶𝐹˚

p𝐻𝜏q b 𝐶𝐹˚
p𝐻𝜏q

given by the Z{2 count of rigid elements:

_ “
ÿ

𝑑𝑒𝑔p𝑞0q“𝑑𝑒𝑔p𝑞1q`𝑑𝑒𝑔p𝑞2q`2𝑛`3
#MΘ,𝑁p𝑞1, 𝑞2, 𝑞0q
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Chapter 6: Morse-Bott split theory

6.1 Morse-Bott split symplectic cohomology

We recall the construction of the Morse-Bott split symplectic complex. The generators for the

chain complex are given as in the Morse-Bott construction:

𝑆𝐶˚p𝑊, 𝐻8q “

˜

à

𝑘ą0

à

𝑝PCritp 𝑓𝐷q

Zx𝑝𝑘 , 𝑝𝑘y

¸

‘

˜

à

𝑥PCritp 𝑓𝑊q

Zx𝑥y

¸

, (6.1)

with grading conventions as described in §5.

The split Morse-Bott differential:

We recall from [13] the definition of the moduli spaces corresponding to the Morse-Bott split

differential, the idea is as follows: the Morse-Bott split moduli spaces are obtained from the Morse-

Bott moduli spaces by stretching the neck along a copy of 𝑌 . Consequently one should consider

cascades of augmented Floer curves, with an upper level in the symplectization R ˆ 𝑌 and aug-

mentation planes in𝑊 .

At a negative puncture, the upper level curves might be asymptotic to a Reeb orbit at negative

infinity where the Hamiltonian is zero. In this region, we need to use the SFT definition for the

energy of a curve, rather than the Hamiltonian definition. Consequently, we get the notion of

hybrid energy which we recall now from [13]:

Definition 44. Consider a Hamiltonian 𝐻 : Rˆ𝑌 Ñ R so that 𝑑𝐻 has support in r𝑅,8q ˆ𝑌 , for

some 𝑅 P R.

Let 𝜗𝑅 be the set of all non-decreasing smooth functions 𝜓 : R Ñ r0,8q such that 𝜓p𝑟q “ e𝑟

for 𝑟 ě 𝑅.
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The hybrid energy 𝐸𝑅 of 𝑣 : Rˆ 𝑆1zΓ Ñ Rˆ 𝑌 solving Floer’s equation (6.3) is given by:

𝐸𝑅p𝑣q “ sup
𝜓P𝜗

ż

Rˆ𝑆1
𝑣˚ p𝑑p𝜓𝛼q ´ 𝑑𝐻 ^ 𝑑𝑡q . (6.2)

We recall the definition of augmented curves appearing in the definition of the split Morse-Bott

differential cascades. There are two definitions reflecting the fact that a negative output can be in

the symplectization Rˆ 𝑌 or in the interior𝑊 .

Definition 45. Let 𝑆´, 𝑆` denote Morse-Bott families of orbits of 𝐻𝜏 in Rˆ 𝑌 . The moduli space

of augmented Floer curves

xM𝑎
p𝑆´, 𝑆`, 𝐻𝜏q

consists of tuples p𝑣, r𝑈𝑖s, Γq where

1. 𝑣 : Rˆ 𝑆1zΓ Ñ Rˆ 𝑌 , is a finite energy map satisfying

B𝑠𝑣 ` 𝐽𝑌 pB𝑡𝑣 ´ 𝑋𝐻p𝑣qq “ 0; (6.3)

2. Γ “ t𝑧1, . . . , 𝑧𝑖u Ă Rˆ 𝑆1 is a (possibly empty) finite subset.

3. A choice of cylindrical ends 𝜑𝑖 : p´8, 0s ˆ 𝑆1 Ñ R ˆ 𝑆1zt𝑧1, . . . , 𝑧𝑘u of neighborhoods of

the 𝑧𝑖, and such that

lim
𝑠Ñ´8

𝑣p𝜑𝑖p𝑠, .qq “ p´8, 𝛾𝑖p.qq

where the 𝛾𝑖 are periodic Reeb orbits in 𝑌 ;

4. for each Reeb orbit 𝛾𝑖 above, 𝑈𝑖 : C Ñ 𝑊 is asymptotic to p`8, 𝛾𝑖q. We consider 𝑈𝑖 up to

the action of AutpCq.
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5.

lim
𝑠Ñ8

𝑣p𝑠, 𝑡q P 𝑆`

lim
𝑠Ñ´8

𝑣p𝑠, 𝑡q P 𝑆´

We denote by xM𝑘p𝑆´, 𝑆`, 𝐻𝜏q the space of unaugmented upper levels in the symplectization con-

sisting of pairs p𝑣, Γq and satisfying the above conditions (but missing the augmentation planes).

Definition 46. Let 𝑆` denote a Morse-Bott family of orbits in R ˆ 𝑌 . The moduli space of aug-

mented Floer curves a plane in𝑊

xM𝑎
p𝑊, 𝑆`, 𝐻𝜏q

consists of tuples p𝑣0, 𝑣1, r𝑈𝑖s, Γq where

1. p𝑣1, r𝑈𝑖s, Γq satisfy conditions 1 ´ 4 of Definition 45

2. 𝑣0 : Rˆ 𝑆1 Ñ 𝑊 is 𝐽𝑊 -holomorphic;

3. lim𝑠Ñ`8 𝑣1p𝑠, 𝑡q P 𝑆`;

4. lim𝑠Ñ´8 𝑣1p𝑠, .q “ p´8, 𝛾p¨qq, for some Reeb orbit 𝛾 in 𝑌 ;

5. lim𝑠Ñ`8 𝑣0p𝑠, .q “ p`8, 𝛾p¨qq, where 𝛾 is the same Reeb orbit;

6. lim𝑠Ñ´8 𝑣0p𝑠, .q P 𝑊

The definition of split Floer cylinders with cascades is now:

Definition 47. Let 𝑞´, 𝑞` be generators of the chain complex. The moduli space of split cylinders

with zero cascades

xM0p𝑞`, 𝑞´, 𝐻q

consists of a Morse flowline of 𝑓𝑌 or 𝑓𝑊 asymptotic to 𝑞` at `8 and to 𝑞´ at ´8.
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The moduli space of split cylinders with N cascades

xM𝑎
𝑁p𝑞´, 𝑞`, 𝐻𝜏q

consists of elements of the fiber product:

𝑊 𝑠
p𝑞´q ˆ

Δ

xM𝑎
p𝑆´, 𝑆𝑁´2, 𝐻𝜏q ˆ

Δ 𝑓

... ˆ
Δ 𝑓

xM𝑎
p𝑆1, 𝑆`, 𝐻𝜏q ˆ

Δ
𝑊𝑢

p𝑞`q

Notice that if 𝑆´ “ 𝑊 , then the bottom-most level is a split Floer cylinder as in Definition (46).

xM𝑎
𝑁

p𝑞´, 𝑞`, 𝐻𝜏q admits an R𝑁 action if 𝑞´ is an orbit in R ˆ 𝑌 , and an R𝑁`1 action if 𝑞´ is

a constant orbit. To see this, note that a cascade connecting a non constant orbit to a constant one

contains an extra cylinder in𝑊 , refer to Figure 6.1, left. We denote the quotient by the appropriate

action by M𝑎
𝑁

p𝑞´, 𝑞`, 𝐻𝜏q.

Given 𝑞´, 𝑞`, with |𝑞`| “ 1 ` |𝑞´|, generators of the chain complex for 𝐻, the Morse- Bott

split differential

B : 𝐶𝐹˚
p𝐻𝜏q Ñ 𝐶𝐹˚

p𝐻𝜏q

is defined as the Z{2 count of 0 dimensional cascades:

B𝑞` “
ÿ

𝑁

#M𝑎
𝑁p𝑞´, 𝑞`, 𝐻𝜏q𝑞´ (6.4)

Split Morse-Bott continuation cascades

The moduli spaces defining the split continuation cascades are defined analogously to the split

differential cascades. We use a parameterizing family of Hamiltonians 𝐻𝑠: given two admissible

Hamiltonians 𝐻1 ĺ 𝐻0, choose a family of admissible Hamiltonians parameterized by R such that

𝐻𝑠 “

$

’

’

&

’

’

%

𝐻1 for 𝑠 " 0

𝐻0 for 𝑠 ! 0
(6.5)
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and satisfying B𝑠p𝐻𝑠q ď 0. We first define continuation moduli spaces with inputs and outputs in

non-constant orbits.

Definition 48. Let 𝑆𝑖 denote spaces of connected manifolds of orbits for 𝐻𝑖 in R ˆ 𝑌 . We denote

by K𝑎p𝑆1, 𝑆0, 𝐻1, 𝐻0q the moduli space of tuples p𝑣, r𝑈𝑖s, Γq where

• 𝑣 : Rˆ 𝑆1zΓ Ñ Rˆ 𝑌 satisfying the continuation equation

B𝑠𝑣 ` 𝐽𝑌 pB𝑡𝑣 ´ 𝑋𝐻𝑠
q “ 0; (6.6)

• pr𝑈𝑖s, Γq satisfy conditions 2 ´ 4 of Definition 45

• lim𝑠Ñ8 𝑣p𝑠, 𝑡q P 𝑆0; lim𝑠Ñ´8 𝑣p𝑠, 𝑡q P 𝑆1.

We now define continuation cylinders with outputs in constant orbits:

Definition 49. Let 𝑆1 denote a space of connected manifolds of orbits for 𝐻1 in Rˆ𝑌 . We denote

by K𝑎p𝑊, 𝑆1, 𝐻1, 𝐻0q tuples p𝑣0, 𝑣1r𝑈𝑖s, Γq, where

• 𝑣1 : Rˆ 𝑆1zΓ Ñ Rˆ 𝑌 is a finite energy map satisfying the continuation equation

B𝑠𝑣 ` 𝐽𝑌 pB𝑡𝑣 ´ 𝑋𝐻𝑠
q “ 0. (6.7)

• pr𝑈𝑖s, Γq satisfy conditions 2 ´ 4 of Definition 45

• 𝑣0 : Rˆ 𝑆1 Ñ 𝑊 is 𝐽𝑊–holomorphic;

• lim𝑠Ñ`8 𝑣1p𝑠, 𝑡q P 𝑆1;

• lim𝑠Ñ´8 𝑣1p𝑠, .q “ p´8, 𝛾p¨qq, for some Reeb orbit 𝛾 in 𝑌 ;

• lim𝑠Ñ`8 𝑣0p𝑠, .q “ p`8, 𝛾p¨qq, where 𝛾 is the same Reeb orbit;

• lim𝑠Ñ´8 𝑣0p𝑠, 𝑡q P 𝑊
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Definition 50. Let 𝑞1 P 𝑆1, 𝑞0 P 𝑆0 be generators of the chain complex for 𝐻𝑖, the moduli space of

split continuation cylinders with 1 cascade

K𝑎
1 p𝑞1, 𝑞0, 𝐻1, 𝐻0q

is the fiber product:

𝑊 𝑠
𝑌 p𝑞1q ˆ

Δ
K𝑎

p𝑆1, 𝑆0, 𝐻1, 𝐻0q ˆ
Δ
𝑊 𝑠
𝑌 p𝑞0q

The moduli space of split continuation cylinders with N cascades

pK𝑎
𝑁p𝑞`, 𝑞´, 𝐻1, 𝐻0q

is the fiber product:

xM𝑁1p𝑞1, 𝑆𝑁1 , 𝐻1q ˆ
Δ 𝑓

K𝑎
p𝑆𝑁1 , 𝑆𝑁2 , 𝐻1, 𝐻0q ˆ

Δ 𝑓

xM𝑁0p𝑆𝑁1 , 𝑞0, 𝐻0q

with 𝑁1 ` 𝑁0 “ 𝑁 ´ 1

The following is proved in §7:

Proposition 51. For a generic choice of data 𝐽𝑊 and 𝐻𝑠, the moduli space pK˚,𝑎

𝑁
p𝑞`, 𝑞´, 𝐻1, 𝐻0q

is a manifold of dimension |𝑞`| ´ |𝑞´| ` 𝑁 ´ 1.

The moduli spaces pK˚,𝑎

𝑁
p𝑞`, 𝑞´, 𝐻1, 𝐻0q admit a free R𝑁´1 action by domain translations on

the non-continuation levels and we denote the quotient by K˚,𝑎

𝑁
p𝑞`, 𝑞´, 𝐻1, 𝐻0q.

As above, the Z{2 count of rigid elements defines a map:

K : 𝐻𝐹˚
p𝐻1q Ñ 𝐻𝐹˚

p𝐻0q

and 𝑆𝐻˚p𝑊q is defined as the colimit over admissible Hamiltonians 𝐻𝜏 :
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Figure 6.1: Configurations contributing to the differential in the monotone case. The line segments
represent flowlines of a Morse function in the contact boundary 𝑌 or in interior of𝑊 .

𝑆𝐻˚
p𝑊q “ lim

ÝÑ
𝐻PH𝜏

𝐻𝐹˚
p𝑊, 𝐻𝜏q.

In [19] it is proved that in the monotone case the split differential has 3 contributions. Given

𝑝, 𝑞 P 𝑐𝑟𝑖𝑡p 𝑓𝐷q and 𝑥 P 𝑐𝑟𝑖𝑡p 𝑓𝑊q the following are potential contributions to the differential (see

Figure 6.1):

Theorem 52. [19, §6] Assume that p𝑋,Ω𝑋q is spherically monotone with monotonicity constant

𝜏𝑋 and assume that 𝐷 Ă 𝑋 is Poincaré dual to 𝐾Ω𝑋 with 𝜏𝑋 ą 𝐾 ą 0.

Then, 𝑆𝐻˚p𝑊q well-defined, and does not depend on choices of data.

Any Floer cascade appearing in the differential is of the following configuration:

1. A Morse trajectory in 𝑌 or in𝑊;

2. A Floer cascade in the symplectization connecting two nonconstant orbits. It has length 1

and no augmentation punctures: the cylinder in Rˆ 𝑌 projects to a non-trivial sphere in Σ,

and is asymptotic to Hamiltonian orbits at ˘8.

3. A Floer cascade in the symplectization with one augmentation puncture connecting two

nonconstant orbits. The cylinder in R ˆ 𝑌 projects to a trivial sphere in 𝐷. It is asymptotic

to Hamiltonian orbits at ˘8 and to a Reeb orbit 𝛾 in ´8ˆ𝑌 at the augmentation puncture.
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The augmentation plane has index zero.

4. A Floer cascade of length 1 connecting a nonconstant orbit to a constant orbit. The cylinder

in R ˆ 𝑌 is asymptotic to a Hamiltonian orbit at `8 and to a Reeb orbit 𝛾 in ´8 ˆ 𝑌 .

It has no augmentation punctures and projects to a trivial sphere in 𝐷. It is followed by a

holomorphic plane in𝑊 of index 1 which converges to the same orbit 𝛾 at `8.

6.2 The Morse-Bott split BV operator

As in the Morse-Bott split differential, the moduli spaces defining the BV operator come in two

flavors: the ones connecting two non constant orbits in the symplectization, and those that connect

a nonconstant orbit in the symplectization, and a constant orbit in the 𝑊 . We will see in Lemma

(57) that the only relevant moduli spaces are in fact those of constant curves.

Definition 53. Let 𝑆´, 𝑆` denote Morse-Bott families of orbits of 𝐻𝜏 in Rˆ 𝑌 . The moduli space

of augmented BV curves

xM𝑎
\ p𝑆´, 𝑆`, 𝐻𝜏q

is the space of tuples p𝑣, r𝑈𝑖s, Γ, \q where p𝑣, r𝑈𝑖s, Γq satisfy conditions 1 ´ 4 of Definition 45 and

lim
𝑠Ñ8

𝑣p𝑠, 𝑡q P 𝑆` (6.8)

lim
𝑠Ñ´8

𝑣p𝑠, 𝑡 ` \q P 𝑆´ (6.9)

We denote by xM𝑘
\
p𝑆´, 𝑆`, 𝐻𝜏q the space of unaugmented upper levels in the symplectization con-

sisting of tuples p𝑣, Γ, \q satisfying the above conditions.

Definition 54. Let 𝑆` be a Morse-Bott family of orbits in Rˆ𝑌 . The moduli space of augmented

BV curves with a plane in W

xM𝑎
\ p𝑊, 𝑆`, 𝐻𝜏q
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is the space of tuples p𝑣0, 𝑣1, r𝑈𝑖s, Γ, \q where p𝑣0, 𝑣1, r𝑈𝑖s, Γq satisfy conditions 1 ´ 5 of (46) and

lim
𝑠Ñ´8

𝑣0p𝑠, 𝑡 ` \q P 𝑊

We can now define the moduli space of BV-cascades:

Definition 55. Given 𝑞´ P 𝑆´, 𝑞` P 𝑆` generators of the chain complex, the moduli space of BV

cylinders with 1 cascade

xM𝑎
\,1p𝑞´, 𝑞`, 𝐻𝜏q

is the fiber product:

𝑊 𝑠
p𝑞´q ˆ

Δ

xM𝑎
\ p𝑆´, 𝑆`, 𝐻𝜏q ˆ

Δ
𝑊𝑢

p𝑞`q

The moduli space of BV cylinders with N cascades, 𝑁 ě 2

xM𝑎
\,𝑁p𝑞´, 𝑞`, 𝐻𝜏q

is the fiber product:

𝑊 𝑠
𝑌 p𝑞´q ˆ

Δ

xM𝑎
\ p𝑆´, 𝑆1, 𝐻𝜏q ˆ

Δ 𝑓

xM𝑎
𝑁´1p𝑆1, 𝑞`, 𝐻𝜏q

Transversality for simple Morse-Bott differential cascades is discussed in [19, §5]. It consists

of proving transversality for augmented curves in the symplectization, as well as transversality for

evaluation maps. There are no new phenomena in the moduli spaces arising in the definition of the

the BV-cascades. In the monotone case, the simple moduli spaces, denoted xM˚,𝑎

\,𝑁
p𝑞´, 𝑞`, 𝐻𝜏q, are

sufficient for defining the BV operator. We review the definition and prove the following Lemma

in §7.

Lemma 56. For a generic choice of almost complex structure 𝐽𝑊 , xM˚,𝑎

\,𝑁
p𝑞´, 𝑞`, 𝐻𝜏q is a manifold

of dimension |𝑞`| ´ |𝑞´| ` 𝑁 if 𝑞´ is a generator in R ˆ 𝑌 and |𝑞`| ´ |𝑞´| ` 𝑁 ` 1 if 𝑞´ is a
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generator in the interior of𝑊 .

Let 𝑞´ be a nonconstant orbit. Then the moduli space xM𝑎
\,𝑁

p𝑞´, 𝑞`, 𝐻𝜏q admits a free R𝑁

action by domain translations if 𝑆´ ‰ 𝑆1; otherwise it admits a free R𝑁´1 action. In both

cases we denote the quotient by M𝑎
\,𝑁

p𝑞´, 𝑞`, 𝐻𝜏q. If 𝑞´ is a constant orbit, the moduli spaces

xM𝑎
\,𝑁

p𝑞´, 𝑞`, 𝐻𝜏q admit an R𝑁`1 action, and we denote the quotient by M𝑎
\,𝑁

p𝑞´, 𝑞`, 𝐻𝜏q.

As in the case of the differential, a slight modification of SFT compactness and gluing argu-

ments imply that the moduli spaces of split coproduct cascades admit a compactification by broken

Morse flow lines and Floer curves and SFT type buildings.

We define the BV operator, 𝚷, on the chain complex (5.1) as the Z{2 count of rigid curves:

𝚷 𝑞` “
ÿ

|𝑞`|“|𝑞´|´1
# pM𝑁,\p𝑞´, 𝑞`;𝐻𝜏q 𝑥. (6.10)

This following Lemma is a slight generalization of [19, Prop 6.2]:

Lemma 57. The 𝚷 structure on (5.1) is given by :

𝚷p𝑝𝑘q “ 𝑘 𝑝𝑘 ,𝚷p𝑝𝑘q “ 0

Proof. Lemma 6.1 of [19] establishes that the Fredholm index of a plane in 𝑊 appearing as an

augmentation plane is non negative, and is at least 2 if multiply covered. Consider a cascade with

𝑁 levels and 𝑘 augmentation planes appearing in a rigid BV-cascade from 𝑞0 to 𝑞1. We first assume

that this is not a 1 cascade projecting to a constant sphere in 𝐷.

Let 𝐴1, . . . , 𝐴𝑁 P 𝐻2p𝐷q denote the homology classes of the projections to 𝐷, let 𝐵1, . . . , 𝐵𝑘 P

𝐻2p𝑋q denote the homology classes corresponding to the augmentation planes. Let 𝛾𝑖, 𝑖 “ 2, . . . , 𝑘

denote the limits at the augmentation punctures, and let 𝑘𝑖 denote their multiplicities. Let 𝐴 “

ř𝑁
𝑖“1 𝐴𝑖.

We have 𝑘0 ´
ř𝑘

𝑗“1 𝑘 𝑗 “ 𝐾Ω𝑋p𝐴q “ 𝐾
x𝑐1p𝑇𝐷q,𝐴y

𝜏𝑋´𝐾
. We also have for 𝑗 ě 2, 𝑘 𝑗 “ 𝐵 𝑗 ‚ 𝐷 “

70



𝐾Ω𝑋p𝐵 𝑗q. Notice then that |𝛾𝑖|0 “ 2x𝑐1p𝑇𝑋q, 𝐵 𝑗y ´ 2𝐵 𝑗 ‚ 𝐷 ´ 2. We therefore have:

0 “ |𝑞0| ´ |𝑞1| ` 1

“ 𝑖p𝑞0q ` 𝑀p𝑞0q ´ 𝑖p𝑞1q ´ 𝑀p𝑞1q ` 2
𝜏𝑋 ´ 𝐾

𝐾
p𝑘0 ´

𝑘
ÿ

𝑗“1
𝑘 𝑗q

` 2
𝜏𝑋 ´ 𝐾

𝐾

𝑘
ÿ

𝑗“2
𝑘 𝑗 ` 1

“ 𝑖p𝑞0q ` 𝑀p𝑝q ´ 𝑖p𝑞1q ´ 𝑀p𝑞1q ` 2x𝑐1p𝑇𝐷q, 𝐴y ` 2𝑘 `

𝑘
ÿ

𝑗“2
|𝛾 𝑗 |0 ` 1.

(6.11)

Recall that for each 𝑗 “ 2, . . . , 𝑘 , |𝛾 𝑗 |0 ě 0.

Consider the chain of pearls in 𝐷 obtained by projecting this cascade to 𝐷. By transversality

for chain of pearls Lemma 71 after [13, §5.3], if this is a simple chain of pearls, it has Fredholm

index

𝐼𝐷 B 𝑀p𝑞0q ` 2x𝑐1p𝑇𝐷q, 𝐴y ´ 𝑀p𝑞1q ` 2𝑘 ` 𝑁 ´ 1.

If the chain of pearls is not simple, by monotonicity, we have that the index is at least as large as

the index of the underlying simple chain of pearls.

Let 𝑁0 be the number of Floer cylinders that project to constant curves in 𝐷, let 𝑁𝚷 denote the

number of BV cylinders projecting to constant curves, and let 𝑁1 be the number of cylinders that

project to non-constant curves in 𝐷. 𝑁 “ 𝑁0 ` 𝑁1 ` 𝑁𝚷. Each Floer cylinder that projects to a

constant curve in 𝐷 must have at least one augmentation puncture. Hence 𝑁0 ď 𝑘 .

By transversality for simple chains of pearls, we obtain the inequality

𝐼𝐷 ě 2𝑁1 ` 2𝑘 ` 𝑁𝚷

by considering the 2-dimensional automorphism group for the 𝑁1 non-constant spheres, the 2𝑘-

parameter family of moving augmentation marked points on the domains, and moving the constant

𝐵𝑉 sphere along the flow of 𝐷.

71



Combining with Equation (6.11), we obtain

0 “ 𝑖p𝑞0q ´ 𝑖p𝑞1q ` p𝐼𝐷 ´ 𝑁 ` 1q `

𝑘
ÿ

𝑗“2
|𝛾 𝑗 |0 ` 1

ě p𝑖p𝑞0q ´ 𝑖p𝑞1qq ` 2𝑁1 ` 2𝑘 ´ 𝑁 `

𝑘
ÿ

𝑗“2
|𝛾 𝑗 |0 ` 2

“ p𝑖p𝑞0q ´ 𝑖p𝑞1q ` 1q ` 𝑁1 ` 𝑘 ` p𝑘 ´ 𝑁0q ` 1 `

𝑘
ÿ

𝑗“2
|𝛾 𝑗 |0.

Observe now that each term on the right-hand-side of the inequality is non-negative and we obtain

0 ď 1, which is impossible. This means that the only possible configurations are those projecting

to constant spheres. In particular, we must have 𝑁1 “ 𝑘 “ 𝑁0 “ 0. 𝑁𝚷 “ 1, and 𝑖p𝑞0q “

0, 𝑖p𝑞1q “ 1. It follows that 𝑞´ “ 𝑝𝑘 and 𝑞` “ 𝑝𝑘 .

To justify the coefficients, note that given a constant solution 𝑢 mapping to an orbit of multi-

plicity 𝑘 , there are exactly 𝑘 values \1, ¨ ¨ ¨ , \𝑘 such that

𝑢p𝑠, 0q “ 𝑝𝑘

𝑢p𝑠, \𝑘q “ 𝑝𝑘

□

The fact the BV operator descends to cohomology can be proved by considering the boundary

of dimension 1 moduli spaces. Alternatively, in the monotone case, the Morse-Bott split differen-

tial has a lower triangular form [13, Theorem 9.1]:

»

—

—

—

—

–

0 0 0

˚ 0 0

˚ 0 ˚

fi

ffi

ffi

ffi

ffi

fl

(6.12)

72



Figure 6.2: An augmented coproduct curve

with respect to the splitting of the chain complex as

𝑆𝐶˚p𝑊, 𝐻8q “

˜

à

𝑘ą0

à

𝑝PCritp 𝑓𝐷q

Zx𝑝𝑘y

¸

‘

˜

à

𝑘ą0

à

𝑝PCritp 𝑓𝐷q

Zx𝑝𝑘y

¸

‘

˜

à

𝑥PCritp 𝑓𝑊q

Zx𝑥y

¸

(6.13)

So we can see immediately that the terms B ˝ 𝚷 and 𝚷 ˝ B both vanish.

6.3 Morse-Bott split coproduct

We now describe the moduli spaces of cascades that contributes to the split coproduct. The

definitions use the families of admissible Hamiltonians 𝐻𝑧,𝜔 and almost complex structures as

above. As usual, we parameterize the unit interval with coordinates 𝜔 “ p𝜔0, 𝜔1q such that

𝜔0 ` 𝜔1 “ 1, 𝜔𝑖 P p0, 1q. Recall that Θ “ p\1, \2q P 𝑆1 ˆ 𝑆1.

Let 𝐻𝜏 be an admissible Hamiltonian of slope 𝜏. Let 𝜖 ! 1, such that 𝜖𝜏 is smaller than the

period of any Reeb orbit of 𝑅𝛼. To define the coproduct curves we will fix:

1. A family of Hamiltonians 𝐻𝑧,𝜔 parameterized by Σ ˆ p0, 1q satisfying:
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• In a neighborhood of infinity at the positive cylindrical end:

𝐻𝑧,𝜔 “ 𝐻𝜏

• In a neighborhood of infinity at the ith cylindrical end:

𝐻𝑧,𝜔 “

$

’

’

&

’

’

%

𝜎𝜖p𝜔𝑖q𝐻𝜏 for ´ 𝑅 ě 𝑠 ě ´𝑅 ´ ^p𝜔𝑖q

𝐻𝜏 for ´ 𝑅 ´ ^p𝜔𝑖q ´ 1 ě 𝑠 ą ´8

• 𝐻𝑧,𝜔p𝑟, 𝑦q only depends on the coordinate 𝑟.

2. A family of almost complex structures 𝐽𝑧,𝜔 parameterized by Σ ˆ p0, 1q, and satisfying the

following conditions:

• In a neighborhood of the punctures 𝐽𝑧,𝜔 “ 𝐽

• 𝐽𝑧,𝜔 is admissible outside of a compact set 𝐾 of Rˆ 𝑌 .

• 𝐽𝑧,𝜔 is a lift of an almost complex structure 𝐽𝐷 . That is, 𝐽𝑧,𝜔 commutes with the pro-

jection map: 𝜋p𝐽𝑧,𝜔bq “ 𝐽𝐷𝜋pbq.

3. A one form 𝛽 on Σ satisfying 𝑑p𝐻𝑧,𝜔𝛽q ď 0, and such that 𝛽 restricts to 𝑑𝑡 in the neighbor-

hood of the punctures.

Remark 58. In the choice of almost complex structures, we need to let the compact set 𝐾 be

arbitrarily large. As in [3, §18], we will need to impose extra conditions on 𝐽𝑌 in order to ensure

the maximum principle. One such solution is to impose that there exists a sequence 𝑟𝑚 Ñ 8 such

that 𝐽 satisfies the contact type condition along the hypersurfaces 𝑟 “ 𝑟𝑚.

Definition 59. Let 𝑆𝑖, 𝑖 P t0, 1, 2u denote Morse-Bott families of orbits of 𝐻𝜏 P R ˆ 𝑌 . We define

several types of split pair of pants co-product as follows. In all of the following we require that

pr𝑈𝑖s, Γq satisfy conditions 2 ´ 4 of Definition 45.
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1. M𝑎p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q is the space of tuples p𝑣, 𝜔, r𝑈𝑖s, Γq where 𝑣 : ΣzΓ Ñ Rˆ 𝑌 is a finite

energy map satisfying

p𝑑𝑢 ´ 𝑋𝐻𝑧,𝜔
b 𝛽q

p0,1q
“ 0 (6.14)

and

lim
|𝑠|Ñ8

𝑣p𝜖𝑖p𝑠, 𝑡q P 𝑆𝑖

2. M𝑎
Θ

p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q is the space of tuples p𝑣,Θ, 𝜔, r𝑈𝑖s, Γq where 𝑣 : ΣzΓ Ñ R ˆ 𝑌 is a

finite energy map satisfying

p𝑑𝑢 ´ 𝑋𝐻𝑧,𝜔
b 𝛽q

p0,1q
“ 0

and

lim
𝑠Ñ8

𝑣p𝜖0p𝑠, 𝑡q P 𝑆0

lim
𝑠Ñ´8

𝑣p𝜖𝑖p𝑠, \𝑖q P 𝑆𝑖

3. M𝑎
\𝑖

p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q is the space of a tuples p\𝑖, 𝑣, 𝜔, r𝑈𝑖s, Γq such that: �̃� : ΣzΓ Ñ R ˆ 𝑌

is a finite energy map satisfying

p𝑑𝑢 ´ 𝑋𝐻𝑧,𝜔
𝛽q

p0,1q
“ 0

and

lim
𝑠Ñ8

𝑣p𝜖0p𝑠, 𝑡qq P 𝑆0

lim
𝑠Ñ´8

𝑣p𝜖𝑖p𝑠, \𝑖q P 𝑆𝑖

lim
𝑠Ñ´8

𝑣p𝜖 𝑗p𝑠, 𝑡q P 𝑆 𝑗
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We denote by M𝑘p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q, the space of unaugmented upper levels in the symplectization

consisting of tuples p𝑣, Γq satisfying the above conditions. We similarly define M𝑘
Θ

p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q

and M𝑘
\𝑖

p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q.

The coproduct with N cascades is defined as the following fiber products:

Definition 60. Let 𝑞𝑖, 𝑖 “ 0, 1, 2 be generators of the Morse-Bott split chain complex of 𝐻𝜏. For

𝑗 P t0, . . . , 𝑁 ` 1u we fix a choice of perturbation 𝑓
𝑗

𝑌
P C𝜖8p 𝑓𝑌 , 𝑓𝐷q. The moduli space of split

coproducts with N cascades

xM𝑎
Θ,𝑁p𝑞0; 𝑞1, 𝑞2q

consists of the fiber products:

1.

𝑊 𝑠
1p𝑞1qˆ

Δ

𝑊 𝑠
2p𝑞2q ˆ

Δ
M𝑎

𝜔,Θp𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q ˆ
Δ 𝑓

xM𝑎
𝑁´1p𝑆0, 𝑞0, 𝐻𝜏q

2.

xM𝑎
\1,𝑁1

p𝑞1, 𝑆1, 𝐻𝜏qˆ
Δ 𝑓

xM𝑎
\2,𝑁2

p𝑞2, 𝑆2, 𝐻𝜏q ˆ
Δ 𝑓

M𝑎
𝜔p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q ˆ

Δ 𝑓

xM𝑎
𝑁0

p𝑆0, 𝑞0, 𝐻𝜏q

with 𝑁0 ` 𝑁1 ` 𝑁2 “ 𝑁 ´ 1
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3.

𝑊 𝑠
𝑖 p𝑞𝑖qˆ

Δ

xM𝑎
\ 𝑗 ,𝑁 𝑗

p𝑞 𝑗 , 𝑆 𝑗 , 𝐻𝜏q ˆ
Δ 𝑓

M𝑎
𝜔,\𝑖

p𝑆𝑖, 𝑆 𝑗 , 𝑆0, 𝐻𝑧,𝜔q ˆ
Δ 𝑓

xM𝑎
𝑁0

p𝑆0, 𝑞0, 𝐻𝜏q

with 𝑁0 ` 𝑁 𝑗 “ 𝑁 ´ 1

Where the stable/unstable manifolds of 𝑞𝑖 are given with respect to the perturbations 𝑓 𝑖
𝑌

, and the

𝑗 𝑡ℎ fiber product is taken over the diagonal/flow diagonal of 𝑓 𝑗
𝑌

.

xM𝑎
Θ,𝑁

p𝑞0; 𝑞1, 𝑞2q admits an R𝑁´1 action by domain translations, if the BV levels are non con-

stant, and an R𝑁´2 or R𝑁´3 action if one or both of the BV cylinders are constant. We denote the

quotient by M𝑎
Θ,𝑁

p𝑞0; 𝑞1, 𝑞2q.

Transversality for the coproducts cascades is proved in §7. The compactness assumptions for

the Morse-Bott coproduct cascades, plus a slight modification of SFT compactness and gluing

arguments imply that the moduli spaces of split coproduct cascades admit a compactification by

broken Morse flow lines and Floer curves and SFT type buildings.

We define the split coproduct operator on the chain complex (5.1) as the Z{2 count of rigid

curves:

_ 𝑞0 “
ÿ

|𝑞0|“|𝑞1|`|𝑞2|´2𝑛`3
#

´

M𝑎
Θ,𝑁p𝑞0; 𝑞1, 𝑞2q

¯

𝑞1 b 𝑞2. (6.15)

An explicit description of the coproduct

We will now see that in the monotone case it is sufficient to consider moduli spaces of curves

projecting to simple curves. This is a slight generalization of [19, Prop 6.2].

Lemma 61. Assume that p𝑋,Ω𝑋q is spherically monotone with monotonicity constant 𝜏𝑋 and

assume that 𝐷 Ă 𝑋 is Poincaré dual to 𝐾Ω𝑋 with 𝜏𝑋 ą 𝐾 ą 0. Then any rigid coproduct cascade
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is of the following configuration:

𝑊 𝑠
1p𝑞1qˆ

Δ

𝑊 𝑠
2p𝑞2q ˆ

Δ
M𝑎

𝜔,Θp𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q ˆ
Δ
𝑊𝑢

2 p𝑞0q

Moreover a rigid curve has a checked orbit as input and hatted orbits as outputs.

Proof. Lemma 6.1 of [19] establishes that the Fredholm index of a plane in 𝑊 appearing as an

augmentation plane is non negative, and is at least 2 if multiply covered.

Consider a cascade with 𝑁 levels and 𝑘 augmentation planes appearing in the coproduct of

_p𝑞0q “ 𝑞1
Â

𝑞2. Let 𝐴1, . . . , 𝐴𝑁 P 𝐻2p𝐷q denote the homology classes of the projections to 𝐷,

let 𝐵1, . . . , 𝐵𝑘 P 𝐻2p𝑋q denote the homology classes corresponding to the augmentation planes.

Let 𝛾𝑖, 𝑖 “ 3, . . . , 𝑘 denote the limits at the augmentation punctures, and let 𝑘𝑖 denote their

multiplicities. Let 𝐴 “
ř𝑁
𝑖“1 𝐴𝑖. We have 𝑘0 ´

ř𝑘
𝑗“1 𝑘 𝑗 “ 𝐾Ω𝑋p𝐴q “ 𝐾

x𝑐1p𝑇𝐷q,𝐴y

𝜏𝑋´𝐾
. We also have

for 𝑗 ě 3, 𝑘 𝑗 “ 𝐵 𝑗 ‚ 𝐷 “ 𝐾Ω𝑋p𝐵 𝑗q. Notice then that |𝛾𝑖|0 “ 2x𝑐1p𝑇𝑋q, 𝐵 𝑗y ´ 2𝐵 𝑗 ‚ 𝐷 ´ 2.

We therefore have:

0 “ |𝑞1| ` |𝑞2| ´ |𝑞0| ´ 2𝑛 ` 3

“ 𝑖p𝑞0q ` 𝑀p𝑞0q ´
ÿ

𝑖p𝑞𝑖q ´
ÿ

𝑀p𝑞𝑖q ` 2
𝜏𝑋 ´ 𝐾

𝐾
p𝑘0 ´

𝑘
ÿ

𝑗“1
𝑘 𝑗q

` 2
𝜏𝑋 ´ 𝐾

𝐾

𝑘
ÿ

𝑗“3
𝑘 𝑗 ` 2

“ 𝑖p𝑞0q ` 𝑀p𝑝q ´
ÿ

𝑖p𝑞𝑖q ´
ÿ

𝑀p𝑞𝑖q ` 2x𝑐1p𝑇𝐷q, 𝐴y ` 2𝑘 `

𝑘
ÿ

𝑗“3
|𝛾 𝑗 |0 ` 2.

(6.16)

Recall that for each 𝑗 “ 3, . . . , 𝑘 , |𝛾 𝑗 |0 ě 0.

Consider the chain of pearls in 𝐷 obtained by projecting the upper level of this split Floer
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trajectory to 𝐷. If this is a coproduct chain of pearls, by Lemma 73 it has Fredholm index:

𝐼𝐷 B 𝑀p𝑞0q ` 2x𝑐1p𝑇𝐷q, 𝐴y ´
ÿ

𝑀p𝑞𝑖q ` 2𝑘 ` 𝑁 ´ 1.

If the chain of pearls is not simple, by monotonicity, we have that the index is at least as large as

the index of the underlying simple chain of pearls.

Let 𝑁0 be the number of sub-level Floer cylinders that project to constant curves in 𝐷, let

𝑁𝚷 denote the number of BV-cylinders projecting to constant curves, and let 𝑁1 be the number

of sub-level cylinders that project to non-constant curves in 𝐷. 𝑁 “ 𝑁0 ` 𝑁1 ` 𝑁𝚷 ` 1. Each

Floer cylinder that projects to a constant curve in 𝐷 must have at least one augmentation puncture.

Hence 𝑁0 ď 𝑘 .

By transversality for coproduct chains of pearls, we obtain the inequality

𝐼𝐷 ě 2𝑁1 ` 2𝑘 ` 𝑁𝚷

by considering the 2-dimensional automorphism group for the 𝑁1 non-constant spheres, the 2𝑘-

parameter family of moving augmentation marked points on the domains, and moving the constant

spheres along the flowlines of 𝐷. Note that at a constant sphere, the evaluation maps are submer-

sions, so we can assume that the gradient trajectories preceding and following a constant sphere

belong to the same function 𝑓𝑌 .

Combining with Equation (6.16), we obtain

0 “ 𝑖p𝑞0q ´
ÿ

𝑖p𝑞𝑖q ` p𝐼𝐷 ´ 𝑁 ` 1q `

𝑘
ÿ

𝑗“3
|𝛾 𝑗 |0 ` 2

ě p𝑖p𝑞0q ´
ÿ

𝑖p𝑞𝑖qq ` 2𝑁1 ` 2𝑘 ´ 𝑁 `

𝑘
ÿ

𝑗“1
|𝛾 𝑗 |0 ` 3

“ p𝑖p𝑞0q ´
ÿ

𝑖p𝑞𝑖q ` 2q ` 𝑁1 ` 𝑘 ` p𝑘 ´ 𝑁0q `

𝑘
ÿ

𝑗“1
|𝛾 𝑗 |0.
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Each term on the right-hand-side of the inequality is non-negative. In particular, we must have

𝑁1 “ 𝑘 “ 𝑁0 “ 0. The last claim follows from the fact that 0 ě p𝑖p𝑞0q ´
ř

𝑖p𝑞𝑖q ` 2q. □

Chain map:

The easiest way to show that the Morse-Bott coproduct descends to homology is to consider

the matrix of the differential. In the monotone case, and with respect to the splitting of the chain

complex as

𝑆𝐶˚
p𝑊, 𝐻8q “

˜

à

𝑘ą0

à

𝑝PCritp 𝑓𝐷q

Zx𝑝𝑘y

¸

‘

˜

à

𝑘ą0

à

𝑝PCritp 𝑓𝐷q

Zx𝑝𝑘y

¸

‘

˜

à

𝑥PCritp 𝑓𝑊q

Zx𝑥y

¸

(6.17)

the split Morse-Bott differential has a lower triangular form [13, Theorem 9.1]:

»

—

—

—

—

–

0 0 0

˚ 0 0

˚ 0 ˚

fi

ffi

ffi

ffi

ffi

fl

(6.18)

This means that the differential of hatted orbits vanishes, so by (61) so do the terms p1 ˆ Bq ˝_ and

pB ˆ 1q ˝ _. Moreover, the differential of a checked orbit is a hatted orbit or a constant orbit, on

both of which the coproduct vanishes.

Sketch of isomorphism with the Hamiltonian coproduct

A cobordism argument first relates the Morse-Bott and split Morse-Bott moduli spaces by

neck stretching. That is, we use a family of almost complex structures 𝐽𝑖 on 𝑊 such that p𝑊, 𝐽𝑖q

converges as 𝑖 Ñ 8 to a split manifold whose upper level is pRˆ𝑌, 𝐽𝑌 q and lower level is p𝑊, 𝐽𝑊q,

[19, Lemma 2.7].

Then a slight modification of SFT compactness implies that a sequence of 𝐽𝑖 Floer curves will

limit to an SFT type building with levels in Rˆ𝑌 and𝑊 . The maximum principle implies that the

top Floer curve in R ˆ 𝑌 is connected, [20, Step 1 in Proposition 5]. It follows that the only 𝐽𝑌 -
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holomorphic levels that arise have exactly 1 positive end and multiple negative ends; transversality

for all such levels is proved in [13, §5], and §7. A dimension argument now implies that there are

at most two levels.

To show that the Morse-Bott and Hamiltonian complexes are quasi isomorphic one constructs

continuation maps. Given an admissible Hamiltonian 𝐻𝜏 we consider a non degenerate Hamil-

tonian �̃�𝜏, which is a 𝐶2 Morse function in the interior of 𝑊 , and is a small time dependent

perturbation of 𝐻𝜏 in a neighborhood of the periodic orbits of 𝑋𝐻𝜏
.

To define the continuation cylinders, we consider a family of Hamiltonians parameterized by

the cylinder 𝑆1 ˆ R satisfying:

𝐻𝑠,𝑡 “

$

’

&

’

%

𝐻𝜏 for 𝑠 " 0

�̃�𝜏 for 𝑠 ! 0,

and subject to the condition that B𝑠p𝐻𝑠,𝑡q ď 0. In order to avoid difficulties with degenerate orbits

we also impose the following conditions. In the cylindrical end 𝐻𝑠,𝑡p𝑟, 𝑦q “ ℎ𝜏p𝑠, 𝑒
𝑟q for a function

ℎ𝜏p𝑠, 𝜌q satisfying

𝑒𝑟
B

B𝜌
pℎp𝑠, 𝑒𝑟q ´ ℎp𝑠, 𝑒𝑟q ě 0

B𝑠p𝑒
𝑟 B

B𝜌
pℎ𝜏p𝑠, 𝑒

𝑟
q ´ ℎ𝜏p𝑠, 𝑒

𝑟
qq ď 0.

We also choose a family of almost complex structures interpolating between admissible almost

complex structures used to define 𝐻𝐹˚p𝐻𝜏, 𝐽𝑊q and 𝐻𝐹˚p�̃�𝜏, 𝐽q.

Then by the maximum principle, [19, Lemma 5.4], the moduli space of 0 dimensional contin-

uation cascades is compact and give chain maps:

^ : 𝐻𝐹˚
p𝐻𝜏, 𝐽𝑊q Ñ 𝐻𝐹˚

p�̃�𝜏, 𝐽q.
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Lemma 62. There exists a commutative diagram:

𝐻𝐹˚p𝐻𝜏q 𝐻𝐹˚p𝐻𝜏q b 𝐻𝐹˚p𝐻𝜏q

𝐻𝐹˚p�̃�𝜏q 𝐻𝐹˚p�̃�𝜏q b 𝐻𝐹˚p�̃�𝜏q

_

^ ^

_

Proof. Note that the continuation maps consist of a disjoint union of isolated continuation cas-

cades. By concatenating and gluing, as in section §3.4, we obtain new glued operations ^#_ and

_#^. For a large gluing parameter ^#_ “ ^ ˝ _ and _#^ “ _ ˝ ^ on the chain level. The operations

_#^ and ^#_ agree at the positive and negative ends and we use a cobordism to interpolate between

the two and show that they are chain homotopic.

Note that we only consider moduli spaces with inputs and outputs in non constant orbits, so

the relevant interpolation between 𝐻𝜏 and �̃�𝜏 happen above the region where the degenerate orbits

are and hence they do not pose a problem (here we again assume the compactness of the moduli

spaces). □
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Chapter 7: Transversality

This section serves as a recap of the transversality methods in [19, §5]. We first recall from [19]

the necessary function spaces and Fredholm theory required to deal with Morse-Bott asymptotics

in §7.1. We then describe the decomposition of the linearized Floer operator in §7.2. In §7.3

we state and prove transversality for simple cascades. In §7.4 we define and state the analogous

transversality results for chains of pearls.

7.1 Fredholm theory

Let 𝑣 : 9𝑆 Ñ Rˆ 𝑌 be a finite energy solution of

p𝑑𝑢 ´ 𝑋𝐻Ψ
b 𝛽Φq

p0,1q
“ 0, (7.1)

where Ψ and Φ parameterize families of Hamiltonians and 1´forms, satisfying

𝑑p𝐻Ψ𝛽Φq ď 0.

This description includes the moduli spaces defining the differential, as well as moduli spaces

defining continuation maps, coproduct and BV cascades. The linearization of the Floer equation

(7.1) can be identified with an operator:

𝐷𝑣 : 𝑊 𝑘,1,𝛿
p 9𝑆, 𝑣˚𝑇pRˆ 𝑌qq Ñ 𝐿𝑝,𝛿pΛ0,1𝑇˚ 9𝑆 b 𝑣˚𝑇pRˆ 𝑌qq.

Here 𝑊 𝑘,𝑝,𝛿 denotes the space of sections that exponentially decay like 𝑒´𝛿|𝑠| near the punctures.

More precisely, let 𝐸 Ñ 9𝑆 be a hermitian vector bundle over a punctured Riemann surface, to-

gether with fixed trivializations at the punctures. Let 𝛿 ą 0. Then 𝑊 𝑘,𝑝,𝛿p 9𝑆, 𝐸q denotes the space

83



of sections [ of 𝐸 whose representatives 𝑓 : 𝑍˘ Ñ C𝑛 in the cylindrical ends with the given

trivializations satisfy:

||𝑒˘𝛿𝑠 𝑓 ||𝑊 𝑘,𝑝p𝑍˘q ă 8.

Over each puncture 𝑧 we obtain an asymptotic linear operator which in the cylindrical coordinates

is given by:

A𝑧 “ ´𝐽𝑧p𝑡q
𝑑

𝑑𝑡
´ 𝐴𝑧p𝑡q (7.2)

where 𝐴𝑧p𝑡q is a loop of self adjoint matrices. Since the orbits we consider are Morse-Bott degener-

ate, the asymptotic operators are degenerate. By [19, Lemma 5.16] the Cauchy Riemann operator

𝐷𝑣 with asymptotic operators A𝑧 is conjugate to a Cauchy Riemann operator

𝐷𝛿
𝑣 : 𝑊 𝑘,1

p 9𝑆, 𝑣˚𝑇pRˆ 𝑌q Ñ 𝐿𝑝pΛ0,1𝑇˚ 9𝑆 b 𝑣˚𝑇pRˆ 𝑌qq

with perturbed asymptotic operators A𝑧 ` 𝛿𝑧 and is hence Fredholm. Its index is:

𝑖𝑛𝑑p𝐷𝑣q “ 𝑛𝜒p 9𝑆q ` 2𝑐1p𝑣˚𝑇pRˆ 𝑌q `
ÿ

Γ`

p𝐶𝑍pA𝑧 ` 𝛿qq ´
ÿ

Γ´

p𝐶𝑍pA𝑧 ` 𝛿q (7.3)

where 𝑐1 is computed with respect to the chosen trivialization, and Γ˘ denotes the set of posi-

tive/negative punctures.

In order to consider the entire family of solutions with asymptotic limits moving in Morse-Bott

families, we consider the following enlargement. To each puncture we associate a subspace of

the kernel of the corresponding asymptotic operator, which we denote by 𝑉𝑧 and write V for this

collection. Then, for each puncture 𝑧 we associate a smooth bump function `𝑧 supported near and

identically 1 even nearer to its puncture. We then define

𝑊
1,𝑝,𝛿
V p 9𝑆, 𝐸q “t𝑢 P 𝑊

1,𝑝
loc p𝐸q | D 𝑐𝑧 P 𝑉𝑧

such that 𝑢 ´
ÿ

𝑐𝑧`𝑧 P 𝑊1,𝑝,𝛿
p𝐸qu.

(7.4)

Since the vector spaces 𝑉𝑧 are in the kernel of 𝐷𝑣, the operator extends to an operator:
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𝐷𝑣 : 𝑊 𝑘,1,𝛿
V p 9𝑆, 𝑣˚𝑇pRˆ 𝑌q Ñ 𝐿

𝑝,𝛿

V pΛ0,1𝑇˚ 9𝑆 b 𝑣˚𝑇pRˆ 𝑌qq

which is Fredholm with index [13, Theorem 5.18]:

𝑖𝑛𝑑p𝐷𝑣q “ 𝑛𝜒p 9𝑆q ` 2𝑐1p𝑣˚𝑇pRˆ 𝑌q `
ÿ

Γ`

p𝐶𝑍p𝐴𝑧 ` 𝛿q ` 𝑑𝑖𝑚p𝑉𝑧qq

´
ÿ

Γ´

p𝐶𝑍p𝐴𝑧 ` 𝛿q ` 𝑐𝑜𝑑𝑖𝑚p𝑉𝑧qq

(7.5)

7.2 A decomposition of the linear operator

By our choice of complex structures, for each 𝑝 P 𝑌 , the projection 𝜋𝐷 gives a complex bundle

isomorphism pb𝑝, 𝑑𝛼q – p𝑇𝜋𝐷p𝑝q𝐷, 𝐾Ω𝐷q. Let 𝑤 “ 𝜋𝐷p𝑣q.

Let �̃� “ p𝑏, 𝑣q : ΣzΓ Ñ R ˆ 𝑌 , and let Z “ pZ𝑎, Z𝑏q under the isomorphism �̃�˚𝑇pR ˆ 𝑌q –

pR‘ R𝑅q ‘ 𝑤˚𝑇Σ. We consider the decomposition:

𝐷 �̃�pZ𝑎, Z𝑏q “

¨

˚

˝

𝐷𝑎𝑎 𝐷𝑎𝑏

𝐷𝑏𝑎 𝐷𝑏𝑏

˛

‹

‚

¨

˚

˝

Z𝑎

Z𝑏

˛

‹

‚
.

The following lemma is a slight generalization of [19, Lemma 5.22] by considering the more

general Floer equation (7.1):

Lemma 63. The isomorphism 𝑣˚𝑇pRˆ 𝑌q – pR‘ R𝑅q ‘ 𝑤˚𝑇𝐷 induces a decomposition:

𝐷 �̃� “

¨

˚

˝

𝐷𝐿
𝑣 𝑀

0 9𝐷𝑤

˛

‹

‚

where 𝐷𝐿
𝑣 : 𝑊1,𝑝,𝛿

V0
p 9𝑆,R‘ R𝑅q Ñ 𝐿𝑝,𝛿pΛ0,1𝑇˚ 9𝑆 b R‘ R𝑅q, and 𝑀 is a multiplication operator.

Proof. The nonlinear Floer operator takes the form of the left-hand side of the equation:

𝑑�̃� ` 𝐽𝑧,𝜔p�̃�q𝑑�̃� ˝ 𝑗 ´ 𝐽𝑧,𝜔𝑋𝑧,𝜔 b 𝛽 ˝ 𝑗 ´ 𝑋𝑧,𝜔 b 𝛽 “ 0. (7.6)
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If we apply 𝑑𝑟 to the previous equation, and use the fact that 𝑑𝑟 ˝ 𝐽𝑧 “ ´ 𝑓 p𝑟, 𝑦q𝛼, we get:

𝑑𝑏 ´ 𝑓 p𝑏, 𝑣q𝑣˚𝛼 ˝ 𝑗 ` ℎ1
𝑧,𝜔pe𝑏q𝛽 ˝ 𝑗 “ 0.

Denote by 𝜋b : 𝑇𝑌 Ñ b the projection along the Reeb vector field, we get

𝜋b𝑑�̃� ` 𝐽𝑧,𝜔p�̃�q𝜋b𝑑�̃� ˝ 𝑗 “ 0. (7.7)

Let 𝑔 be the metric on R ˆ 𝑌 given by 𝑔 “ 𝑑𝑟2 ` 𝛼2 ` 𝑑𝛼p¨, 𝐽𝑧,𝜔¨q. Let p∇ be the Levi-Civita

connection for 𝑔. Let ∇ be the Levi-Civita connection on 𝑇Σ for the metric 𝜔Σp¨, 𝐽Σ𝑧,𝜔¨q.

In local coordinates 𝑠 ` 𝑖𝑡 near a point 𝑧 in Σ :

0 “B𝑠 �̃�𝑑𝑠 ` B𝑡 �̃�𝑑𝑡 ` 𝐽𝑧,𝜔p´B𝑠 �̃�𝑑𝑡 ` B𝑡 �̃�𝑑𝑠q ´ 𝐽𝑧,𝜔𝑋𝑧,𝜔 b p´𝛽𝑠𝑑𝑡 ` 𝛽𝑡𝑑𝑠q

´ 𝑋𝑧,𝜔 b p𝛽𝑠𝑑𝑠 ` 𝛽𝑡𝑑𝑡q.

Then, it follows that the linearization 𝐷 �̃� applied to a section Z of �̃�˚𝑇pRˆ 𝑌q satisfies

𝐷 �̃�Z pB𝑠q “r∇𝑠Z ` 𝐽𝑧,𝜔p�̃�qr∇𝑡Z `
`

r∇Z 𝐽𝑧,𝜔p�̃�q
˘

B𝑡 �̃�

´r∇Zp𝑋𝐻𝑧,𝜔
𝛽𝑠qp�̃�q ´ r∇Zp𝐽𝑧,𝜔p�̃�q𝑋𝐻𝑧,𝜔

𝛽𝑡qp�̃�q

Notice that r∇B𝑟 “ 0 since 𝑔 is a product metric. Observe also that for any vector field 𝑉 in 𝑇Σ,

there is a unique horizontal lift �̃� to 𝑌 with the property 𝛼p�̃�q “ 0. For any two vector fields 𝑉 and

𝑊 in 𝑇Σ, since 𝑑𝛼p�̃� , �̃�q “ 𝐾𝜔Σp𝑉,𝑊q, we have the following

r�̃� , �̃�s “ Čr𝑉,𝑊s ´ 𝐾𝜔Σp𝑉,𝑊q𝑅.
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From this, it follows that the Levi-Civita connection r∇ satisfies the following identities:

r∇�̃��̃� “ Ć∇𝑉𝑊 ´
𝐾

2
𝜔Σp𝑉,𝑊q𝑅

r∇𝑅𝑅 “ 0

r∇𝑅�̃� “ ´
1
2
𝐽𝑧,𝜔�̃� .

We also have:

r∇𝑠𝑅 “ r∇𝜋b 𝑣𝑠𝑅 “ ´
1
2
𝐽𝑧,𝜔𝜋b𝑣𝑠

r∇𝑠Z “ Ć∇𝑤𝑠
[ ´

𝐾

2
𝜔Σp𝑤𝑠, [q𝑅 ´

1
2
𝛼p𝑣𝑠q𝐽𝑧,𝜔Z,

and similarly for r∇𝑡 . We then obtain the following covariant derivatives of 𝐽𝑧,𝜔 where �̃� is a section

of �̃�˚b:

pr∇Z 𝐽𝑧,𝜔qB𝑟 “ r∇Z 𝑓 p𝑟, 𝑦q𝑅 ´ 𝐽𝑧,𝜔r∇ZB𝑟 “ ´
1
2
𝑓 p𝑟, 𝑦q𝐽𝑧,𝜔Z

pr∇Z 𝐽𝑧,𝜔q𝑅 “ ´r∇Zp𝐽𝑧,𝜔B𝑟q ´ 𝐽𝑧,𝜔r∇Z𝑅 “ ´
1
2
Z

pr∇Z 𝐽𝑧,𝜔q�̃� “ r∇Zp𝐽𝑧,𝜔�̃�q ´ 𝐽𝑧,𝜔r∇Z�̃�

“ Č∇[𝐽𝑧,𝜔𝑊 ´
𝐾

2
𝜔Σp[, 𝐽𝑧,𝜔q𝑅 ´ 𝐽𝑧,𝜔

ˆ

Ć∇[𝑊 ´
𝐾

2
𝜔Σp[,𝑊q𝑅

˙

“ Čp∇[𝐽Σq𝑊 ´
𝐾

2
𝜔Σp[, 𝐽𝑧,𝜔𝑊q𝑅 ´

𝐾

2 𝑓 p𝑟, 𝑦q
𝜔Σp[,𝑊qB𝑟 .

We first consider the case when Z is a section of �̃�˚b, and is thus the lift Z “ [̃ of a section [ of
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𝑤˚𝑇Σ. We compute:

𝐷 �̃�Z pB𝑠q “r∇𝑠Z ` 𝐽𝑧,𝜔p�̃�qr∇𝑡Z `
`

r∇Z 𝐽𝑧,𝜔p�̃�q
˘

B𝑡 �̃�

´r∇Zp𝑋𝐻𝑧,𝜔
𝛽𝑠qp�̃�q ´ r∇Zp𝐽𝑧,𝜔p�̃�q𝑋𝐻𝑧,𝜔

𝛽𝑡qp�̃�q

“Ć∇𝑤𝑠
[ ´

𝐾

2
𝜔Σp𝑤𝑠, [q𝑅 ´

1
2
𝛼p𝑣𝑠q𝐽𝑧,𝜔Z

` 𝐽𝑧,𝜔pĆ∇𝑤𝑡
[ ´

𝐾

2
𝜔Σp𝑤𝑡 , [q𝑅 ´

1
2
𝛼p𝑣𝑡q𝐽𝑧,𝜔Zq

´
1
2
𝑓 p𝑟, 𝑦q𝑏𝑡𝐽𝑧,𝜔Z ´

1
2
𝛼p𝑣𝑡qZ

` Čp∇[𝐽Σq𝑤𝑡 ´
𝐾

2
𝜔Σp[, 𝐽Σ𝑤𝑡q𝑅 ´

𝐾

2 𝑓 p𝑟, 𝑦q
𝜔Σp[, 𝑤𝑡qB𝑟

`
1
2
𝛽𝑠ℎ

1
𝑠`𝑖𝑡,𝜔p𝑒𝑟q𝐽𝑧,𝜔Z

“
Ă9
𝐷Σ
𝑤[ ´ 𝐽𝑧,𝜔𝐾𝜔Σp𝑤𝑡 , [q𝑅 ´ 𝐾𝜔Σp𝑤𝑠, [q𝑅.

From this it follows that

𝐷𝑏𝑏ZpB𝑠q “ 9𝐷Σ
𝑤,

and

𝐷𝑎𝑏ZpB𝑠q “ ´𝐽𝑧,𝜔𝐾𝜔Σp𝑤𝑡 , 𝜋ΣZq𝑅 ´ 𝐾𝜔Σp𝑤𝑠, 𝜋ΣZq.

Note that 𝐷𝑎𝑏 is surjective except at critical points of the 𝐽 map 𝑤, of which there are finitely many

if 𝑤 is non-constant.

We now consider 𝐷 �̃�Z pB𝑠q, where Z “ Z1B𝑟 ` Z2𝑅. Note that:

pr∇𝑅𝐽𝑧,𝜔qB𝑟 “ pr∇𝑅 𝑓 p𝑟, 𝑦qq𝑅

pr∇𝑅𝐽𝑧,𝜔q𝑅 “ ´r∇𝑅p 𝑓 p𝑟, 𝑦q
´1

qB𝑟

pr∇𝑅𝐽𝑧,𝜔q�̃� “ r∇𝑅p𝐽𝑧,𝜔�̃�q ´ 𝐽𝑧,𝜔r∇𝑅�̃�

“
1
2
�̃� ´

1
2
�̃� “ 0.
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and similarly:

pr∇B𝑟 𝐽𝑧,𝜔qB𝑟 “ pr∇B𝑟 𝑓 p𝑟, 𝑦qq𝑅

pr∇B𝑟 𝐽𝑧,𝜔q𝑅 “ ´r∇B𝑟 p 𝑓 p𝑟, 𝑦q
´1

qB𝑟

pr∇B𝑟 𝐽𝑧,𝜔q�̃� “ 0.

By the Leibniz rule it now follows that 𝐷𝑏𝑎 “ 0, and 𝐷𝑎𝑎 is given by:

𝐷 �̃�Z pB𝑠q “Z𝑠 ` 𝐽𝑧,𝜔p�̃�qZ𝑡 `
`

r∇Z 𝐽𝑧,𝜔p�̃�q
˘

p𝛼pB𝑡𝑣q𝑅 ` 𝑏𝑡B𝑟q

´r∇Zp𝑋𝐻𝑧,𝜔
𝛽𝑠qp�̃�q ´ r∇Zp𝐽𝑧,𝜔p�̃�q𝑋𝐻𝑧,𝜔

𝛽𝑡qp�̃�q

□

7.3 Transversality for simple cascades

In this section we discuss transversality for simple cascades. As in the theory of 𝐽 holomorphic

curves, simple here essentially means that the curves are not multiply covered. Under monotonicity

conditions on 𝑋 and 𝐷, these moduli spaces will be sufficient for defining the various operations.

As usual, 𝜔 “ p𝜔1, 𝜔2q, \ P 𝑆1, and Θ “ p\1, \2q P 𝑆1 ˆ 𝑆1. We start with the definition of simple

BV cascades:

Definition 64. Recall the moduli space of BV cylinders with 𝑁 cascades xM𝑎
\,𝑁

p𝑞´, 𝑞`, 𝐻𝜏q, Defi-

nition 55. Then the moduli space of simple BV cylinders with N cascades

xM˚,𝑎

\,𝑁
p𝑞´, 𝑞`, 𝐻𝜏q

consists of elements in xM𝑎
\,𝑁

p𝑞´, 𝑞`, 𝐻𝜏q for which the projection of each cylinder to 𝐷 is either

somewhere injective or a constant curve in 𝐷. If the projection of 𝑣 to 𝐷 is constant, and 𝑣 is not

a BV level then it has at least one augmentation puncture.

We now define simple coproduct cascades:
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Definition 65. Let M𝑎
Θ,𝑁

p𝑞0; 𝑞1, 𝑞2, 𝐻𝑧,𝜔, 𝐽𝑧,𝜔q be the moduli space of augmented coproduct curves

with N cascades, see definition 60. The moduli space of simple coproduct curves with 𝑁 cascades

M˚,𝑎

Θ,𝑁
p𝑞0; 𝑞1, 𝑞2, 𝐻𝑧,𝜔, 𝐽𝑧,𝜔q

consists of elements in M𝑎
Θ,𝑁

p𝑞0; 𝑞1, 𝑞2, 𝐻𝑧,𝜔, 𝐽𝑧,𝜔q for which the projection of each non coproduct

level to 𝐷 is either somewhere injective or a constant curve. If the projection of 𝑣 is constant, and

𝑣 is not a coproduct or 𝐵𝑉 level it must have at least one augmentation puncture.

Lastly, we define simple continuation cascades:

Definition 66. Let pK𝑎
𝑁

p𝑞`, 𝑞´, 𝐻1, 𝐻0q denote the moduli space of continuation cylinders with N

cascades, see Definition 50. The moduli space of simple continuation cylinders with 𝑁 cascades

pK˚,𝑎

𝑁
p𝑞`, 𝑞´, 𝐻1, 𝐻0q

consists of elements in pK𝑎
𝑁

p𝑞`, 𝑞´, 𝐻1, 𝐻0q for which the projection of each cylinder to 𝐷 is either

somewhere injective or a constant curve in 𝐷. If the projection to 𝐷 is constant, and 𝑣 is not a

continuation level then it has at least one augmentation puncture.

Recall that the moduli spaces M˚,𝑎

Θ,𝑁
p𝑞0; 𝑞1, 𝑞2, 𝐻𝑧,𝜔, 𝐽𝑧,𝜔q of coproduct cascades are defined

as fiber products over flow diagonals. For 𝑗 P t0, . . . , 𝑁 ` 1u we consider a choice of perturbation

𝑓
𝑗

𝑌
P C𝜖8p 𝑓𝑌 , 𝑓𝐷q.

Proposition 67. For a generic choice of almost complex structure 𝐽𝑊 xM˚,𝑎

\,𝑁
p𝑞´, 𝑞`, 𝐻𝜏q is a

smooth manifold of dimension |𝑞`|´|𝑞´|`𝑁 if 𝑞´ is a generator in Rˆ𝑌 and |𝑞`|´|𝑞´|`𝑁`1

if 𝑞´ is a generator in the interior of𝑊 .

For a generic choice of 𝐽𝑧,𝜔, a Morse function 𝑓𝑌 , and perturbation data 𝑓
𝑗

𝑌
P C8

𝜖 p 𝑓𝑌 , 𝑓𝐷q, the

moduli spaces M˚,𝑎

Θ,𝑁
p𝑞0; 𝑞1, 𝑞2, 𝐻𝑧,𝜔, 𝐽𝑧,𝜔q are manifolds of dimension |𝑞0| ´ |𝑞1| ´ |𝑞2| ` 2𝑛´ 3.

For a generic choice of data 𝐽𝑊 and 𝐻𝑠, the moduli space pK˚,𝑎

𝑁
p𝑞`, 𝑞´, 𝐻1, 𝐻0q, is a manifold

of dimension |𝑞`| ´ |𝑞´| ` 𝑁 ´ 1.
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Proof. Let 𝑣 be a solution of (7.1). The linearized operator

𝐷𝑣 : 𝑊 𝑘,1,𝛿
V pΣzΓ, 𝑣˚𝑇pRˆ 𝑌q Ñ 𝐿𝑝,𝛿pΛ0,1𝑇˚ΣzΓ b 𝑣˚𝑇pRˆ 𝑌qq

decomposes with respect to the splitting 𝑣˚𝑇pRˆ𝑌q – pR‘R𝑅q ‘𝑤˚𝑇𝐷, see Lemma 63. Recall

that V denotes the kernels of the asymptotic operators at each of the punctures. The diagonal

terms are perturbed Cauchy Riemann type operators, while the off diagonal term is a compact

perturbation. For non coproduct levels, the complex structure is cylindrical and surjectivity of the

upper diagonal term

𝐷𝐿
𝑣 : 𝑊 𝑘,1,𝛿

V pΣzΓ, 𝑣˚
pR

à

R𝑅qq Ñ 𝐿𝑝,𝛿pΛ0,1𝑇˚ΣzΓ b 𝑣˚
pR

à

R𝑅qq

follows from automatic transversality [13, §5.2]. For coproduct levels surjectivity is obtained for a

generic choice of almost complex structure satisfying 𝐽𝑧,𝜔B𝑟 “ 𝑓 p𝑟, 𝑦q𝑅 as in [3, §16].

The lower diagonal term in the decomposition above can be identified with 9𝐷𝑤, the linearized

Cauchy–Riemann operator associated to 𝜋𝐷p𝑣q:

9𝐷𝑤 : 𝑊1,𝑝,𝛿
VD

p𝑤˚𝑇𝐷q Ñ 𝐿𝑝,𝛿pHom0,1
p𝑇p 9𝑆q, 𝑤˚𝑇𝐷qq.

By the choice of almost complex structures and removal of singularities, 𝑤 extends to to a holo-

morphic sphere in 𝐷. Let

𝐷𝑤 : 𝑊1,𝑝
p𝑤˚𝑇𝐷q Ñ 𝐿𝑝pHom0,1

p𝑇CP1, 𝑤˚𝑇𝐷qq

be the linearized Cauchy–Riemann operator in 𝐷 at the holomorphic sphere 𝑤. The operator 𝐷𝑤

is Fredholm independently of the weight, but 9𝐷𝑤 is only Fredholm when the weight 𝛿 is not an

integer multiple of 2𝜋. For 𝛿 sufficiently small these operators have the same Fredholm index and

their kernels and cokernels are isomorphic by the map induced by restricting a section of 𝑤˚𝑇𝐷 to
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9𝑆. For a generic choice of data 𝐷𝑤 is surjective.

Since 𝐷 �̃� is upper triangular and both diagonal terms are surjective, this establishes transver-

sality for unaugmented curves in the symplectization. We need to establish transversality for

augmented curves, this will involve transversality statements for augmentation planes, as well

as transversality for unaugmented curves together with transversality for the evaluation maps at

augmentation punctures.

We start by discussing augmentation planes. Lemma 2.4 of [13] establishes a correspondence

between finite energy 𝐽𝑊 holomorphic planes in𝑊 and 𝐽𝑋 holomorphic spheres in 𝑋 with a single

intersection with 𝐷. The order of contact gives the multiplicity of the Reeb orbit to which the plane

converges. We recall the definition of augmentation spheres in 𝑋:

Definition 68. Let xM˚
𝑋

pp𝐵1, . . . , 𝐵𝑘q; 𝐽𝑋q denote the moduli space of 𝑘 𝐽𝑋 holomorphic spheres

in 𝑋 , where each sphere is somewhere injective, no image of a sphere is contained in the image of

another sphere, the image of each sphere is not contained in the tubular neighbourhood 𝜑pUq of

𝐷, and such that each sphere intersects 𝐷 only at 8 P CP1 with order of contact 𝐵𝑖 ‚ 𝐷.

xM˚
𝑋

pp𝐵1, . . . , 𝐵𝑘q; 𝐽𝑋q admits an action by 𝐴𝑢𝑡pCP1,8q𝑘 and the quotient is denoted by

M˚
𝑋

pp𝐵1, . . . , 𝐵𝑘q; 𝐽𝑋q.

The constraints on the spheres arising as augmentation planes are justified in [13, Remark 6.7].

We now recall the definition of the evaluation maps. Recall the spaces of 𝑘 punctured unaug-

mented curves in the symplectization, M𝑘
Θ

p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔, 𝐽𝑧,𝜔q for example. In a neighborhood

of an augmentation puncture 𝑧𝑖, with negative cylindrical coordinates p𝑠, 𝑡q P r´8, 0s ˆ 𝑆1, a solu-

tion 𝑣p𝑠, 𝑡q P M𝑘
Θ

p𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔q is asymptotic to a Reeb orbit in R ˆ 𝑌 . Recall that Reeb orbits

project to a point in the divisor 𝐷. We denote the limit

lim
𝑠Ñ´8

𝜋𝐷p𝑣p𝑠, 𝑡qq

at the 𝑖1𝑡ℎ negative puncture by 𝜋𝐷p𝑣p𝑧𝑖qq. This limit exists by Gromov’s removal of singularities.
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There are natural evaluation maps at augmentation punctures:

𝑒𝑣 : M𝑘
Θp𝑆1, 𝑆2, 𝑆0, 𝐻𝑧,𝜔, 𝐽𝑧,𝜔q Ñ 𝐷𝑘

p𝑣, 𝑧1, . . . , 𝑧𝑘q ÞÑ p𝜋p𝑣p𝑧1qq . . . 𝜋p𝑣p𝑧𝑘qqq,

𝑒𝑣 : M˚
𝑋pp𝐵1, 𝐵2, . . . , 𝐵𝑘q; 𝐽𝐷q Ñ 𝐷𝑘

p𝑣1, . . . , 𝑣𝑘q ÞÑ p𝑣1p8q, 𝑣2p8q, . . . , 𝑣𝑘p8qq.

Then transversality for moduli spaces of augmented curves is now reduced to the transversality of

M˚
𝑋

pp𝐵1, 𝐵2, . . . , 𝐵𝑘q; 𝐽𝑋q and the evaluation maps above. This is proved in [13, Propsition 5.35 ]

for a generic choice of data.

To conclude transversality for cascades it remains to consider transversality of evaluation maps

to the the products of stable/unstable manifolds and flow diagonals in 𝑌 .

Recall that The contact distribution b defines a connection on the 𝑆1 bundle 𝑆1 Ñ 𝑌 Ñ 𝐷,

and that for each 𝑗 P t0, . . . , 𝑁 ` 1u we consider a perturbation 𝑓
𝑗

𝑌
P C𝜖8p 𝑓𝑌 , 𝑓𝐷q. These are

perturbations of the Morse function 𝑓𝑌 , which change its gradient vector field in the horizontal

direction. Sard-Smale’s theorem allows us to achieve transversality in the horizontal direction for

a generic choice of perturbation data.

We now consider transversality in the vertical direction. Note that the evaluation maps are

transverse to the flow diagonal at every level [13, Lemma 5.4]. For Floer levels it follows from

the Reeb-invariance of the solutions and the requirement that the cylinders are not trivial, that the

evaluation maps are submersions and hence transverse to all stable and unstable manifolds. This

is discussed in detail in [19, Prop. 5.41].

By varying the asymptotic marker at the negative puncture, we obtain that the BV moduli

spaces are 𝑆1 bundles. This, coupled with the Reeb invariance of the solutions implies that the

BV moduli spaces are in fact 𝑆1 ˆ 𝑆1 bundles and hence the evaluation maps are submersions and

transverse to all stable and unstable manifolds. This proves the first statement of the proposition.

We now consider coproduct levels. Since we vary the asymptotic marker at both negative ends,
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the evaluation maps are transverse to all stable manifolds. It remains to ensure transversality of the

evaluation maps at the positive end. This there are countably many such moduli spaces, this will

hold by Sard-Smale for a generic choice of Morse function 𝑓𝑌 P Xp 𝑓𝐷q. This proves the second

statement of the proposition.

We now consider continuation levels. The only new case we need to consider is transversality

in the vertical direction for constant continuation curves, when the continuation map is the identity.

In this case, the evaluation maps are with respect to the stable and unstable manifolds of the same

critical point, which intersect at the critical point, and the last statement of the proposition follows.

□

7.4 Augmented spheres and chains of pearls

In order to limit the configurations arising when p𝑋, 𝐷q is a monotone pair, it will be useful to

consider moduli spaces of chain of pearls in the divisor. By our choice of almost complex structures

and removal of singularities, curves in the symplectization project to 𝐽𝐷 holomorphic curves in the

divisor, and augmentation planes in𝑊 correspond to planes in 𝑋 with contact constraints in 𝐷.

By the choice of Morse functions on 𝑌 , a gradient like trajectory of 𝑓𝑌 projects to a gradient

like trajectory of 𝑓𝐷 . Consequently, an augmented cascade projects to a cascade in 𝐷 with aug-

mentation planes in 𝑋 intersecting 𝐷. Such cascades are commonly denoted chain of pearls and in

the following we define the unaugmented version.

As usual, 𝜔 “ p𝜔1, 𝜔2q, satisfy 𝜔1 ` 𝜔2 “ 1, 𝜔𝑖 P p0, 1q.

Definition 69. Let 𝐴 P 𝐻2p𝐷,Zq. Then M˚
2,𝑘,𝐷p𝐴; 𝐽𝐷q is the moduli space of simple 𝐽𝐷 holomor-

phic spheres in 𝐷 with 2 distinguished marked points at 0 and 8 plus a possibly empty collection

of k marked points t𝑧0, . . . , 𝑧𝑘u. Simple here means that each sphere is either somewhere injective

or constant.

Let 𝐽𝑧,𝜔 denote a family of almost complex structures parameterized by p𝑧, 𝜔q P 𝑆2 ˆ 𝐼. Then

M3,𝑘,𝐷p𝐴; 𝐽𝑧,𝜔q is the moduli space of 𝐽𝑧,𝜔 holomorphic spheres in 𝐷 with 3 distinguished marked

points at 0, 1 and 8 plus a possibly empty collection of k marked points t𝑧0, . . . , 𝑧𝑘u.
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There are natural evaluation maps:

ev: M˚
2,𝑘,𝐷p𝐴; 𝐽𝐷q Ñ 𝐷 ˆ 𝐷

𝑣 ÞÑ p𝑣p0q, 𝑣p8qq.

and

ev: M3,𝑘,𝐷p𝐴; 𝐽𝑧q Ñ 𝐷 ˆ 𝐷 ˆ 𝐷

𝑣 ÞÑ p𝑣p0q, 𝑣p8q, 𝑣p1qq.

We now describe the chain of pearls appearing in the definition of the projection of 𝚷 cascades.

Note that these will be essentially the same configurations which arise for the differential.

Recall the space of perturbations C8
𝜖 p 𝑓𝐷q consisting of functions 𝑓 : 𝐷 Ñ R satisfying || 𝑓 ||𝜖 ă

8 and 𝑓 p𝑥q “ 0 in a neighborhood of the critical points of 𝑓𝐷 . Recall also that ˆ
Δ

denotes the fiber

product over the diagonal of 𝑓 while ˆ
Δ 𝑓

denotes the fiber product over the flow diagonal.

Definition 70. Let 𝑞´ and 𝑞` be critical points of 𝑓𝐷 . For 𝑗 P t1, . . . , 𝑁u we fix a choice of

perturbation 𝑓 𝑗 P C𝜖8p 𝑓𝐷q. The moduli space of simple chain of pearls with N cascades

M˚
𝑘,𝐷pp𝐴1, . . . , 𝐴𝑁q; 𝑞´, 𝑞`𝑝; 𝐽𝐷q

is the fiber product

𝑊 𝑠
p𝑞´q ˆ

Δ
M˚

2,𝑘𝑁 ,𝐷p𝐴𝑁 ; 𝐽𝐷q ˆ
Δ 𝑓

... ˆ
Δ 𝑓

M˚
2,𝑘1,𝐷

p𝐴1; 𝐽𝐷q ˆ
Δ
𝑊𝑢

p𝑞`q.

Here the 𝑗 1𝑡ℎ fiber product is taken over the evaluation maps to the flow diagonal or stable/unstable

manifold of 𝑓 𝑗 .

We will also consider simple chains of pearls missing their initial or final flowlines, for in-
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stance:

M˚
𝑘,𝐷pp𝐴1, . . . , 𝐴𝑁1q, 𝑞1; 𝐽𝐷q

which is defined as the fiber product:

𝑊 𝑠
p𝑞´q ˆ

Δ
M˚

2,𝑘𝑁 ,𝐷p𝐴𝑁 ; 𝐽𝐷q ˆ
Δ 𝑓

... ˆ
Δ 𝑓

M˚
2,𝑘1,𝐷

p𝐴1; 𝐽𝐷q.

Lemma 71. [13, Prop 5.26] For a generic choice of almost complex structure 𝐽𝐷 the moduli space

M˚
𝑘,𝐷

pp𝐴1, . . . , 𝐴𝑁q; 𝑞´, 𝑞`; 𝐽𝐷q is smooth of dimension

𝑀p𝑞´q `
ÿ

𝑖P𝑁

2x𝑐1p𝑇𝐷q, 𝐴𝑖y ´ 𝑀p𝑞`q ` 2𝑘 ` 𝑁 ´ 1.

We now describe the moduli space of coproduct chain of pearls:

Definition 72. Let 𝑞𝑖, 𝑖 “ 0, 1, 2 be critical points of 𝑓𝐷 . For 𝑗 P t0, . . . , 𝑁 ` 1u we fix a choice

of perturbation 𝑓
𝑗

𝐷
P C𝜖8p 𝑓𝐷q. The moduli space of simple coproduct chain of pearls with 𝑁

cascades

M˚
𝑁,𝑘,𝐷p𝐶, p𝐴1, . . . , 𝐴𝑁q, 𝑞0; 𝑞1, 𝑞2; 𝐽𝐷q

consists of elements in the fiber product:

M˚
𝑘1,𝐷

pp𝐴1, . . . , 𝐴𝑁1q, 𝑞1; 𝐽𝐷qˆ
Δ 𝑓

M˚
𝑘2,𝐷

pp𝐴1, . . . , 𝐴𝑁2q, 𝑞2; 𝐽𝐷q ˆ
Δ 𝑓

M3,𝑘3,𝐷p𝐶; 𝐽𝐷q ˆ
Δ 𝑓

M˚
𝑘0,𝐷

pp𝐴1, . . . , 𝐴𝑁0q, 𝑞0; 𝐽𝐷q

with 𝑘1 ` 𝑘2 ` 𝑘3 ` 𝑘0 “ 𝑘 .

The following lemma follows from the discussion in §7.3:

Lemma 73. For a generic choice of 𝐽𝐷 , and collection of Morse functions 𝑓 𝑗
𝐷

, the moduli space
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M˚
𝑁,𝑘,𝐷

p𝐶, p𝐴1, . . . , 𝐴𝑁q, 𝑞0; 𝑞1, 𝑞2; 𝐽𝐷q is a manifold of dimension

𝑀p𝑞0q `
ÿ

𝑗P𝑁

2x𝑐1p𝑇𝐷q, 𝐴 𝑗y ´
ÿ

𝑀p𝑞𝑖q ` 2x𝑐1p𝑇𝐷q, 𝐶y ` 2𝑘 ` 𝑁 ´ 1.
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Chapter 8: Computation

In this section we illustrate that the coproduct structure is not trivial by computing it for a

cohomology class in 𝑆𝐻˚p𝑇˚𝑆3q. We work with homogeneous coordinates p𝑧0 : 𝑧1 : 𝑧2 : 𝑧3 : 𝑧4q

in CP4. Let 𝑋 be the complex projective quadric
ř4
𝑖“1 𝑧

2
𝑖

“ 𝑧2
0 equipped with the restriction of

the Fubini- Study symplectic form 𝜔𝐹𝑆. The divisor 𝐷 Ă 𝑋 is given by
ř4
𝑖“1 𝑧

2
𝑖

“ 0 and can be

identified with CP1 ˆ CP1. Then the completion of 𝑋z𝐷 is symplectomorphic to 𝑇˚𝑆3 [21, §4].

Recall the constant 𝐾 such that r𝐷s P 𝐻2𝑛´2p𝑋;Qq is Poincaré dual to r𝐾Ω𝑋s P 𝐻2p𝑋;Qq for

some 𝐾 ą 0. In this example, r𝐷s is Poincaré dual to 𝜔𝐹𝑆, so 𝐾 “ 1. Moreover, 𝑋 is monotone

with monotonicity constant 𝜏𝑋 “ 3; this means that Ω𝑋p𝐴q “ 3x𝑐1p𝑇𝑋q, 𝐴y.

We first recap the computation of 𝑆𝐻˚p𝑇˚𝑆3q from [17]. Recall that the generators of the

Morse-Bott chain complex associated to 𝐻8 are given by:

𝑆𝐶˚
p𝑊, 𝐻8

q “

˜

à

𝑘ą0

à

𝑝PCritp 𝑓𝐷q

Zx𝑞𝑘 , 𝑞𝑘y

¸

‘

˜

à

𝑥PCritp 𝑓𝑊q

Zx𝑥y

¸

. (8.1)

The divisor CP1 ˆ CP1 admits a perfect Morse function 𝑓CP1ˆCP1 with 4 critical points

𝑞0, 𝑞
1
2, 𝑞

2
2, 𝑞4. Here the subscript denotes the Morse index. In this case 𝑌 is the unit cotangent

bundle 𝑈𝑇˚𝑆3, and we choose a Morse function 𝑓𝑈𝑇˚𝑆3 with two critical points on 𝑞𝑖, 𝑞𝑖 for each

critical point of 𝑓CP1ˆCP1 . We also choose a Morse function with critical points 𝑒, 𝑐 in the interior

of 𝑇˚𝑆3. Consequently,

𝑆𝐶˚
p𝑇˚𝑆3, 𝐻8

q “ Zx𝑒, 𝑐y
à

𝑘ą0
x𝑞𝑖,𝑘 , 𝑞𝑖,𝑘 , 𝑞

1
2,𝑘 , 𝑞

1
2,𝑘 , 𝑞

2
2,𝑘 , 𝑞

2
2,𝑘y.

where 𝑖 P 0, 4 and the subscript 𝑘 reflects the fact that for each 𝑘 ą 0 we have a manifold of orbits

of multiplicity 𝑘 .
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In this example p𝜏𝑋 ´ 𝐾q{𝐾 “ 2, hence the grading is given as follows:

|𝑞𝑖,𝑘 | “ ´4𝑘 ` 5 ´ 𝑖 ´ 1

|𝑞𝑖,𝑘 | “ ´4𝑘 ` 5 ´ 𝑖

|𝑒| “ 0

|𝑐| “ 3

In our convention the differential decreases degree and the BV operator increases degree. In [17]

Lisi computes the differential for 𝑇˚𝑆3 as follows:

𝑑𝑞0,𝑘`1 “ 𝑞1
2,𝑘 ` 𝑞2

2,𝑘

𝑑𝑞1
2,𝑘`1 “ 𝑞4,𝑘 ` 𝑞0,𝑘`1

𝑑𝑞2
2,𝑘`1 “ 𝑞4,𝑘 ` 𝑞0,𝑘`1

𝑑𝑞4,𝑘 “ 𝑞1
2,𝑘 ` 𝑞2

2,𝑘

𝑑𝑞1
2,1 “ 𝑞0,1 ` 𝑒

𝑑𝑞2
2,1 “ 𝑞0,1 ` 𝑒

In this model we can thus specify generators for 𝑆𝐻˚p𝑇˚𝑆3,Z{2q as a graded Abelian group:

𝑆𝐻˚
p𝑇˚𝑆3,Z{2q “ Zx𝑐, 𝑞0,1, 𝑒, 𝑞

1
2,𝑙 ´ 𝑞2

2,𝑘 , 𝑞
1
2,𝑘 , 𝑞0,𝑘`1 ´ 𝑞4,𝑘 , 𝑞0,𝑘`1y

8.1 Strategy for computation

We will compute the coproduct in degree ´3. In this model the generators of the chain complex

in degree ´3 are given by: 𝑞0,2, 𝑞4,1. The coproduct increases degree by 2𝑛 ´ 3. In our example

𝑛 “ 3 and hence the coproduct of an element in degree ´3 will have total degree 0. We need to

consider the following possibilities:
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1. Curves where both outputs are in degree zero. The generators for the chain complex in

degree zero are given by 𝑒, 𝑞0,1. There are no rigid curves with outputs in constant curves,

see Remark 40, so this case is reduced to counting curves which are asymptotic to 𝑞0,1 at

both negative ends.

2. Curves with one output in degree ´3 and one in degree 3. The only generator in degree 3

is given by 𝑐 but again there are no curves with outputs in constant orbits so we don’t have

such contributions.

3. Curves with outputs in degrees ´1, 1. The chain complex in degree 1 is generated by 𝑞0,1

and in degree ´1 by 𝑞1
2,1 and 𝑞2

2,1. We ruled out curves with checked output orbits above,

see Lemma 61.

Hence the only potential outputs up to a sign are p𝑞0,1, 𝑞0,1q and since 𝑘0 ´ 𝑘1 ´ 𝑘2 ě 0 ([13,

Lemma 5.43], we only need to consider curves which are asymptotic to 𝑞0,2 at the positive end,

and to 𝑞0,1 at both negative ends. These curves project to a point in 𝐷 and to an orbit in 𝑌 hence

are contained in R ˆ 𝑆1 P 𝑌 ˆ R. We will exhibit the existence of a unique transverse curve as

follows:

• We will consider a modification of the coproduct operation, _1, by considering curves which

do not have the continuation-BV operation at the negative ends. We we will express the

coproduct, _, as the gluing of _1 followed by continuation-BV cylinders.

• For _1, we will consider a choice of parameterizing data such that at 𝑡 “ 1{2 it is a pullback

by a double cover from the cylinder.

• We will argue that solutions for 𝜔 ‰ p1{2, 1{2q can not occur by the maximum principal.

• For 𝜔 “ p1{2, 1{2q the constant solution is the only solution, and this solution is regular.
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8.2 Another definition of the coproduct operation

As usual 𝜔 “ p𝜔1, 𝜔2q. Let 𝐻𝜏 be an admissible Hamiltonian. Let Φ : Σ Ñ 𝑆1 ˆ R be

a holomorphic double cover of the cylinder, with one interior branch point, and another at the

positive puncture. We consider a family of smooth 1-forms 𝛽𝜔 on Σ parameterized by 𝜔 and

satisfying the following conditions:

• 𝛽p1{2,1{2q is the pullback 1
2Φ

˚𝑑𝑡

• In a neighborhood of the positive cylindrical end 𝛽𝜔 “ 𝑑𝑡

• In a neighborhood of the ith cylindrical end 𝛽𝜔 “ 𝜔𝑖𝑑𝑡

• 𝑑p𝐻𝜏𝛽𝜔q ď 0

We will also choose a family of almost complex structures 𝐽𝑧,𝜔 parameterized by Σ ˆ p0, 1q,

and satisfying the following conditions:

• In a neighborhood of the punctures 𝐽𝑧,𝜔 “ 𝐽

• 𝐽𝑧,𝜔 is admissible outside of a compact set of Rˆ 𝑌 .

• 𝐽𝑧,𝜔 is a lift of an almost complex structure 𝐽𝐷𝑧,𝜔. That is, 𝐽𝑧,𝜔 commutes with the projection

map: 𝜋𝐷p𝐽𝑧,𝜔bq “ 𝐽𝐷𝑧,𝜔𝜋pbq.

Definition 74. Let 𝐻𝜏 be an admissible Hamiltonian. Let 𝑆0 denote Morse-Bott family of orbits of

𝐻𝜏. Let 𝑆𝜔𝑖
, 𝑖 P t1, 2u, denote Morse-Bott families of orbits of𝜔𝑖𝐻. Then M𝑎p𝑆𝜔1 , 𝑆𝜔2 , 𝑆0, 𝐻𝜏, 𝐽𝑧,𝜔q

is the space of tuples p𝑣, 𝜔, r𝑈𝑖s, Γq where pr𝑈𝑖s, Γq satisfy conditions 2 ´ 4 of Definition 45 and

𝑣 : ΣzΓ Ñ Rˆ 𝑌 is a finite energy map satisfying

p𝑑𝑢 ´ 𝑋𝐻 b 𝛽𝜔q
p0,1q

“ 0 (8.2)

and

lim
|𝑠|Ñ8

𝑣p𝜖𝑖p𝑠, 𝑡q P 𝑆𝑖
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For a generic choice of data, transversality of M𝑎p𝑆𝜔1 , 𝑆𝜔2 , 𝑆0, 𝐻𝜏, 𝐽𝑧,𝜔q follows from §7. To

prove compactness of M𝑎p𝑆𝜔1 , 𝑆𝜔2 , 𝑆0, 𝐻𝜏, 𝐽𝑧,𝜔q we need to consider one new technical detail.

Note that for certain values of 𝜔 “ p𝜔1, 𝜔2q, the Hamiltonian 𝜔𝑖𝐻𝜏 may have a slope 𝜔𝑖𝜏 P Sp_q

and hence will not be admissible. In this case 𝜔𝑖𝐻𝜏 will have an unbounded degenerate family of

orbits. We need to ensure that there are no curves with asymptotics to those orbits. Note that the

degenerate manifold of orbits of 𝜔𝑖𝐻𝜏 lies in the region where 𝐻𝜏 is linear. Hence the periodic

orbits of 𝐻𝜏 lie below the degenerate orbits of 𝜔𝐻𝜏. The following follows from Remark 12:

Lemma 75. For 𝐻𝜏 admissible, finite energy solutions of (8.2) are contained in a compact set

𝑟 ď 𝜏 ` 2.

We now define the split augmented BV-continuation cylinders:

Definition 76. Let 𝑆𝐻𝑖
denote the spaces of connected manifolds of orbits for 𝐻𝑖 in R ˆ 𝑌 . The

moduli space of split 𝚷-continuation maps

N 𝑎
p𝑆1, 𝑆0, 𝐻1, 𝐻0q

consists of tuples p\, 𝑣, r𝑈𝑖s, Γq, where

• 𝑣 : Rˆ 𝑆1zΓ Ñ Rˆ 𝑌 is a finite energy map satisfying the continuation equation

B𝑠𝑣 ` 𝐽𝑌 pB𝑡𝑣 ´ 𝑋𝐻𝑠
q “ 0; (8.3)

• pr𝑈𝑖s, Γq satisfy conditions 2 ´ 4 of Definition 45.

• lim𝑠Ñ8 𝑣p𝑠, 𝑡q P 𝑆𝐻0; lim𝑠Ñ´8 𝑣p𝑠, 𝑡 ` \q P 𝑆𝐻1 .

Definition 77. Let 𝑞𝑖, 𝑖 “ t0, 1, 2u be generators of the split Morse-Bott chain complex of 𝐻𝜏. The

moduli space of split broken coproduct cascades

M 𝑓

Θ
p𝑞0; 𝑞1, 𝑞2q.
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Figure 8.1: The moduli spaces defining _1. The colors at the negative outputs indicate the 𝑆1 family
of asymptotic markers at each end.

consists of elements in the fiber product:

𝑊 𝑠
𝑌 p𝑞1q ˆ

Δ
N 𝑎

p𝑆1, 𝑆𝜔1 , 𝐻𝜏, 𝜔1𝐻𝜏qˆ
Δ 𝑓

𝑊 𝑠
𝑌 p𝑞2q ˆ

Δ
N 𝑎

p𝑆2, 𝑆𝜔2 , 𝐻𝜏, 𝜔2𝐻𝜏qˆ
Δ 𝑓

M𝑎
p𝑆𝜔1 , 𝑆𝜔2 , 𝑆0, 𝐻𝜏, 𝐽𝑧,𝜔q

The broken split coproduct operator, _1 on the chain complex (5.1) is defined as the Z{2 count

of rigid curves:

_1
p𝑞0q “

ÿ

|𝑞0|“|𝑞1|`|𝑞2|´2𝑛`3
#

´

M 𝑓

Θ,𝑁
p𝑞0; 𝑞1, 𝑞2q

¯

𝑞1 b 𝑞2. (8.4)

Lemma 78. The operations _ and _1 are chain homotopic.

Sketch of proof: This is a cobordism argument. We interpolate between the data and equations

defining _ and _1. More precisely, we consider a family of 1 forms 𝛽𝑟𝜔, and a family of Hamiltoni-

ans 𝐻𝑟𝑧,𝜔 for 𝑟 P p´8, 0s satisfying:

• 𝐻0
𝑧,𝜔 satisfies conditions (1)
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• For 𝑟 ! 0, 𝐻𝑟𝑧,𝜔 “ 𝐻𝜏 for a fixed admissible Hamiltonian 𝐻𝜏.

• 𝑑p𝐻𝑟𝑧,𝜔𝛽
𝑟
𝜔q ď 0.

• 𝛽0
𝜔 “ 𝛽 for some fixed 1 form 𝛽.

• For 𝑟 ! 0, 𝛽𝑟𝜔 satisfies:

– In the positive cylindrical end, 𝛽𝑟𝜔 “ 𝑑𝑡.

– in the 𝑖𝑡ℎ negative cylindrical end with cylindrical coordinates 𝜖𝑖p𝑠, 𝑡q 𝛽𝑟𝜔 satisfies con-

ditions (8.2) for 𝑠 ě 𝑟, and 𝛽𝑟𝜔 “ 𝑑𝑡 for 𝑠 " 𝑟.

The methods of section §7 apply to show that these moduli spaces are smooth. They admit a

compactification by broken curves. By considering the boundary of the moduli space of dimension

1 we obtain the required chain homotopy.

□

8.3 Conclusion of computation

Without loss of generality assume that the period of a primitive Reeb orbit is 1.

Lemma 79. Let 𝐻 be an admissible Hamiltonian with slope 2 ` 𝜖 for 𝜖 small. In dimension 0 the

moduli space M 𝑓

Θ
p𝑞0,2, 𝑞0,1, 𝑞0,1q contains no solutions for 𝜔 ‰ p1

2 ,
1
2q.

Proof. An admissible Hamiltonian 𝐻 with slope 2 ` 𝜖 has non constant orbits of period 1 and 2.

That is,

𝑆𝐶˚
p𝑇˚𝑆3, 𝐻2`𝜖

q “ Zx𝑒, 𝑐y
à

𝑘Pt1,2u

x𝑞𝑖,𝑘 , 𝑞𝑖,𝑘 , 𝑞
1
2,𝑘 , 𝑞

1
2,𝑘 , 𝑞

2
2,𝑘 , 𝑞

2
2,𝑘y.

A non trivial solution 𝑢 of (8.2) is asymptotic at the positive end to a Reeb orbit of multiplicity

2, and at the negative ends to multiplicity 1 Reeb orbits of the Hamiltonians 𝜔𝑖𝐻 and 𝜔 𝑗𝐻, 𝜔𝑖 `

𝜔 𝑗 “ 1. The main point is that the multiplicity 1 periodic orbits of 𝜔𝑖𝐻 for 𝜔𝑖 ą 1
2 occur above the
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multiplicity 2 orbits of 𝐻. By the maximum principle 11, see also Remark 12, there are no such

solutions. Hence the only potential solution is the constant curve at 𝜔 “ p1
2 ,

1
2q.

Lemma 80. In dimension 0 the moduli space M 𝑓

Θ
p𝑞0,2, 𝑞0,1, 𝑞0,1q consists of a single regular curve

at 𝜔 “ p1
2 ,

1
2q.

We will consider first the moduli space M𝑎p𝑆𝜔1 , 𝑆𝜔2 , 𝑆0, 𝐻𝜏, 𝐽𝑧,𝜔q. By the choice of data

at 𝜔 “ p1
2 ,

1
2q a branched cover of a trivial cylinder over a primitive orbit is an element in

M𝑎p𝑆𝜔1 , 𝑆𝜔2 , 𝑆0, 𝐻𝜏, 𝐽𝑧,𝜔q . We now demonstrate that this solution is regular. Note that this curve

projects to a constant in 𝐷, and hence the lower diagonal term in the decomposition 7.2 is surjec-

tive, [22, Lemma 6.7.6]. We now consider the upper triangular term. Recall that the formula for

the Fredholm index of the operator

𝐷𝐿
𝑣 : 𝑊1,𝑝,𝛿

V0
p 9𝑆,R‘ R𝑅q Ñ 𝐿𝑝,𝛿pΛ0,1𝑇˚ 9𝑆 b R‘ R𝑅q

is given by:

𝑖𝑛𝑑p𝐷𝐿
𝑣 q “ 𝑛𝜒p 9𝑆q ` 2𝑐1p𝑣˚𝑇pRˆ 𝑌q `

ÿ

Γ`

p𝐶𝑍p𝐴𝑧 ` 𝛿q ` 𝑑𝑖𝑚p𝑉𝑧qq

´
ÿ

Γ´

p𝐶𝑍p𝐴𝑧 ` 𝛿q ` 𝑐𝑜𝑑𝑖𝑚p𝑉𝑧qq,

(8.5)

where in our case 𝑉𝑧 is the subspace generate by the Reeb vector field 𝑅, and 𝑛 “ 1.

Using the computation of the Conley-Zehnder indices from [13, §5.3] in (8.5), and that 𝜒p 9𝑆q “

´1 we obtain 𝑖𝑛𝑑p𝐷𝐿
𝑣 q “ 0. We will also compute an adjusted Chern number required to apply [23,

Proposition 2] . This proposition will then establish that the cokernel of 𝐷𝐿
𝑣 is one dimensional.

For genus 0 curves the adjusted Chern number is given by

𝑐1p𝐿q “ 𝑖𝑛𝑑p𝐷𝐿
𝑣 q ´ 2 ` #Γ0,

where Γ0 is the number of positive punctures. In our case Γ0 “ 2 and hence the adjusted Chern
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number is 0. Proposition 2 of [23] now implies that 𝐷𝐿
𝑣 has at most one dimensional cokernel. An

application of Sard-Smale establishes transversality for a generic choice of 𝛽𝜔 .

The moduli spaces N 𝑎p𝑆1, 𝑆0, 𝐻𝜏{2, 𝐻𝜏q define an operation which is a composition of two

operations. The first is the continuation operation

K : 𝐻𝐹˚
p𝐻𝜏{2q Ñ 𝐻𝐹˚

p𝐻𝜏q

and the second is the BV operation. Arguing as in Lemma 57, the continuation operation is an

isomorphism onto its image. The Lemma now follows by combining Lemma 57 for the structure

of the BV operation with the computation of M𝑎p𝑆𝜔1 , 𝑆𝜔2 , 𝑆0, 𝐻𝜏, 𝐽𝑧,𝜔q above.

□

Remark 81. In the computation of indices above we used a related operator with the same formula

as 𝐷𝐿
𝑣 but on the space of functions with exponential growth. By [13, Lemma 5.20 ] these operators

have the same Fredholm index and their kernels and cokernels are isomorphic.
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