
ON NEURAL ARCHITECTURES FOR
SEGMENTATION IN NATURAL AND

MEDICAL IMAGES

by

Qihang Yu

A dissertation submitted to Johns Hopkins University

in conformity with the requirements for the degree of

Doctor of Philosophy

Baltimore, Maryland

February, 2023

© 2023 Qihang Yu

All rights reserved



Abstract

Segmentation is an important research field in computer vision. It requires recognizing and

segmenting the objects at the pixel level. In the past decade, many deep neural networks

have been proposed, which have been central to the development in this area. These

frameworks have demonstrated human-level or beyond performance on many challenging

benchmarks, and have been widely used in many real-life applications, including surveil-

lance, autonomous driving, and medical image analysis. However, it is non-trivial to design

neural architectures with both efficiency and effectiveness, especially when they need to be

tailored to the target tasks and datasets.

In this dissertation, I will present our research works in this area from the following

aspects. (i) To enable automatic neural architecture design on the costly 3D medical image

segmentation, we propose an efficient and effective neural architecture search algorithm that

tackles the problem in a coarse-to-fine manner. (ii) To further take advantage of the neural

architecture search, we propose to search for a channel-level replacement for 3D networks,

which leads to strong alternatives to 3D networks. (iii) To perform segmentation with great

detail, we design a coarse-to-fine segmentation framework for matting-level segmentation;

(iv) To provide stronger features for segmentation, we propose a stronger transformer-based

backbone that can work on dense tasks. (v) To better resolve the panoptic segmentation
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problem in an end-to-end manner, we propose to combine transformers with the traditional

clustering algorithm, which leads to a more intuitive segmentation framework with better

performance.
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Chapter 1

Introduction

Computer vision targets semantically understanding the input visual signals. The inputs can

be in 2D or 3D, such as 2D natural images and 3D medical images. Various information

is extracted from the inputs, and one of the most intuitive and informative outputs is the

segmentation mask, which densely labels every pixel with its associated semantic class.

This helps recognize and localize the objects in the complex scene and provides useful cues

for further analysis and diagnosis.

In recent years, deep neural networks have been dominant in many computer vision

tasks, including image classification [92], object detection [89], pose estimation [206],

action recognition [221], etc. In the domain of segmentation tasks, since the pioneering

works of FCN [153], many neural architectures have been proposed to further push the

quality of segmentation masks. Nonetheless, the neural architectures usually need to be

modified accordingly when applied to different tasks or datasets for optimal performance,

which is usually non-trivial and requires experts’ efforts. On the other hand, despite the
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promising results achieved by current deep learning frameworks, there still lacks an end-to-

end framework with an intuitive mechanism for complex segmentation problems, especially

when it comes to panoptic segmentation [115], where heuristic post-processing and merging

are usually used to obtain the final results.

In this dissertation, I aim to present our research for efficient and effective segmentation

models. This dissertation consists of three parts. In part I, I will present our efforts in

designing neural architecture search algorithms for efficient and effective 3D segmentation

models. These algorithms aim to get rid of inconsistency problems between searching and

deployment, which is even more serious when it comes to the 3D scenario that has a higher

memory and computation demand. Besides, the found architectures not only show better

accuracy-cost trade-offs but also show a better generalization ability. In part II, I will discuss

our works incorporating the coarse-to-fine mechanism into the segmentation framework,

which enables segmentation with refined details and fine-grained features. In part III, I

will introduce our efforts in rethinking the mask transformer from a clustering perspective,

where we unify the challenging panoptic segmentation problem and transformers as a

process of iterative clustering assignment and updates. The proposed models in all three

parts will be evaluated on supervised learning tasks including image classification and

segmentation.

1.1 Neural Architecture Search for Efficient and Effective
3D Segmentation Models

Part I of this dissertation focuses on how to design neural architecture search algorithms for

3D segmentation, which enables automatic designs of 3D segmentation models and gets rid
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of the heavy need for experts’ involvement.

In Chapter 2, we will try to resolve the inconsistency problem during searching and

deployment in neural architecture search, especially for 3D medical image segmentation.

Though Neural Architecture Search (NAS) has shown promising results in finding networks

with better accuracy-cost trade-off automatically, it also incurs a huge computation cost

during the searching process. This is especially serious when it comes to the 3D data

and dense prediction task, which further increases the computation and memory costs.

In C2FNAS [258], we propose to disentangle the search space into topology-level and

operation-level, and design searching methods tailored for each space respectively. By

doing so, the search costs are significantly reduced, which is desired especially for 3D

medical image segmentation. We further propose a topology prior and clustering-based

method to further reduce the searching costs. Our contributions can be summarized into 3

folds: (1) we search a 3D segmentation network from scratch in a coarse-to-fine manner

without sacrificing network size or input size; (2) we design the specific search space and

search method for each stage based on medical image segmentation priors; (3) our model

achieves state-of-the-art performance on 10 datasets from MSD challenge and shows great

robustness and transfer-ability.

In Chapter 3, we will go beyond the topology and operation-level search. 3D Convolu-

tion Neural Networks (CNNs) have been widely applied to 3D scene understanding, such

as video analysis and volumetric image recognition. However, 3D networks can easily lead

to over-parameterization, which incurs expensive computation costs. In CAKES [251],

we propose Channel-wise Automatic KErnel Shrinking (CAKES), to enable efficient 3D

learning by shrinking standard 3D convolutions into a set of economic operations (e.g.,
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1D, 2D convolutions). Unlike previous methods, CAKES performs channel-wise kernel

shrinkage, which enjoys the following benefits: 1) enabling operations deployed in every

layer to be heterogeneous so that they can extract diverse and complementary information

to benefit the learning process; and 2) allowing for an efficient and flexible replacement

design, which can be generalized to both spatial-temporal and volumetric data. As a result,

CAKES shows superior performance to other methods with similar model sizes, and it

also achieves comparable performance to state-of-the-art with much fewer parameters and

computational costs on tasks including 3D medical imaging segmentation and video action

recognition.

1.2 Coarse-to-Fine Framework for Accurate and Reliable
Segmentation

Part II of this dissertation focuses on introducing coarse-to-fine mechanisms when designing

segmentation frameworks, which improves the segmentation quality with refined details

and leads to better features.

In Chapter 4, we study the problem of image matting, which is a fundamental computer

vision problem which aims to predict an alpha matte to precisely cut out an image region.

Recently, researchers start to study the matting problem in a trimap-free setting. One

direction is to get rid of any external guidance, and hope that the matting model can capture

both semantics and details by end-to-end training on large-scale datasets. Nevertheless,

these methods are faced with the generalization challenge due to the lack of semantic

guidance when tested on complex real-world images. In this work, we introduce a Mask

Guided (MG) Matting [261] method which takes a general coarse mask as guidance. MG
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Matting is very robust to the guidance input and can obtain high-quality matting results

using various types of mask guidance such as a trimap, a rough binary segmentation mask

or a low-quality soft alpha matte. To achieve such robustness to guidance input, we propose

a Progressive Refinement Network (PRN) module, which learns to provide self-guidance

to progressively refine the uncertain matting regions through the decoding process. To

further enhance the robustness of our method to external guidance, we also develop a

series of guidance mask perturbation operations including random binarization, random

morphological operations, and also a stronger perturbation CutMask to simulate diverse

guidance inputs during training. In addition to alpha matting prediction, we also revisit

the foreground color prediction problem for matting. Without accurately recovering the

foreground color in the transparent region, the composited image will suffer from the

fringing issue. We note that the foreground color labels in the widely-used dataset DIM are

suboptimal for model training due to the labeling noise and limited diversity. As a simple

yet effective solution, we propose Random Alpha Blending (RAB) to generate synthetic

training data from random alpha mattes and images. We show that such simple method

can improve the foreground color prediction accuracy without requiring additional manual

annotations. As a result, combining with the proposed PRN, MG Matting is able to generate

more visual plausible composition results.

In Chapter 5, we propose an efficient and effective vision transformer backbone for

extracting strong pixel-level representation given an input image. We propose Glance-

and-Gaze Transformer (GG-Transformer [255]), inspired by the Glance-and-Gaze human

behavior when recognizing objects in natural scenes [60], which takes advantage of both

the long-range dependency modeling ability of Transformers and locality of convolutions
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in a complementary manner. A GG-Transformer block consists of two parallel branches: A

Glance branch performs self-attention within adaptively-dilated partitions of input images

or feature maps, which preserves the global receptive field of the self-attention opera-

tion, meanwhile reduces its computation cost to a linear complexity as local window

attention [149] does; A Gaze branch compensates locality to the features obtained by the

Glance branch, which is implemented by a light-weight depth-wise convolutional layer.

A merging operation finally re-arranges the points in each partition to their original lo-

cations, ensuring that the output of the GG-Transformer block has the same size as the

input. As a proof-of-concept experiment, we compare original transformer encoder [214],

Swin’s transformer encoder [149], and the proposed Glance-and-Gaze transformer encoder

with the same meta architecture on ImageNet. As a result, Glance-and-Gaze not only

significantly outperforms Swin by 1.78%, but also even surpasses original transformer

encoder by 0.49%, indicating that Glance-and-Gaze transformer encoder does serve as an

efficient and effective alternative for building hierarchical vision transformer backbone.

Our further experimental evaluations show consistent improvements in image classification

on ImageNet[185] (+0.8% top-1 accuracy), object detection on MSCOCO[138] (+0.4%

box AP), and semantic segmentation on ADE20K [277] (+1.9% mIoU).

1.3 Segmentation as Clustering through Mask Transform-
ers

Part III of this dissertation focuses on rethinking the mask transformer from a clustering

perspective, which provides a unified view of the end-to-end segmentation problem.
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In Chapter 6, we propose a clustering perspective to understand and re-design the trans-

former decoder for grouping pixels into object-level representation. In CMT-DeepLab [252],

which reformulates and further improves the previous end-to-end panoptic segmentation

system [217] from the traditional clustering perspective. The panoptic segmentation result

is naturally obtained by assigning each pixel to its most similar cluster center based on the

feature affinity. In the Clustering Mask Transformer (CMT) module, the pixel features, clus-

ter centers, and pixel-cluster assignments are updated in a manner similar to the clustering

algorithms [151, 1].

In Chapter 7, we further simplify the transformer decoder and better align it to k-

means clustering algorithm. In kMaX-DeepLab [254], we make a crucial observation that

the cross-attention scheme actually bears a strong similarity to the traditional k-means

clustering [151] by regarding the object queries as cluster centers with learnable embedding

vectors. Our examination of the similarity inspires us to propose the novel k-means Mask

Xformer (kMaX-DeepLab), which rethinks the relationship between pixel features and

object queries, and redesigns the cross-attention from the perspective of k-means clustering.

Specifically, when updating the cluster centers (i.e., object queries), our kMaX-DeepLab

performs a different operation. Instead of performing softmax on the large spatial dimension

(image height times width) as in the original Mask Transformer’s cross-attention [217],

our kMaX-DeepLab performs argmax along the cluster center dimension, similar to the

k-means pixel-cluster assignment step (with a hard assignment). We then update cluster

centers by aggregating the pixel features based on the pixel-cluster assignment (computed

by their feature affinity), similar to the k-means center-update step.
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Chapter 2

C2FNAS: Coarse-to-Fine Neural
Architecture Search for 3D Medical
Image Segmentation

We start with segmentation for 3D medical imaging analysis. These works are part of the

FELIX project [233], which was summarized as a system that works amazingly in early

pancreatic cancer detection. This chapter introduces one of our efforts to automatic 3D

neural architecture design during the FELIX project development stage. As it is usually

difficult and time-consuming to design a specific model for 3D medical image segmentation,

this work can help significantly reduce the search cost and save the times of trial-and-error

process, while leading to a model with better efficiencies and effectiveness. Yet most

existing NAS algorithms were designed for 2D natural images, and applying them to

3D scenarios could incur huge computational costs and a sacrifice is made leading to

inconsistency during search and deployment. Here we try to disentangle the searching

process which yields an algorithm that works better for searching 3D segmentation models.
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2.1 Introduction

Medical image segmentation is an important pre-requisite of computer-aided diagnosis

(CAD) which has been applied in a wide range of clinical applications. With the emerging

of deep learning, great achievements have been made in this area. However, it remains

very difficult to get satisfying segmentation for some challenging structures, which could

be extremely small with respect to the whole volume, or vary a lot in terms of location,

shape, and appearance. Besides, abnormalities, which result in a huge change in texture,

and anisotropic property (different voxel spacing) make the segmentation tasks even harder.

Some examples are shown in Fig 2.1.

Meanwhile, manually designing a high-performance 3D segmentation network requires

adequate expertise. Most researchers are building upon existing 3D networks, such as 3D

U-Net [52] and V-Net [162], with moderate modifications. In some cases, an individual

network is designed and only works well for a certain task. To leverage this problem, Neural

Architecture Search (NAS) technique is proposed in [290], which aims at automatically

discovering better neural network architectures than human-designed ones in terms of

performance, parameters amount, or computation cost. Starting from NASNet [291],

many novel search spaces and search methods have been proposed [16, 75, 139, 141, 181].

However, only a few works apply NAS on medical image segmentation [112, 229, 285],

and they only achieve a comparable performance versus those manually designed networks.

Inspired by the successful handcrafted architectures such as ResNet [92] and Mo-

bileNet [187], many NAS works focus on searching for network building blocks. However,
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Figure 2.1: Image and mask examples from MSD tasks (from left to right and top to bottom):
brain tumours, lung tumours, hippocampus, hepatic vessel and tumours, pancreas tumours, and liver
tumours, respectively. The abnormalities, texture variance, and anisotropic properties make it very
challenging to achieve satisfying segmentation performance. Red, green, and blue correspond to
labels 1, 2, and 3, respectively, of each dataset.

Coarse 
Stage 

Search

Fine 
Stage 

Search

Figure 2.2: An illustration of proposed C2FNAS. Each path from the left-most node to the right-most
node is a candidate architecture. Each color represents one category of operations, e.g. depthwise
conv, dilated conv, or 2D/3D/P3D conv which are more common in medical image area. The dotted
line indicates skip connections from the encoder to decoder. The macro-level topology is determined
by coarse stage search, while the micro-level operations are further selected in fine stage search.

such works usually search in a shallow network while deploying with a deeper one. An in-

consistency exists in network size between the search stage and deployment stage [38]. [18]

and [82] avoided this problem through activating only one path at each iteration, and [38]
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proposed to progressively reduce search space and enlarge the network in order to reduce

the performance gap.

Nevertheless, when the network topology is involved in the search space, things become

more complex because no inconsistency is allowed in network size. [139] incorporated the

network topology into search space and relieved the memory tensity instead with a sacrifice

on batch size and crop size. However, on memory-costly tasks such as 3D medical image

segmentation, the memory scarcity cannot be solved by lowering the batch size or cropping

size, since they are already very small compared to those of 2D tasks. Reducing them to a

smaller number would lead to much worse performance and even failure on convergence.

To avoid the inconsistency on network size or input size between the search stage and

deployment stage, we propose a coarse-to-fine neural architecture search scheme for 3D

medical image segmentation (see Fig. 2.2). In detail, we divide the search procedure into

the coarse stage and the fine stage. In the coarse stage, the search is in a small search

space with limited network topologies, therefore searching in a train-from-scratch manner

is affordable for each network. Moreover, to reduce the search space and make the search

procedure more efficient, we constrain the search space under inspirations from successful

medical segmentation network designs: (1) U-shape encoder-decoder structure; (2) Skip-

connections between the down-sampling paths and the up-sampling paths. The search space

is largely reduced with these two priors. Afterwards, we apply a topology-similarity-based

evolutionary algorithm considering the search space properties, which makes the searching

procedure focused on the promising architecture topologies. In the fine stage, the aim is

to find the best operations inside each cell. Motivated by [285], we let the network itself

choose the operation among 2D, 3D and pseudo-3D (P3D), so that it can capture features
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from different viewpoints. Since the topology is already determined by coarse stage, we

mitigate the memory pressure in single-path one-shot NAS manner [82].

For validation, we apply the proposed method on ten segmentation tasks from MSD

challenge [195] and achieve state-of-the-art performance. The network is searched using

the pancreas dataset which is one of the largest dataset among the 10 tasks. Our result

on this proxy dataset surpasses the previous state-of-the-art by a large margin of 1% on

pancreas and 2% on pancreas tumours. Then, we apply the same model and training/testing

hyper-parameters across the other tasks, demonstrating the robustness and transferability of

the searched network.

Our contributions can be summarized into 3 folds: (1) we search a 3D segmentation

network from scratch in a coarse-to-fine manner without sacrificing network size or input

size; (2) we design the specific search space and search method for each stage based on

medical image segmentation priors; (3) our model achieves state-of-the-art performance on

10 datasets from MSD challenge and shows great robustness and transfer-ability.

2.2 Related Work

2.2.1 Medical Image Segmentation

Deep-learning-based methods have achieved great success in natural image recognition [92],

detection [182], and segmentation [30], and they also have been dominating medical image

segmentation tasks in recent years. Since U-Net was first introduced in biomedical image

segmentation [183], several modifications have been proposed. [52] extended the 2D U-Net

to a 3D version. Later, V-Net [162] is proposed to incorporate residual blocks and soft dice
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loss. [167] introduced attention modules to reinforce the U-Net model. Researchers also

tried to investigate other possible architectures despite U-Net. For example, [184, 257, 279]

cut 3D volumes into 2D slices and handle them with 2D segmentation network. [146]

designed a hybrid network by using ResNet50 as 2D encoder and appending 3D decoders

afterwards. In [232], 2D predictions are fused by a 3D network to obtain a better prediction

with contextual information.

However, until now, U-Net-based architectures are still the most powerful models in this

area. Recently, [104] introduced nnU-Net and won the first place in Medical Segmentation

Decalthon (MSD) Challenge [195]. They ensemble 2D U-Net, 3D U-Net, and cascaded

3D U-Net. The network is able to dynamically adapt itself to any given segmentation task

by analysing the data attributes and adjusting hyper-parameters accordingly. The optimal

results are achieved with different combinations of the aforementioned networks given

various tasks.

2.2.2 Neural Architecture Search

Neural Architecture Search (NAS) aims at automatically discovering better neural network

architectures than human-designed ones. At the beginning stage, most NAS algorithms

are based on either reinforcement learning (RL) [9, 290, 291] or evolutionary algorithm

(EA) [181, 236]. In RL-based methods, a controller is responsible for generating new

architectures to train and evaluate, and the controller itself is trained with the architecture

accuracy on the validation set as rewards. In EA-based methods, architectures are mutated

to produce better off-springs, which are also evaluated by accuracy on the validation set.

Since the parameter sharing scheme was proposed in [171], more search methods were
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proposed, such as differentiable NAS approaches [141] and one-shot NAS approaches [16],

which reduced the search cost to several GPU days or even several GPU hours.

Besides the successes NAS has achieved in natural image recognition, researchers also

tried to extend it to other areas such as segmentation [139], detection [75], and attention

mechanism [129]. Moreover, there are also some works applying NAS to the medical

image segmentation area. [285] designed a search space consisting of 2D, 3D, and pseudo-

3D (P3D) operations, and let the network itself choose between these operations at each

layer. [163, 246] use the policy gradient algorithm for automatically tuning the hyper-

parameters and data augmentations. In [112, 229], the cell structure is explored with a

pre-defined 3D U-Net topology.

2.3 Coarse-to-Fine Neural Architecture Search

2.3.1 Inconsistency Problem

Early works of NAS [9, 181, 236, 290, 291] typically use a controller based on EA or RL

to select network candidates from search space; then the selected architecture is trained

and evaluated. Such methods need to train numerous models from scratch and thus lead to

an expensive search cost. Recent works [16, 141] propose a differentiable search method

that reduces the search cost significantly, where each network is treated as a sub-network

of a super-network. However, a critical problem is that the super-network cannot fit into

the memory. For these methods, a trade-off is made by sacrificing the network size at the

search stage and building a deeper one at deployment, which results in an inconsistency

problem. [18] proposed to activate a single path of the super-network at each iteration to
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reduce the memory cost, and [38] proposed to progressively increase the network size with

a reduced approximate search space. However, these methods also face problems when the

network topology is included in the search. For instance, the progressive manner cannot

deal with the network topology. As for single-path methods, since there exist illegal paths

in network topology, some layers are naturally trained more times compared to others,

which results in a serious fairness problem [50].

A straightforward way to solve the issue is to train each candidate from scratch re-

spectively, yet the search cost is too expensive considering the magnitude of the search

space, which may contain millions of candidates or more. Auto-DeepLab [139] introduces

network topology into search space and sacrifices the input size instead of network size

at the training stage, where it uses a much smaller batch size and crop size. However, it

introduces a new inconsistency at input size to solve the old one at network size. Besides,

for memory-costly tasks such as 3D medical image segmentation, sacrificing input size is

infeasible. The already small input size needs to be reduced to unreasonably smaller to

fit the model in memory, which usually leads to an unstable training problem in terms of

convergence, and the method only yields a random architecture finally.

2.3.2 Coarse-to-fine Neural Architecture Search

In order to resolve the inconsistency in network size and input size, and combine NAS

with medical image segmentation, we develop a coarse-to-fine neural architecture search

method for automatically designing 3D segmentation networks. Without loss of generality,

the architecture search space A consists of topology search space S, which is represented

by a directed acyclic graph (DAG), and cell operation space C, which is represented by the
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color of each node in the DAG. Each network candidate is a sub-graph s ∈ S with color

scheme c ∈ C and weights w, denoted as N(s, c, w).

Therefore, the search space A is divided into two parts: a small search space of topology

S, and a huge search space of operation C:

A = S × C. (2.1)

The topology search space is usually small and it is affordable to handle the inconsis-

tency by training each candidate from scratch. For instance, the topology search space S

only has up to 2.9× 104 candidates for a network with 12 cells [139]. The operation search

space C can have millions of candidates, but since topology s is given, techniques in NAS

for recognition, e.g. activating only one path at each iteration, are incorporated naturally

to solve the memory limitation. Therefore, by regarding neural architecture search from

scratch as a process of constructing a colored DAG, we divide the search procedure into two

stages: (1) Coarse stage: search at the macro-level for the network topology, and (2) Fine

stage: search for the best way to color each node, i.e. finding the most suitable operation

configuration.

We start with defining the macro-level and micro-level. Each network consists of

multiple cells, which are composed of several convolutional layers. On the macro-level,

by defining how every cell is connected to each other, the network topology is uniquely

determined. Once the topology is determined, we need to define which operation each node

represents. On the micro-level, we assign an operation to each node, which represents the

operation inside the cell, such as standard convolution or dilated convolution.
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Figure 2.3: An example of how introduced priors help reduce search space. The grey nodes are
eliminated entirely from the graph. Besides, many illegal paths have been pruned off as well. An
example of an illegal path and a legal path is shown as the orange line path and green line path
separately.

With this two-stage procedure, we first construct a DAG representing network topol-

ogy, then assign operations to each cell by coloring the corresponding node in the graph.

Therefore, a network is constructed from scratch in a coarse-to-fine manner. By separating

the macro-level and micro-level, we relieve the memory pressure and thus resolve the

inconsistency problem between the search stage and deployment stage.

2.3.3 Coarse Stage: Macro-level Search

In this stage, we mainly focus on searching the topology of the network. A default operation

is assigned to each cell, specifically standard 3D convolution in this chapter, and the cell is

used as the basic unit to construct the network.

Due to memory constraints and fairness problems, training a super-network and evalu-

ating candidates with a weight-sharing method is infeasible, which means each network

needs to be trained from scratch. The search on the macro-level is formulated into a bi-level
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optimization with weight optimization and topology optimization:

ws = arg min
w

Ltrain(N(s, c0, w)), (2.2)

s∗ = arg max
s ∈ S

Accval(N(s, c0, ws)), (2.3)

where s represents the current topology and c0 denotes a default coloring scheme, e.g.

standard 3D convolution everywhere, and Ltrain is the loss function used at the training

stage, and Accval the accuracy on the validation set.

It is extremely time-consuming, especially considering that 3D networks have heavier

computation requirements compared with 2D models. Thus, it is necessary to reduce the

search space to make the search procedure more focused and efficient.

We revisit the successful medical image segmentation networks, and we find they

all share something in common: (1) a U-shape encoder-decoder topology and (2) skip-

connections between the down-sampling paths and the up-sampling paths. We incorporate

these priors into our method and prune the search space accordingly. An illustration of how

the priors help prune search space is shown in Fig. 2.3. Therefore, the search space S is

pruned to S′ and the topology optimization becomes:

S′ = PriorPrune(S), (2.4)

s∗ = arg max
s ∈ S′

Accval(N(s, c0, ws)). (2.5)

To further improve the search efficiency, we propose an evolutionary algorithm based

on topology similarity to make use of macro-level properties. The idea is that with an

assumption of continuous relaxation of topology search space, two similar networks should
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Figure 2.4: Proportion of clusters sampled during searching at the coarse stage. This figure
illustrates the effectiveness of the proposed evolutionary searching algorithm. Different clusters
are in different colors. The x-axis label “Evaluated Network Number" means the total number of
networks trained and evaluated, while the y-axis label “Cluster Proportion" is the proportion of the
number of networks belonging to a specific cluster to the total number of evaluated networks. It
is shown that the algorithm gradually focuses on the most promising cluster 1, making the search
procedure more efficient.

also share a similar performance. Specifically, we represent each network topology with a

code, and we define the network similarity as the euclidean distance between two codes.

The smaller the distance is, the more similar the two networks are. Based on the distance

measurement, we classify all network candidates into several clusters with K-means al-

gorithm [151] based on their encoded codes. The evolution procedure is prompted in the

unit of the cluster. In detail, when producing the next generation, we random sample some
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Algorithm 1 Topology Similarity based Evolution
1: population← all topologies
2: P = {p1, p2, . . . , pk} ← Cluster(population)
3: history H← ∅
4: set of trained models M = {m1, m2, . . . , mk} ← {∅}k

5: for i = 1 to k do
6: model.topology← RandomSample(pi)
7: model.accuracy← TrainEval(model.topology)
8: add model to H and mi
9: while |H| ≤ l do

10: while HasIdleGPU() do
11: model for compare D← ∅
12: for i = 1 to k do
13: add RandomSample(mi) to D

14: rank P based on corresponding accuracy in D

15: model.topology← SampleUntrained(prank1)
16: model.accuracy← TrainEval(model.topology)
17: add model to H and mrank1
18: return highest-accuracy model in H

networks from each cluster, and rank the clusters by comparing the performance of these

networks. The higher rank of a cluster is, the higher proportion of the next generation will

come from this cluster. As shown in Fig. 2.4, the topology proposed by our algorithm grad-

ually falls into the most promising cluster, demonstrating its effectiveness. To better make

use of computation resources, we further implement this EA algorithm in an asynchronous

manner as shown in Algorithm 1.

2.3.4 Fine Stage: Micro-level Search

After the topology of the network is determined, we further search the model at a fine-

grained level by replacing the operations inside each cell. Each cell is a small fully

convolutional module, which takes 1 or 2 input tensors and outputs 1 tensor. Since the
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topology is pre-determined in the coarse stage, cell i is simply represented by its operations

Oi, which is a subset of the possible operation set O. Our cell structure is much simpler

compared with [139], this is because there is a trade-off between the cell complexity and

cell numbers. Given the tense memory requirement of 3D models, we prefer more cells

instead of a more complex cell structure.

The set of possible operations, O, consisting of the following 3 choices: (1) 3× 3× 3

3D convolution; (2) 3× 3× 1 followed by 1× 1× 3 P3D convolution; (3) 3× 3× 1 2D

convolution;

Considering the magnitude of fine stage search space, training each candidate from

scratch is infeasible. Therefore, to address the problem of memory limitation while making

search efficient, we adopt single-path one-shot NAS with uniformly sampling [82] as our

search method. In detail, we construct a super-network where each candidate is a sub-

network of it, and then at each iteration of the training procedure, a candidate is uniformly

sampled from the super-network and trained and updated. After the training procedure

ends, we perform a random search for the final operation configuration. That is to say, at

the searching stage, we random sample K candidates, and each candidate is initialized with

the weights from the trained super-network. All these candidates are ranked by validation

performance, and the one with the highest accuracy is finally picked.

Therefore, optimization of the fine stage is in single-path one-shot NAS manner with

uniform sampling, which is formulated as:

w = arg min
w

Ec∈ C[Ltrain(S(s∗, c, w))], (2.6)

c∗ = arg max
c

Accval(S(s∗, c, w)), (2.7)

24



2D 3x3x1

3D 3x3x3

P3D 3x3x1 + 1x1x3

Stem 3x3x3

Conv 1x1x1
Conv 

2D\3D\P3D
Conv 1x1x1x

Conv 1x1x1
Conv 

2D\3D\P3D
x1

Conv 1x1x1
Conv 

2D\3D\P3D

Conv 1x1x1

x2

+
3D Conv with Stride = 2

Trilinear Up-sample

Figure 2.5: Left: The final architecture of C2FNAS-Panc. Red, green, and blue denote cell with
2D, 3D, P3D operations separately. Right: The structure of a cell with single input and two inputs.

where C is the search space of fine stage, i.e. all possibles combinations of operations.

After the coarse stage is finished, the topology s∗ is obtained. And the operation

configuration c∗ comes from the fine stage. Therefore, the final network architecture

N(s∗, c∗, w) is constructed.

2.4 Experiments

In this section, we firstly introduce our implementation details of C2FNAS, and then report

our found architecture (searched on MSD Pancreas dataset) with semantic segmentation

results on all 10 MSD datasets [195], which is a public comprehensive benchmark for

general-purpose algorithmic validation and testing covering a large span of challenges, such

as small data, unbalanced labels, large-ranging object scales, multi-class labels, and multi-

modal imaging, etc. It contains 10 segmentation datasets, i.e. Brain Tumours, Cardiac, Liver

Tumours, Hippocampus, Prostate, Lung Tumours, Pancreas Tumours, Hepatic Vessels,

Spleen, and Colon Cancer.
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2.4.1 Implementation Details

Coarse Stage Search At coarse stage search, the network has 12 cells in total, where 3 of

them are down-sampling cells and 3 up-sampling cells, so the model size is moderate. With

the priors introduced in Section 4.3, the search space is largely reduced from 2.9× 104 to

9.24× 102.

For network architecture, we define one stem module at the beginning of the network,

and another one at the end. The beginning module consists of two 3D 3× 3× 3 convolution

layers, and strides are 1, 2 respectively. The end module consists of two 3D 3× 3× 3

convolution layers, and a trilinear up-sampling layer between the two layers. Each cell

takes the output of its previous cell as input, and it will also take another input if it satisfies

(1) it has a previous-previous cell at the same feature resolution level, or (2) it is the first

cell after an up-sampling. In situation (1), the cell takes its previous-previous cell’s output

as additional input. And in the situation (2), it takes the output of the last cell before the

corresponding down-sampling as another input, which serves as the skip-connection from

the encoder part to the decoder part. A convolution with kernel size 1× 1× 1 serves

as pre-processing for the input. The two inputs go through convolution separately and

get summed afterwards, then a 1× 1× 1 convolution is applied to the output. The filter

number starts with 32, and it is doubled after a down-sampling layer and halved after an

up-sampling layer. All down-sampling operations are implemented by a 3× 3× 3 3D

convolution with stride 2, and up-sampling by a trilinear interpolation with scale factor 2

followed by a 1× 1× 1 convolution. Besides, in the coarse stage, we also set the operations

in all cells to standard 3D convolution with a kernel size of 3× 3× 3.
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For the evolutionary algorithm part, we first represent each network topology with a

code, which is a list of numbers and the length is the same as cell numbers. The number

starts at 0 and increases one after a down-sampling and decreases one after an up-sampling.

We use the K-means algorithm to classify all candidates into 8 clusters based on the

Euclidean metric of corresponding codes. In the beginning, two networks are randomly

sampled from each cluster. Afterwards, whenever there is an idle GPU, one trained network

is sampled from each cluster, and the cluster to which the best network belongs is picked

and a new network is sampled from that cluster for training. Meanwhile, the algorithm also

random samples a cluster with the probability of 0.2 to add randomness and avoid local

minimum. After 50 networks are evaluated, the algorithm terminates and returns the best

network topology it has found.

We conduct the coarse stage search on the MSD Pancreas Tumours dataset, which

contains 282 3D volumes for training and 139 for testing. The dataset is labelled with

both pancreatic tumours and normal pancreas regions. We divide the training data into 5

folds sequentially, where the first 4 folds are for training and the last fold is for validation

purposes. To address the anisotropic problem, we re-sample all cases to an isotropic

resolution with a voxel distance of 1.0 mm for each axis as data pre-processing.

At the training stage, we use batch size of 8 with 8 GPUs, and patch size of [96, 96, 96],

where two patches are randomly cropped from each volume at each iteration. All patches

are randomly rotated by [0◦, 90◦, 180◦, 270◦] and flipped as data augmentation. We use

SGD optimizer with a learning rate of 0.02, momentum of 0.9, and weight decay of

0.00004. Besides, there is a multi-step learning rate schedule which decays the learning

rate at iterations [8000, 16000] with a factor of 0.5. We use 1000 iterations for the warm-up
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Task Brain Liver Pancreas Prostate
Class 1 2 3 Avg 1 2 Avg 1 2 Avg 1 2 Avg
CerebriuDIKU [170] 69.52 43.11 66.74 59.79 94.27 57.25 75.76 71.23 24.98 48.11 69.11 86.34 77.73
Lupin 66.15 41.63 64.15 57.31 94.79 61.40 78.10 75.99 21.24 48.62 72.73 87.62 80.18
NVDLMED [231] 67.52 45.00 68.01 60.18 95.06 71.40 83.23 78.42 38.48 58.45 69.36 86.66 78.01
K.A.V.athlon 66.63 46.62 67.46 60.24 94.74 61.65 78.20 74.97 43.20 59.09 73.42 87.80 80.61
nnU-Net [104] 67.71 47.73 68.16 61.20 95.24 73.71 84.48 79.53 52.27 65.90 75.81 89.59 82.70
C2FNAS-Panc 67.62 48.56 69.09 61.76 94.91 71.63 83.27 80.59 52.87 66.73 73.11 87.43 80.27
C2FNAS-Panc* 67.62 48.60 69.72 61.98 94.98 72.89 83.94 80.76 54.41 67.59 74.88 88.75 81.82

Task Lung Heart Hippocampus HepaticVessel Spleen Colon Avg (Task) Avg (Class)
Class 1 1 1 2 Avg 1 2 Avg 1 1
CerebriuDIKU [170] 58.71 89.47 89.68 88.31 89.00 59.00 38.00 48.50 95.00 28.00 67.01 66.40
Lupin 54.61 91.86 89.66 88.26 88.96 60.00 47.00 53.50 94.00 9.00 65.61 65.89
NVDLMED [231] 52.15 92.46 87.97 86.71 87.34 63.00 64.00 63.50 96.00 56.00 72.73 71.66
K.A.V.athlon 60.56 91.72 89.83 88.52 89.18 62.00 63.00 62.50 97.00 36.00 71.51 70.89
nnU-Net [104] 69.20 92.77 90.37 88.95 89.66 63.00 69.00 66.00 96.00 56.00 76.39 75.00

C2FNAS-Panc 69.47 92.13 86.87 85.44 86.16 63.78 69.41 66.60 96.60 55.68 75.87 74.42
C2FNAS-Panc* 70.44 92.49 89.37 87.96 88.67 64.30 71.00 67.65 96.28 58.90 76.97 75.49

Table 2.1: Comparison with state-of-the-art methods on MSD challenge test set (number from MSD
leaderboard) measured by Dice-Sørensen coefficient (DSC). * denotes the 5-fold model ensemble.
The numbers of tasks hepatic vessel, spleen, and colon from other teams are rounded. We also report
the average on tasks and on targets respectively for an overall comparison across all tasks/targets.

stage, where the learning rate increases linearly from 0.0025 to 0.02, and 20000 iterations

for training. The loss function is the summation of Dice Loss and Cross-Entropy Loss,

and we adopt Instance Normalization [212] and ReLU activation function. We also use

Horovod [189] to speed up the multi-GPU training procedure.

At the validation stage, we test the network in a sliding window manner, where the

stride = 16 for all axes. Dice-Sørensen coefficient (DSC) metric is used to measure the

performance, which is formulated as DSC (Y,Z) = 2×|Y∩Z|
|Y|+|Z| , where Y and Z denote for the

prediction and ground-truth voxels set for a foreground class. The DSC has a range of [0, 1]

with 1 implying a perfect prediction.

Fine Stage Search In the fine stage search, we mainly choose the operations from

[2D, 3D, P3D] for each cell. This search space can be large as 5.3× 105. Since the search

space is numerous, we adopt a single-path one-shot NAS method based on super-network,
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Model Params (M) FLOPs (G)
3D U-Net [52] 19.07 825.30
V-Net [162] 45.59 301.88
VoxResNet [23] 6.92 173.02
ResDSN [287] 10.03 188.37
Attention U-Net [167] 103.88 1162.75
C2FNAS-Panc 17.02 150.78

Table 2.2: Comparison of parameters and FLOPs with other 3D networks. The FLOPs are calculated
based on input size 96× 96× 96.

which is trained by uniform sampling.

The data pre-processing, data split, and training/validation setting are exactly the same

as what we use in the coarse stage, except that we double the number of iterations to ensure

the super-network convergence. At each iteration, a random path is chosen for training.

After the super-network training is finished, we random sample 2000 candidates from the

search space, and use the super-network weight to initialize these candidates. Since the

validation process takes a very long time due to the sliding window method, we increase

the stride to 48 at all axes to speed up the search stage.

The coarse search stage takes 5 days with 64 NVIDIA V100 GPUs with 16GB memory.

In the fine stage, the super-network training costs 10 hours with 8 GPUs, and the searching

procedure, where 2000 candidates are evaluated on the validation set, takes 1 day with 8

GPUs. The large search cost is mainly because training and evaluating a 3D model itself is

very time-consuming.

Deployment Stage The final network architecture based on the topology searched

in the coarse stage and operations searched in the fine stage is shown in Fig. 2.5. We

keep the training setting same when deploying this network architecture, which means no

inconsistency exists in our method.
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Task Lung Pancreas
Class 1 1 2 Avg
C2FNAS-C-Lung 71.74 80.26 52.51 66.39
C2FNAS-C-Panc 69.05 80.39 53.32 66.86
C2FNAS-F-Panc 69.77 80.37 56.36 68.37

Table 2.3: Comparison with different stages and different proxy datasets on 5-fold cross-validation.

We use the same training setting mentioned in the coarse stage, and the iteration is

40000 and multi-step decay at iterations [16000, 32000]. The model is trained based on the

same settings from scratch for each dataset, except that Prostate dataset has a very small

size on the Z (Axial) axis, and Hippocampus dataset has a very small shape around only 50

for each axis. Therefore we change the patch size to 128× 128× 32 and stride = [16, 16, 4]

for the Prostate, and up-sample all data to shape 96× 96× 96 for Hippocampus.

2.4.2 Segmentation Results

We report our test set results of all 10 tasks from the MSD challenge and compare C2FNAS

with other state-of-the-art methods.

Our test set results are summarized in Table 2.1. We notice that other methods apply

multi-model ensemble to reinforce the performance, e.g. nnU-Net ensembles 5 or 10 models

based on 5-fold cross-validation with one or two models, NVDLMED and CerebriuDIKU

ensemble models trained from different viewpoints. Therefore, besides single-model results,

we also report results with a 5-fold cross-validation model ensemble, which means 5 models

are trained in a 5-fold cross-validation setting, and final test results are fused with results

from these 5 models with a majority voting.

Our model shows superior performance than state-of-the-art methods on most tasks,
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especially the challenging ones, while enjoying a lighter model size compared to most

popular 3D models (see Table 2.2). We also have a higher performance in terms of average

on task/class. It is noticeable that the previous state-of-the-art nnU-Net uses various kinds

of data augmentation and test-time augmentation to boost the performance, while we only

adopt simple data augmentation of rotation and flip, and no test-time augmentation is

applied. Small datasets such as Heart and Hippocampus rely more on augmentation while

a powerful architecture is easy to get over-fitting, which illustrates why our performance

on these datasets does not outperform the competitors. Besides, nnU-Net uses different

networks and hyper-parameters for each task, while we use the same model and hyper-

parameters for all tasks, showing that our model is not only more powerful but also much

more robust and generalizable. Some visualization comparisons are available in Fig. 2.6.

2.5 Ablation Study

2.5.1 Coarse Stage versus Fine Stage

To verify the improvement of this two-stage design, we compare the performance of the

network from coarse stage and the network from fine stage. The “C2FNAS-C-Panc"

indicates the coarse stage network searched on the pancreas dataset, where the topology

is searched and all operations are in a standard 3D manner, while “C2FNAS-F-Panc" is

the fine stage network, where the operation configuration is searched. We compare their

performance on the pancreas and lung datasets with a 5-fold cross-validation. The result

is shown in table 2.3. It is noticeable that the fine stage search not only improves the

performance on the target dataset (pancreas) but also increases the model generality, thus
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NVDLMED nn-UNet C2FNAS-Panc

Pancreas_079: Pancreas: 67.99% Tumour: 70.09%

Colon_087: Colon Cancer: 84.62%

Lung_067: Lung Tumour: 52.73%

Figure 2.6: The visualization comparison between state-of-the-art methods (1st and 2nd teams) and
C2FNAS-Panc on MSD test sets. We visualize one case from each of the three most challenging
tasks: pancreas and pancreas tumours, colon cancer, and lung tumours. Red denotes abnormal
pancreas, colon cancer, and lung tumours respectively, and green denotes pancreas tumours. The
case id and dice score of C2FNAS-Panc are at the bottom.
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obtaining a better performance on other datasets (lung).

2.5.2 Search on Different Datasets

Our model is searched on MSD Pancreas dataset, which contains 282 cases, and it is one

of the largest datasets in MSD challenge. To verify the data number effect on our method,

we also search a model topology on MSD Lung dataset, which contains 64 cases, as an

ablation study. The search method and hyper-parameters are the same as what we use on

the pancreas dataset. The result is summarized in Table 2.3. The “C2FNAS-C-Lung" is the

topology searched on the lung dataset, while “C2FNAS-C-Panc" is the topology searched

on the pancreas dataset. Topology on lung dataset performs better on lung task, while

topology on pancreas dataset performs better on pancreas task. However, it is noticeable

that both topologies show good performance on another dataset, demonstrating that our

method works well even on a smaller dataset and the models are of great generality.

2.5.3 Incorporate Model Scaling as Third Stage

Inspired by EfficientNet [202], we add model scaling into the search space as the third

search stage. In this ablation study, we only study for scaling of filter numbers for simplicity,

but a compound scaling including patch size and cell numbers is feasible. Following [202],

we adopt a grid search for a channel number multiplier ranging from 0.25 to 2.0 with a

step of 0.25. We report the results based on single fold validation set on the pancreas and

lung datasets respectively, which are summarized in Table 2.4. It shows that model scaling

can increase the model capacity and lead to better performance. Nevertheless, scaling

up the model also results in much higher model parameters and FLOPs. Considering the
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Task Lung Pancreas Hippocampus
Class 1 1 2 Avg 1 2 Avg
0.25 72.32 79.24 40.02 59.63 80.29 79.81 80.05
0.50 73.89 80.51 46.34 63.43 80.74 80.84 80.79
0.75 76.15 81.40 47.50 64.45 80.88 81.72 81.30
1.00 74.26 80.74 49.94 65.34 81.82 82.10 81.96
1.25 76.94 81.45 48.03 64.74 82.13 82.24 82.19
1.50 75.37 81.40 48.87 65.14 81.02 81.39 81.21
1.75 75.98 81.85 49.03 65.44 81.52 81.31 81.42
2.00 77.75 82.18 50.61 66.40 82.57 82.34 82.46

Table 2.4: Influence of model scaling, the number in the first column indicates the scale factor
applied to model C2FNAS-Panc. The results are based on single fold of validation set and the final
searched model on pancreas dataset.

large extra computation cost and to keep the model in a moderate size, we do not include

model scaling in our main experiment. Yet we report it in ablation study as a potential and

promising way to reinforce C2FNAS and achieve even higher performance.

2.6 Conclusions

In this chapter, we propose to use coarse-to-fine neural architecture search to automatically

design a transferable 3D segmentation network for 3D medical image segmentation, where

the existing NAS methods cannot work well due to the memory-consuming property in 3D

segmentation. Besides, our method, with the consistent model and hyper-parameters for all

tasks, outperforms MSD champion nnU-Net, a series of well-modified and/or ensembled

2D and 3D U-Net. We do not incorporate any attention module or pyramid module, which

means this is a much more powerful 3D backbone model than current popular network

architectures.
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Chapter 3

CAKES: Channel-wise Automatic
KErnel Shrinking for Efficient 3D
Networks

In this chapter, we keep studying the topics of using Neural Architecture Search to auto-

matically obtain better 3D medical segmentation models. Unlike C2FNAS which focus

more on the searching process, here we focus more on a novel search space tailored for

3D CNN architectures, which not only brings more possibilities during the search process

but also ensure the final model specializes in the 3D learning, especially the segmentation

tasks. Specifically, we consider replacing 3D convolution with its efficient alternative in

a channel-wise manner, which leads to a more fine-grained architecture design and more

promising results.

3.1 Introduction

3D learning has attracted more and more research attention with the recent advance of deep

neural networks. However, 3D convolution layers typically result in expensive computation
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and suffer from convergence problems due to over-fitting issues and the lack of pre-trained

weights [22, 201].

To resolve the redundancy in 3D convolutions, many efforts have been investigated

to design efficient alternatives. For instance, [177] and [210] propose to factorize the 3D

kernel and replace the 3D convolution with Pseudo-3D (P3D) and (2+1)D convolution,

where 2D and 1D convolution layers are applied in a structured manner. [238] suggests

that replacing 3D convolutions with low-cost 2D convolutions at the bottom of the network

significantly improves recognition efficiency.

Despite their effectiveness for spatial-temporal information extraction, there are several

limitations of existing alternatives to 3D convolutions. Firstly, these methods (e.g., P3D) are

specifically tailored to video datasets, where data can be explicitly separated into time and

space. However, for volumetric data such as CT/MRI where all three dimensions should

be treated equally, conventional spatial-temporal operators can lead to biased information

extraction. Moreover, existing operations are still insufficient even for spatial-temporal

data since they may exhibit certain levels of redundancy either along the temporal or the

spatial dimension, as empirically suggested in [238]. Secondly, existing replacements are

manually designed. Consequently, this process can be time-consuming and may lead to

sub-optimal results.

To address these issues, we introduce Channel-wise Automatic KErnel Shrinking

(CAKES), as a general efficient alternative to existing 3D operations. Specifically, the

proposed method simplifies conventional 3D operations by adopting a combination of di-

verse and economic operations (e.g., 1D, 2D convolutions), where these different operators

can extract complementary information to be utilized in the same layer. Our approach is not
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Figure 3.1: CAKES shows better accuracy-cost trade-off on both 3D medical image segmentation
(left) and action recognition (right) tasks.

tailored to any specific type of input (e.g., videos), but can be generalized to different types

of data and backbone architectures to achieve a fine-grained and efficient replacement.

As a proof test, our CAKES with a naive manual setting already exhibits superior

performances compared with existing 3D replacements (Table 3.1 & 3.3). However, the

manual selection of the set of replacing operators as well as their positioning requires

trial-and-error. To further improve the performance and the model efficiency, we introduce

a new search space consisting of computationally-efficient candidate operators, to facilitate

the search for the optimal replacement configuration given a backbone architecture. With

our search space design, the proposed CAKES is feasible to obtain a good architecture in

several GPU days.

The proposed algorithm delivers high-performance and efficient models. As shown in

Fig. 3.1, evaluated on both 3D medical image segmentation and video action recognition

tasks, our method achieves a better accuracy-cost trade-off. Compared with its 3D baseline,

CAKES not only shows superior performance but also effectively reduces the model size

37



(56.80% less on medical and 19.35% less on video) and computational cost (53.76% less

on medical and 19.01% less on video) significantly. The proposed method surpasses their

2D/3D/P3D counterparts significantly.

Our contributions can be summarized into three folds:

(1) We propose a more generic, efficient, and flexible alternative to 3D convolution

by shrinking 3D kernels into heterogeneous yet complementary efficient counterparts at a

fine-grained level.

(2) We automate the replacement configuration for simplifying 3D networks by cus-

tomizing a search space based on CAKES and combining it with neural architecture search.

(3) By applying CAKES to different 3D models, we achieve comparable results to

state-of-the-art while being much more efficient on both volumetric medical data and

temporal-spatial video data.

3.2 Related Work

3.2.1 Efficient 3D Convolutional Neural Networks

Despite the great advances of 3D CNNs [22, 52, 208, 278], existing 3D networks usually

require a heavy computational budget. Besides, 3D CNNs also suffer from unstable training

due to a lack of pre-trained weights [22, 145, 201]. These facts have motivated researchers

to find efficient alternatives to 3D convolutions. For example, it is suggested in [158, 209]

apply group convolution [118] and depth-wise convolution [47] to 3D networks to obtain

resource-efficient models. Another type of approach suggests replacing each 3D convolution

layer with a structured combination of 2D and 1D convolution layers to achieve better
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performance while being more efficient. For instance, [177] and [210] propose to use a 2D

spatial convolution layer followed by a 1D temporal convolution layer to replace a standard

3D convolution layer. Besides, [238] demonstrates that 3D convolutions are not needed

everywhere and some of them can be replaced by 2D counterparts. Similar attempts also

occur in the medical imaging area [146]. For example, [78] tries to replace consecutive 3D

convolution layers through consecutive 2D convolution layers followed by a 1D convolution

layer.

Our method differs from these methods by the following folds: (1) Instead of applying

homogeneous operations to all channels, CAKES allows assigning complementary hetero-

geneous operations at channel-wise, which leads to a more flexible design and a potentially

better trade-off between accuracy and efficiency [203]; and (2) We enable the automatic

optimization of the replacement configuration instead of manual design through a new

search space.

3.2.2 Neural Architecture Search

Neural Architecture Search (NAS) aims at automatically discovering better network ar-

chitectures than human-designed ones. It has been proved successful not only for 2D

natural image recognition [290, 250], but also for other tasks such as segmentation [139]

and detection [75]. Besides the success on natural images, there are also some trials on

other data formats such as videos [186] and 3D medical images [259, 285]. Earlier NAS

algorithms are based on either reinforcement learning [9, 290, 291] or evolutionary algo-

rithm [181, 236]. However, these methods often require training each network candidate

from scratch, therefore the intensive computational costs hamper its usage, especially with
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a limited computational budget. Since [171] first proposed parameter sharing scheme, more

and more search methods such as differentiable NAS approaches [38, 141, 243, 62] and

one-shot NAS approaches [16, 82, 197, 130] began to investigate how to effectively reduce

the search cost to several GPU days or even several GPU hours.

Moreover, [79, 161] successfully connect network pruning with NAS and design more

efficient search methods. Some methods [203, 161, 197] also incorporate kernel size into

the search space. Nevertheless, most of them only consider simple cases with choices among

3× 3, 5× 5, etc., while we consider much more diverse and general kernel deployment

across different channels in 3D settings.

3.3 Method

3.3.1 Revisit Variants of 3D Convolution

We first revisit 3D convolutions and existing alternatives. Without loss of generality, let X

of size Ci × Di × Hi ×Wi denotes the input tensor, where Ci stands for the input channel

number, and Di, Hi, Wi represent the spatial depth (or temporal length), the spatial height,

and the spatial width, respectively. The weights of the corresponding 3D kernel are denoted

as WCo×Ci×kd×kh×kw , where Co is the output channel number and kd × kh × kw denote the

kernel size. For simplicity, we consider each output channel individually in the formulation.

Therefore, the output tensor Y of shape Co × Do × Ho ×Wo can be derived as following:

YDo×Ho×Wo
c = XCi×Di×Hi×Wi ⊕ WCi×kd×kh×kw

c , (3.1)

where ⊕ denotes convolution, c is the output channel index, i.e., 1 ≤ c ≤ Co.
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The computation overhead of 3D convolutions can be significantly heavier than their 2D

counterparts. Consequently, the expensive computation and over-parameterization induced

by 3D deep networks impede the scalability of network capacity. Recently, there are many

works seeking to alleviate the high demand of 3D convolutions. One common strategy is

to decouple the spatial and temporal components [177, 210]. The underlying assumption

here is that the spatial and temporal kernels are orthogonal to each other, and therefore can

effectively extract complementary information from different dimensions. Another option

is to discard 3D convolutions and simply use 2D operations instead [238]. Mathematically

speaking, these replacements can be written as:

WCi×kd×kh×kw
c ← {WCi×1×kh×kw

c , WCi×kd×1×1
c } (3.2)

WCi×kd×kh×kw
c ← {WCi×1×kh×kw

c }, (3.3)

where ← indicates the replacement operation. Similar ideas also occur in 3D medical

image analysis, where the images are volumetric data. For instance, it is shown in [145]

that using 2D convolutions in the encoder and replacing 3D convolutions with Pseudo-3D

(P3D) operations in the decoder not only largely reduce the computation overhead but also

improves the performance over the traditional 3D networks.

Though these methods have furthered the model efficiency compared with standard 3D

convolutions, there are several limitations yet to be tackled. On the one hand, as shown in

Eqn. (3.2), decomposing the kernels into orthogonal 2D and 1D components is designed

for a specific data type (i.e., spatial-temporal), which may not well generalize to other types

such as volumetric data. On the other hand, directly replacing 3D kernels with 2D operators
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(Eqn. (3.3)) cannot effectively capture information along the third dimension.

To address these issues, we propose Channel-wise Automatic KErnel Shrinking (CAKES),

as a general alternative to 3D convolutions. The core idea is to shrink standard 3D kernels

into a set of cheaper 1D, 2D, and 3D components. To ensure the flexibility of our design

and avoid the tricky manual configuration, we further make the shrinkage channel-specific,

thus heterogeneous kernels can extract complementary information as a 3D kernel does.

We additionally introduce a brand-new search space so that the replacement configuration

can be optimized automatically.

3.3.2 Kernel Shrinking as Path-level Selection

Let’s consider the case for a single output channel, and abbreviate WCi×kd×kh×kw
c to

Wkd×kh×kw
c for simplicity. We aim to find the optimal sub-kernel Wk

′
d×k

′
h×k

′
w

c (1 ≤ k
′
d ≤

kd,1 ≤ k
′
h ≤ kh,1 ≤ k

′
w ≤ kw) as the substitute for 3D kernel Wkd×kh×kw

c . Therefore, the

original 3D kernels can be effectively reduced to smaller sub-kernels, leading to a more

efficient model.

As shown in Fig. 3.2(a), even only considering different kernel sizes, there are kd ×

kh × kw sub-kernel options for a 3D kernel, which makes it impractical to find the optimal

sub-kernel via manual designs. Therefore, we provide a new perspective—to formulate

this problem as path-level selection [141], i.e., to encode sub-kernels into a multi-path

super-network and select the optimal path among them (Fig. 3.2(c)). Then this problem can

be solved in a differentiable manner.
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Figure 3.2: (a) Various sub-kernels of the same 3D kernel. (b) Representation of 3D kernel as a
weighted summation of sub-kernels. (c) Path-level selection.

We first represent a general replacement to 3D kernel as follows (Fig. 3.2(b)):

Wkd×kh×kw
c ← {αiW

ki
d×ki

h×ki
w

c }i, (3.4)

where αi is the weight of i-th sub-kernel Wki
d×ki

h×ki
w

c , 1 ≤ ki
d ≤ kd, 1 ≤ ki

h ≤ kh,

1 ≤ ki
w ≤ kw. With this formulation, the problem of finding the optimal sub-kernel of

Wkd×kh×kw
c can be approximated as finding the optimal setting of {αi} and then keeping

the sub-kernel with maximum αi. Due to the linearity of convolution, Eqn. (3.1) can then

be derived as below:

X⊕Wkd×kh×kw
c ←∑

i
αi(X⊕Wki

d×ki
h×ki

w
c ). (3.5)
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Figure 3.3: An illustrative example of comparison between different types of convolution in a
residual block [92]. (a) 2D Convolution. (b) 3D Convolution. (c) P3D Convolution. (d) the proposed
CAKES. In our case, starting from a 3D convolution, the 3D operation at each channel is replaced
with an efficient sub-kernel.

To solve for the path weights {αi}, we reformulate Eqn. (3.5) as an over-parameterized

multi-path super-network, where each candidate path consists of a sub-kernel (Fig. 3.2(c)).

By relaxing the selection space, i.e., relaxing the conditions on α to be continuous, Eqn. (3.5)

can be then formulated as a differential NAS problem and optimized via gradient de-

scent [141].

3.3.3 Channel-wise Shrinkage

While previous replacements [145, 177, 210] consist of homogeneous operations in the

same layer, we argue that a more efficient replacement requires customized operations at

each channel. As shown in Fig. 3.3, kernel shrinking in a channel-wise fashion can generate

heterogeneous operations which extract diverse and complementary information within the
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same layer, and thereby yields a fine-grained and more efficient replacement (Fig. 3.3(d))

than prior methods which use layer-wise replacements (Fig. 3.3(a) & (b) & (c)).

Contrary to previous layer-wise replacement, our core idea is to replace 3D kernel at

each channel individually, thus the target is to find the optimal sub-kernel W
kc

d×kc
h×kc

w
c as

the substitute for the c-th output channel 3D kernel Wkd×kh×kw
c :

Wkd×kh×kw
c ← {Wkc

d×kc
h×kc

w
c }, (3.6)

where the optimal size of the sub-kernel (kc
d × kc

h × kc
w) is subjected to 1 ≤ kc

d ≤ kd,

1 ≤ kc
h ≤ kh, 1 ≤ kc

w ≤ kw. Hence the computation incurred by Eqn. (3.1) can be largely

reduced by our replacement as above.

With our channel-wise replacement design, the original 3D kernels are substituted by a

series of diverse and cheaper operations at different channels as follows (recall that Co is

the output channel number):

W← {Wk1
d×k1

h×k1
w

1 , Wk2
d×k2

h×k2
w

2 , . . . , WkCo
d ×kCo

h ×kCo
w

Co
}. (3.7)

Benefited from channel-wise shrinkage, our method provides a more general and flexible

design for replacing 3D convolution than previous approaches (Eqn. (3.2) and Eqn. (3.3)),

where it can also be easily reduced to arbitrary alternatives (e.g., 2D, P3D) by integrating

these operations into the set of candidate sub-kernels. An illustration example can be found

in Fig 3.3.

3.3.4 Search for an Efficient Replacement

As aforementioned, given the tremendous feasible choices, it is impractical to manually

find the optimal replacement for a 3D kernel through a trial-and-error process. Especially, it
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becomes even more intractable as the replacement procedure is conducted in a channel-wise

manner. Therefore, we propose a new search space for efficient 3D networks and automate

the process of learning an efficient replacement to fully exploit the redundancies in 3D

convolution operations. By formulating kernel shrinkage as a path-level selection problem,

we first construct a super-network where every candidate sub-kernel is encapsulated into a

separate trainable branch (Fig. 3.2(c)) at each channel. Once the path weights are learned

in a differentiable manner, the optimal path (sub-kernel) can be determined.

Search Space A well-designed search space is crucial for NAS algorithms [244].

Here we aim to answer the following questions: Should the 3D convolution kernel be kept

or replaced per channel? If replaced, which operation should be deployed instead?

To address these questions, for each channel, we define a set S, which contains all

candidates of sub-kernels (replacement) given a 3D kernel Wkd×kh×kw :

S = {Wkd1
×kh1

×kw1 , Wkd2×kh2×kw2 , . . . , Wkdn×khn×kwn }

Wkc
d×kc

h×kc
w

c = Choose(S).
(3.8)

As the original 3D convolution kernel can be considered a sub-kernel of itself, i.e.,

Wkd×kh×kw ∈ S, it can be kept in the final configuration. The final optimal operation

Wc is chosen among S.

Another critical problem for NAS is how to reduce search cost. To make the search cost

affordable, we adopt a differentiable NAS paradigm where the model structure is discovered

in a single-pass super-network training. Drawing inspirations from previous NAS methods,

we directly use the scaling parameters in the normalization layers as the path weights α

of the multi-path super-network (Eqn. (3.5)) [79, 161]. And our goal is then equivalent to

finding the optimal sub-network architecture based on the learned path weights. To achieve
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this goal, we introduce two different search manners which aim at either maximizing the

performance or optimizing the computation cost of the sub-network as a search priority,

named as performance-priority and cost-priority search, respectively.

Performance-Priority Search The search aims to maximize the performance by find-

ing the optimal sub-kernels given the backbone architecture. During the search procedure,

following [14, 16], we randomly pick an operation for each channel at each iteration. This

not only allows for memory saving by activating and updating one path per iteration but

also propels the weights of the paths in the super-network training to be decoupled. After

the super-network is trained, the operation with the largest path weight will be picked as

the final choice for the given output channel:

Wkd×kh×kw
c ← {Wkdi∗

×khi∗
×kwi∗ },

where i∗ = argmaxi∈{1···n}(αi).

(3.9)

Cost-Priority Search Performance-priority may neglect the possible negative effects

on the computation cost. In order to obtain more compact models, we also introduce a

“cost-priority" search method. Inspired by [161], we search the model in a pruning manner

with a penalty on expensive operations. The outputs of each sub-kernels are concatenated

and aggregated by the following 1× 1× 1 convolution. To make the searched architecture

more compact, we introduce a “cost-aware" penalty term—A lasso term on α which is used

as the penalty loss to push many path weights to near-zero values. Therefore, the total

training loss L can be written as:

L = E+ λ ∑
i

βi|αi|, (3.10)
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where βi is a “cost-aware" term to balance the penalty term, which is proportional to the

parameters or FLOPs cost of the sub-kernel. In Table 3.1, we also empirically show that

this term can lead to a more efficient architecture. The introduction of βi aims at giving

more penalty to “expensive" operations and leading to a more efficient replacement. λ is the

coefficient of the penalty term, and E is the conventional training loss (e.g., cross-entropy

loss combined with the regularization term such as weight decay).

3.4 Experiments

3.4.1 3D Medical Image Segmentation

Dataset We evaluate the proposed method on two public datasets: 1) Pancreas Tumours

dataset from the Medical Segmentation Decathlon Challenge (MSD) [195], which contains

282 cases with both pancreatic tumours and normal pancreas annotations; and 2) NIH

Pancreas Segmentation dataset [184], consisting of 82 abdominal CT volumes. For the

MSD dataset, we use 226 cases for training and evaluate the segmentation performance

on the rest 56 cases. The resolution along the axial axis of this dataset is extremely low

and the number of slices can be as small as 37. For data preprocessing, all images are

resampled to an isotropic 1.0 mm3 resolution. For the NIH dataset, the resolution of

each scan is 512× 512× L, where L ∈ [181, 466] is the number of slices along the axial

axis and the voxel spacing ranges from 0.5 mm to 1.0 mm. We test the model in a 4-fold

cross-validation manner following previous methods [279, 280].

Implementation Details For all experiments, C2FNAS [259] is used as the backbone

architecture. When replacing the operations, we keep the stem (the first two and the last
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Methods Params (M) FLOPs (G) Pancreas DSC
(%)

Tumor DSC
(%)

Average DSC
(%)

2D 11.29 97.77 79.16 43.02 61.09
3D 22.50 188.48 80.34 47.57 63.96
P3D 13.16 112.88 80.36 45.27 62.82

CAKESM
1D 7.56 67.53 79.77 42.73 61.25

CAKESM
2D 11.29 97.77 80.09 46.17 63.13

CAKESM
1,2,3D 11.41 99.17 79.82 45.27 62.55

CAKESP
1D 7.56 67.53 80.32 45.57 62.95

CAKESP
2D 11.29 97.77 80.05 48.51 64.28

CAKESP
1,2,3D 11.26 99.68 80.12 48.72 64.42

CAKESC
1,2,3D 9.72 87.16 80.34 47.95 64.15

Table 3.1: Comparison among different operations and configurations. The subscripts of 1D, 2D,
and 3D indicate the dimensions of the operations being used. The superscripts of “M", “P", “C"
represent “Manual", “Performance-Priority", and “Cost-Priority" respectively.

two convolution layers) the same. For 3D medical images, for simplicity, we choose a set

of most representative sub-kernels as S. The operations set contains conv1D (1× 1× 3,

1× 3× 1, 3× 1× 1), conv2D (1× 3× 3, 3× 1× 3, 3× 3× 1) from different directions,

and conv3D (3× 3× 3). For every 3D kernel at each output channel, a sub-kernel from S

will be chosen as the replacement. For manual settings, we assign all candidate operations

uniformly across the output channels. For NAS settings, we include both “performance-

priority” and “cost-priority” search for performance comparison.

Training stage For the MSD dataset, we use random crop with patch size of 96×

96 × 96, random rotation (0◦, 90◦, 180◦, and 270◦) and flip in all three axes as data

augmentation. The batch size is 8 with 4 GPUs. We use SGD optimizer with a learning rate

starting from 0.01 with polynomial decay of power of 0.9, momentum of 0.9, and weight

decay of 0.00004. The training lasts for 40k iters. The loss function is the summation of dice

loss [162] and cross-entropy loss. For NIH dataset, the patch size is set as 96× 96× 64,

following the settings in [285]. The found architecture will be trained from scratch to
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Method Params Average DSC Max DSC Min DSC

Coarse-to-fine [279] 268.56M 82.37% 90.85% 62.43%
RSTN [257] 268.56M 84.50% 91.02% 62.81%
C2F ResDSN [286] 20.06M 84.59% 91.45% 69.62%
V-NAS [285] 29.74M 85.15% 91.18% 70.37%

CAKESC
1,2,3D 9.27M 84.85% 91.61% 59.32%

CAKESP
1,2,3D 11.26M 85.28% 91.98% 72.78%

Table 3.2: Comparison with prior arts on the NIH dataset.

ensure a fair comparison. Both the super-network and the found architecture are trained

under the same settings as aforementioned. For the search stage with “cost-priority" setting,

a lasso term with coefficient λ = 1.0× 10−4 is applied to the path weights. And it is

further re-weighted by β = { 9
13 , 3

13 , 1
13} for 3D, 2D, 1D operations respectively, which is

their ratio of the parameters. After the training process, the operation with the largest α is

chosen as the final replacement for 3D operation for each channel.

Testing stage We test the network in a sliding-window manner, where the patch size is

96× 96× 96 and stride is 32× 32× 32 for the MSD dataset and patch size is 96× 96× 64

and stride is 20× 20× 20 for NIH dataset. The result is measured with Dice-Sørensen

coefficient (DSC) metric, which is formulated as DSC (Y,Z) = 2×|Y∩Z|
|Y|+|Z| , where Y and Z

denote the prediction and ground-truth voxels set for a foreground class. The DSC has a

range of [0, 1] with 1 implying a perfect prediction.

Manual Settings vs. Auto Settings As observed from Table 3.1, even under manual

settings, CAKES is already much more efficient with slightly inferior performance (e.g.,

from 3D to manual CAKESM
2D, parameters drop from 22.50M to 11.29M, and FLOPs

drop from 188.48G to 97.77G, with performance gap of < 1.0%). Besides, CAKESM
2D

outperforms its counterpart with standard convolution 2D layers by more than 2.0% with
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the same model size, which indicates the benefits of our design. In addition, with the

proposed search space and method, CAKES can further reduce the performance gap and

even surpasses the original 3D model with much fewer parameters and computations, e.g.,

model size is reduced from 22.50M (3D) to 11.26M (CAKESP
1,2,3D), and FLOPs drop

from 188.48G (3D) to 99.68G (CAKESP
1,2,3D), with a performance improvement of 0.46%.

Compared with P3D, CAKESP
1,2,3D also yields superior performance (+1.60%) with a

more compact model (11.26M vs. 13.16M), which further indicates the effectiveness of the

proposed method.

Influence of the Search Space From Table 3.1, we can see that using different search

spaces, CAKES consistently outperforms its counterparts with standard 1D/2D/3D convo-

lutions. Out of different search spaces, we find that CAKESP
1D (7.56M params and 67.53G

FLOPs) offers the most efficient model with comparable performance, while CAKESP
2D

(11.29M params and 97.77G FLOPs) can already surpass the 3D baseline (22.50M params

and 188.48G FLOPs) with half parameters and computation cost. After we enlarge the

search space, CAKESP/C
1,2,3D obtains a configuration with even higher performance/efficiency

(last 2 rows of Table 3.1).

Generalization to different backbone architectures We also test our method on

different backbone architectures. Applying CAKESC
1,2,3D to another strong model 3D

ResDSN [286, 134], our method consistently leads to a more efficient model with much

fewer parameters (10.03M to 4.63M) and FLOPs (192.07G to 98.12G) with comparable

performance (61.96% to 61.65%).

NIH Results We compare CAKES with state-of-the-art methods in Table 3.2, where

it can be observed that the proposed method leads to a much more compact model size
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Model Params (M) FLOPs (G) top1 top5

C2D 23.9 33.0 17.2 43.1
P3D 27.6 37.9 44.8 74.6
C3D 46.5 62.6 46.8 75.3

CAKESM
1,2D 20.1 28.0 46.2 75.2

CAKESM
2,3D 35.2 47.7 46.8 76.0

CAKESP
1,2D 20.9 29.1 47.1 75.9

CAKESP
2,3D 37.5 50.7 47.4 76.1

CAKESP
1,2,3D 33.5 43.9 47.2 75.7

CAKESC
1,2D 20.5 29.3 46.8 76.0

CAKESC
2,3D 35.7 41.4 46.9 75.6

CAKESC
1,2,3D 35.0 38.7 46.9 75.5

Table 3.3: Comparison among operations and configurations for ResNet50 backbone in terms of
parameter number, computation amount (FLOPs), and performance on Something-Something V1
dataset.

compared to other models. For instance, our model size is more than 25× smaller than

that of [279] and [257]. It is well worth noting that our model performed in a single-

stage fashion already outperforms many state-of-the-art methods conducted in a two-stage

coarse-to-fine manner [279, 257, 286] on the NIH pancreas dataset with much fewer model

parameters and FLOPS. It is also noteworthy to mention that the applied architecture is

searched from another dataset (MSD), where images are collected under different protocols

and have different resolutions. This result indicates the generalization of our searched

model. By directly applying the architecture searched on the MSD dataset, our method also

outperforms [285] which was directly searched on the NIH dataset with less than half the

model size.

3.4.2 Action Recognition in Videos

Dataset Something-Something V1 [81] is a large-scale action recognition dataset that

requires comprehensive temporal modeling. There are about 110k videos for 174 classes
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Method Backbone Architecture #Frame FLOPs #Param. top1 top5

TSN [221] ResNet-50 8 33G 24.3M 19.7 46.6
TRN-2stream [276] BNInception 8+8 - 36.6M 42.0 -

ECO [289] BNIncep+3D Res18 8 32G 47.5M 39.6 -
ECO [289] BNIncep+3D Res18 16 64G 47.5M 41.4 -

ECOEn Lite [289] BNIncep+3D Res18 92 267G 150M 46.4 -

I3D [22] 3D ResNet-50 32×2clip 153G×2 28.0M 41.6 72.2
NL I3D [225] 3D ResNet-50 32×2clip 168G×2 35.3M 44.4 76.0

NL I3D+GCN [226] 3D ResNet-50+GCN 32×2clip 303G×2 62.2M 46.1 76.8

TSM [136] ResNet-50 8 33G 24.3M 45.6 74.2
TSM [136] ResNet-50 16 65G 24.3M 47.2 77.1

S3D [238] BNInception 64 66.38G - 47.3 78.1
S3D-G [238] BNInception 64 71.38G - 48.2 78.7

CAKESC
1,2D ResNet-50 8 29.3G 20.5M 46.8 76.0

CAKESP
2,3D ResNet-50 8 50.7G 37.5M 47.4 76.1

CAKESP
1,2,3D ResNet-50 8 43.9G 33.5M 47.2 75.7

CAKESC
1,2D ResNet-50 16 58.6G 20.5M 48.0 78.0

CAKESP
2,3D ResNet-50 16 101.4G 37.5M 48.6 78.6

CAKESP
1,2,3D ResNet-50 16 87.8G 33.5M 49.4 78.4

Table 3.4: Comparing CAKES against other methods on Something-Something V1 dataset. We
mainly consider the methods that adopt convolutions in a fully-connected manner and only take
RGB as input for a fair comparison.

with diverse objects, backgrounds, and viewpoints.

Implementation Details We adopt ResNet50 [92] with pre-trained weight on Ima-

geNet [118] as our backbone. The 3D convolution weights are initialized by repeating the

2D kernel by 3 times along the temporal dimension following [22], while 1D convolution

weights are initialized by averaging the 2D kernel on spatial dimensions and then repeat by

3 times along the temporal axis. For the temporal dimension, we use the sparse sampling

method as in [221]. For spatial dimension, the short side of the input frames is resized to

256 and then cropped to 224× 224.

Training Stage We use random cropping and flipping as data augmentation. We train
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the network with a batch size of 96 on 8 GPUs with SGD optimizer. The learning rate starts

from 0.04 for the first 50 epochs and decays by a factor of 10 for every 10 epochs afterwards.

The total training epochs are 70. We also set the dropout ratio to 0.3 following [226]. The

training settings remain the same for both final network and search stage, except that when

searching with “performance-priority" we double the training epochs to ensure convergence,

and with “cost-priority", we use a lasso term with λ = 1.0× 10−4 and β = { 9
13 , 3

13 , 1
13}

for 3D, 2D, 1D operations respectively.

Testing Stage we sample the middle frame in each segment and perform a center

crop for each frame. We report the results of single crop, unless otherwise specified.

Ablation Study We study the impacts of both different operation sets and manual/auto

configurations. The results are summarized in Table 3.3. Considering the spatial-temporal

property of video data, we study the following different operations set: (1) Spatial 2D

convolution and temporal 1D convolution; (2) Spatial 2D convolution and 3D convolution;

(3) Spatial 2D, temporal 1D, and 3D convolutions.

Operation Set with 1D & 2D Sub-kernels As shown in Table 3.3, CAKESC
1,2D

surpass the 2D baseline by a large margin (+29.6%) , while the model size reduces by

14.23%. This suggests that TSN [221] may lack the ability to capture temporal information,

therefore replacing some of the 2D operations to temporal 1D operations can significantly

increase the performance and reduce the model size. Besides, it also surpasses P3D, where

each 2D convolution is followed by a temporal 1D convolution, with a significant advantage

on both performance (+2.0%) and model cost (25.72% fewer params and 53.19% fewer

FLOPs), indicating CAKES makes better use of redundancies in the networks than P3D.

Therefore, CAKES using an operation set containing 1D and 2D sub-kernels can be an
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ideal design when looking for efficient video understanding networks.

Operation Set with 2D & 3D Sub-kernels We aim to see how CAKES balances the

trade-off between performance and model cost. From Table 3.3, CAKESC
2,3D yields a much

more compact model (-23.23%/33.87% params/FLOPs) with comparable performance to

C3D. Under “performance-priority" setting, CAKESP
2,3D searches a slightly larger model,

yet its performance boosts significantly to 47.4%.

Operation Set with 1D & 2D & 3D Sub-kernels When compared to CAKESC
2,3D,

CAKESC
1,2,3D shows a similar performance with much fewer FLOPs (38.7G vs. 41.4G).

Besides, under the “performance-priority” setting, CAKESP
1,2,3D produces a comparable

performance to CAKESP
2,3D with less computation cost (43.9G vs. 50.7G). This result

indicates that with a more general search space (e.g., 1D, 2D, and 3D), the proposed

CAKES can find more flexible designs, which leads to better performance/efficiency.

Results A comparison with other state-of-the-art methods is shown in Table 3.4.

We report the model performance under both 8-frame and 16-frame settings. Compared

with other state-of-the-art methods, CAKESP
2D,3D sampling only 8 frames can already

outperform most current methods. With smaller parameters and FLOPs, CAKESP
2D,3D

surpasses those complex models such as non-local networks [225] with graph convolu-

tion [226]. Comparing CAKESC
1,2D to other efficient video understanding frameworks

such as ECO [289] and TSM [136], our model is not only more light-weight (58.6G vs.

64G/65G), but also delivers better performance (48.0% vs. 41.4%/47.2%). And our best

model CAKESP
1,2,3D achieves a new state-of-the-art performance of 49.4% top-1 accuracy

with moderate model size. An interesting finding is that although CAKESP
1,2,3D shows
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similar performances to CAKESP
2,3D with 8-frame inputs, it achieves a much higher accu-

racy when it comes to the 16-frame scenario, which demonstrates that with a more general

search space, CAKESP
1,2,3D shows stronger transferability than other counterparts.

Cost-Priority Architecture We plot the found architecture on both medical data

(CAKESC
1,2,3D) and video data (CAKESC

2,3D) respectively in Fig 3.4. For the architecture

searched on Something-Something dataset, we note that the algorithm prefers efficient

2D operations at the bottom of the network, and favors 3D operation at the top of the net-

work. This implies that the search algorithm successfully finds that temporal information

extracted from high-level features is more useful, which coincides with the observation

in [238]. For the architecture found on the MSD dataset, we calculated the number of

operations computed on all three data dimensions, and the numbers are (1285, 1260, 1314).

This suggests that the searched model, unlike the searched network for videos, tends to

treat each dimension equally, which aligns with the property of volumetric medical data.

In addition, the number of 1D, 2D, 3D operations are 1378, 1065, and 117 respectively,

indicating that the efficient 1D/2D operations are more preferred.

Performance-Priority Architecture As shown in Fig. 3.5, for CAKESP
1,2,3D, the

pure temporal sub-kernel (3× 1× 1) is rarely chosen at the top of the network, while it

plays a more important role as the network goes deeper. This observation agrees with our

previous finding: temporal information extracted from high-level features is more useful.

For CAKESP
1,2,3D on the medical image as shown in Fig. 3.5, we calculate the numbers

of each type of sub-kernels and computation on three axes. The numbers of 1D, 2D, and

3D sub-kernel are 1135, 1073, 352 and the number of operations computed on all three

data dimensions are 1437, 1433, 1467, which again coincides with our previous finding
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that each dimension plays an equally important role for the symmetric volumetric data.

Compared to cost-priority CAKESC, we notice that performance-priority CAKESP favors

the operation set with more 3D sub-kernels, which can provide a larger model capacity.
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Figure 3.4: The searched architecture of CAKESC on medical data and video data. Each color
represents a type of sub-kernel. The heights of these blocks are proportional to their ratios in the
corresponding convolution layer. The beginning and ending 1× 1× 1 convolutions at each residual
block are not visualized.

3.5 Conclusions

As an important solution to various 3D vision applications, 3D networks still suffer from

over-parameterization and heavy computations. How to design efficient alternatives to 3D

operations remains an open problem. In this chapter, we propose Channel-wise Automatic

KErnel Shrinking (CAKES), where standard 3D convolution kernels are shrunk into efficient

sub-kernels at channel-level, to obtain efficient 3D models. Besides, by formulating kernel

57



1
×
9
6
×
9
6
×
9
6

3
2
×
9
6
×
9
6
×
9
6

3 × 3 × 3 1 × 3 × 3 3 × 1 × 3 3 × 3 × 1 3 × 1 × 1 1 × 3 × 1 1 × 1 × 3

3
2
×
4
8
×
4
8
×
4
8

3
2
×
4
8
×
4
8
×
4
8

32 × 48 × 48 ×48

32 × 48 × 48 ×48

3
2
×
4
8
×
4
8
×
4
8

3
2
×
4
8
×
4
8
×
4
8

3
2
×
4
8
×
4
8
×
4
8

3
2
×
9
6
×
9
6
×
9
6

32 × 48 × 48 ×48

6
4
×
2
4
×
2
4
×
2
4

6
4
×
2
4
×
2
4
×
2
4

64 × 24 × 24 × 24 64 × 24 × 24 × 24

1
2
8
×
1
2
×
1
2
×
1
2

128 × 12 × 12 × 12

2
5
6
×
6
×
6
×
6

2
5
6
×
6
×
6
×
6

1
2
8
×
1
2
×
1
2
×
1
2

1
2
8
×
1
2
×
1
2
×
1
2

7
x7

 c
o

n
v

m
ax

 p
o

o
l

av
g 

p
o

o
l

fc

Figure 3.5: The searched architecture of CAKESP on medical data and video data. Each color
represents a type of sub-kernel. The heights of these blocks are proportional to their ratios in the
corresponding convolution layer. The beginning and ending 1× 1× 1 convolutions at each residual
block are not visualized.

shrinkage as a path-level selection problem, our method can automatically explore the

redundancies in 3D convolutions and optimize the replacement configuration. By applying

on different backbone models, the proposed CAKES significantly outperforms previous

2D/3D/P3D and other state-of-the-art methods on both 3D medical image segmentation

and action recognition from videos.
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Chapter 4

Mask Guided Matting via Progressive
Refinement Network

Starting from this chapter, we switch to natural image segmentation topics, which is more

challenging and usually brings useful insights for 3D segmentation models. We start with

natural image matting, which is a special segmentation task that predicts a transparent

mask with hair-level details. In this chapter, we propose a general mask-guided matting

framework with progressive refinement modules, which does not need users’ input and thus

can fully automatic deals with large-scale images.

4.1 Introduction

Image matting is a fundamental computer vision problem that aims to predict an alpha

matte to precisely cut out an image region. It has many applications in image and video

editing [220, 242, 123]. Most previous matting methods require a well-annotated trimap as

an auxiliary guidance input [220], which explicitly defines the regions of foreground and

background as well as the unknown part for the matting methods to solve. Although such
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annotation makes the problem more tractable, it can be quite burdensome for users and

limits the usefulness of these methods in many non-interactive applications.

Recently, researchers start to study the matting problem in a trimap-free setting. One

direction is to get rid of any external guidance, and hope that the matting model can

capture both semantics and details by end-to-end training on large-scale datasets [268, 176].

Nevertheless, these methods are faced with the generalization challenge due to the lack

of semantic guidance when tested on complex real-world images. Another line of works

investigates alternatives to the trimap guidance, easing the requirement for human input

[142, 188, 98, 84]. For example, [98, 84] proposed techniques for automatic trimap

generation, while [188] takes background images instead as extra inputs. However, these

methods often require a very specific type of guidance they are trained with and thus

become less appealing when the guidance inputs may have varied characteristics or forms.

In this work, we introduce a Mask Guided (MG) Matting method which takes a general

coarse mask as guidance. MG Matting is very robust to the guidance input and can obtain

high-quality matting results using various types of mask guidance such as a trimap, a rough

binary segmentation mask or a low-quality soft alpha matte. To achieve such robustness

to guidance input, we propose a Progressive Refinement Network (PRN) module, which

learns to provide self-guidance to progressively refine the uncertain matting regions through

the decoding process. To further enhance the robustness of our method to external guidance,

we also develop a series of guidance mask perturbation operations including random

binarization, random morphological operations, and also a stronger perturbation CutMask

to simulate diverse guidance inputs during training.
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Input MG (ours) CA [97] GCA [131] BSHM [142] PhotoShop

Figure 4.1: A visual comparison of MG and other matting methods including the commercial
matting method in PhotoShop. The guidance input (see Sec. 4.5 for details.) is located at the
bottom-left of each image. Note that BSHM [142] has an internal segmentation prediction network
and thus does not take the external mask. Best viewed zoomed in.

In addition to alpha matting prediction, we also revisit the foreground color prediction

problem for matting. Without accurately recovering the foreground color in the transparent

region, the composited image will suffer from the fringing issue. We note that the fore-

ground color labels in the widely-used dataset [242] are suboptimal for model training

due to the labeling noise and limited diversity. As a simple yet effective solution, we

propose Random Alpha Blending (RAB) to generate synthetic training data from random

alpha mattes and images. We show that such a simple method can improve foreground

color prediction accuracy without requiring additional manual annotations. As a result,

combined with the proposed PRN, MG Matting is able to generate more visually plausible

composition results.

Our contributions can be summarized as follows:

• We propose Mask Guided Matting, a general matting framework working with

guidance masks in various qualities and even forms, and achieve a new state-of-the-

art performance evaluated on both synthetic and real-world datasets.
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• We introduce Progressive Refinement Network (PRN) along with a guidance pertur-

bation training pipeline as a solution to learning a robust matting model.

• We study the problem of foreground color prediction for matting and propose a

simple improvement using random alpha blending.

In addition, we collect and release a high-quality matting benchmark dataset of real images

to evaluate the real-world performance of matting models.

4.2 Related Work

Trimap-based Image Matting A majority of matting methods require a trimap as addi-

tional input, which divides an image into foreground, background, and unknown regions.

Traditional methods are often sampling-based or propagation-based. Sampling-based

ones [73, 51, 90, 190, 219] estimate foreground/background color statistics through sam-

pling pixels in the definite foreground/background regions to solve the alpha matte in the

unknown region. The propagation-based methods [36, 121, 123, 124, 199, 91], also known

as affinity-based methods, estimate alpha mattes by propagating the alpha value from the

foreground and background pixels to the unknown area.

Recently, deep learning approaches have been proven successful in many areas, in-

cluding classification [92, 202, 132, 130], detection [89, 7, 8], and segmentation [28, 260].

It also has achieved great success in image matting. [242] created a matting dataset with

annotated mattes composited to various background images, and trained a deep network on

it. Later, [160] introduced a generative adversarial framework to improve the results. [204]

proposed to combine the sampling-based method and deep learning. [156] introduced a
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new index-guided upsampling and unpooling operations to better keep details in the predic-

tions. [97] proposed a two-encoder two-decoder architecture to simultaneously estimate

foreground and alpha. [131] further boosts the performance with a contextual attention

module.

Trimap-free Image Matting It is noticeable that there are also some trials [3, 192] to

get rid of the trimap to predict alpha matte. [268] proposed a framework consisting of a

segmentation network and a fusion network, where the input is only a single RGB image.

Later, [142] introduced a trimap-free framework consisting of a mask prediction network,

quality unification network, and matting refinement network for human portrait matting. The

trimap-free matting performance is further boosted with attention module [176]. However,

these trimap-free methods still have some gaps to trimap-based ones in terms of performance.

Another direction is to use alternative guidance to trimap. [188] introduced a framework

taking background images along with other potential priors (e.g., segmentation mask,

motion cue) as additional inputs. It shows great potential and can obtain comparable

performance to state-of-the-art trimap-based methods.

Foreground Color Decontamination Many conventional matting methods [73, 123]

proposed to predict both alpha matte and foreground color for extracting foreground objects.

However, it is only very recently [97] incorporated foreground prediction into the deep

learning framework. Later, [188] also predicts foreground color to reduce artifacts for a

better composition result. Nevertheless, these methods mainly add a foreground decoder

and directly learn from color label in [242], which only provides limited training samples

and, more seriously, the color labels can be inaccurate and noisy(see Fig. 4.3). [69] proposes

to use [123] to obtain a smoother color label.
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Figure 4.2: The proposed PRN. The network predicts alpha matte at multiple resolutions, while
the one at lower resolution provides guidance about the uncertain regions to be refined in the next
prediction.

Our method differs from the algorithms mentioned above in the following folds: 1) Our

model works in a more general setting where only an easy-to-obtain coarse mask, no matter

user-defined or model-predicted, is needed as guidance. It could handle different qualities

and even various types of guidance as input. Thus it could be used as either trimap-based or

trimap-free model depending on what guidance is available. Our model could also leverage

stronger guidance to achieve even finer details. 2) Our methods could also predict the

foreground color. Unlike [97], where the foreground prediction is directly learned from

the color label, we note that the limited training data and inaccurate human label result in

undesired results, especially in the boundary regions. Instead, we propose to use Random

Alpha Blending to avoid the bias in the label, which not only introduces more diverse

training samples but also avoid the inaccurate color label locating in boundary regions.
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4.3 MG Matting

The problem of image matting can be formulated as:

I = αF + (1− α)B, α ∈ [0, 1], (4.1)

where I, F, B, and α refer to the image color, foreground color, background color, and

alpha matte respectively. As only I is observed, this is a very ill-posed problem. To solve

the matting problem, most methods require a trimap input, which labels the foreground

region (i.e. α = 1), the background region (i.e. α = 0), and the unknown part. In practice,

the trimap input can contain various levels of noise and errors, making the matting results

inconsistent.

We relax the strong assumption of the trimap by proposing a Mask Guided Matting

method. The mask guidance, such as a predicted segmentation mask or a rough manual

selection, only provides a coarse spatial prior of the foreground region. Therefore, our MG

Matting method needs a more high-level semantic understanding of the input mask, so

that it can detect the foreground/background region and the soft transparent part robustly.

Meanwhile, our model has to capture image low-level patterns such as edge and texture

to produce fine details of the target matte. Coordinating the high-level and the low-level

feature learning is the key to the design of our MG Matting method.

To this end, we introduce Progressive Refinement Network (PRN), which provides

a coarse-to-fine self-guidance to progressively refine the uncertain regions during the

decoding process. In the following, we present the details of PRN, the training formulation,

and some data augmentation techniques to enhance the robustness of our model.
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4.3.1 Progressive Refinement Network

An overview of the PRN is shown in Fig. 4.2. The structure of our PRN follows the popular

encoder-decoder network with skip connections. Our network takes an image and a coarse

mask as input and outputs a matte. During the decoding process, PRN has a side matting

output at each feature level. The side outputs with deep supervision have been shown to

improve feature learning at different scales [239]. However, unlike [239], we find that

linearly fusing the side outputs is not ideal for the matting problem (see Table 4.4 for details).

This is because the image region closer to the object boundary requires lower-level features

to delineate the foreground, while identifying internal object regions needs higher-level

guidance.

To address this problem, we introduce a Progressive Refinement Module (PRM) at each

feature level to selectively fuse the matting outputs from the previous level and the current

level. Specifically, for the current level l we generate a self-guidance mask gl from the

matting output αl−1 of the previous level using the following function:

fαl−1→gl(x, y) =
{︃

1 if 0 < αl−1(x, y) < 1,
0 otherwise.

(4.2)

The αl−1 is firstly upsampled to match the size of the raw matting output α′l of the current

level and then produces resultant self-guidance mask gl. The self-guidance mask defines

the transparent region (i.e. 0 < α < 1) as unknown and replaces the unknown region of

αl−1 with the current raw output α′l to obtain an updated αl of current level:

αl = α′lgl + αl−1(1− gl). (4.3)
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In this way, confident regions predicted from the previous higher-level features are preserved

and the current level only needs to focus on refining the uncertain region.

In practice, we obtain alpha matte side outputs at three feature levels of stride 8, 4, and

1 respectively (see Fig. 4.2) and slightly dilate the self-guidance masks for a more robust

self-guidance. The initial base matte of 1/8 image size will be progressively upsampled

and refined, and the uncertain regions will also shrink gradually through the decoding

process using the proposed PRM. The full network is trained end-to-end to auto-balance

the refinement focus at multiple feature levels. Such self-guided refinement also makes the

model less reliant on external mask guidance, leading to more robust matting performance.

Training Scheme For loss functions, we adopt the l1 regression loss, composition

loss [242], Laplacian loss [97] and denote them as Ll1, Lcomp, Llap respectively. We

represent the ground truth alpha with α̂ and prediction alpha with α. The overall loss

function is the summation of them:

L(α̂, α) = Ll1(α̂, α) +Lcomp(α̂, α) +Llap(α̂, α). (4.4)

The loss is applied to each output head of the network. To make the training more focused

on the unknown region, We further modulate the loss with gl. The final loss function can

be formulated as:

L f inal = ∑
l

wlL(αlˆ · gl, αl · gl), (4.5)

where wl is the loss weight assigned to the outputs of different levels. We use w0 : w1 :

w2 = 1 : 2 : 3 in our experiments. gl is generated from αl−1 by Eqn. 4.2, and g0 is a mask

filled with one so that the base level output can be supervised over the whole image to

provide more holistic semantic guidance for the next level output.
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For data augmentation, we follow the training protocol proposed in [131], including

random composite two foreground object images, random resize images with random

interpolation methods, random affine transformation, and color jitters. We random crop

512× 512 patches centered on an unknown region for training. Each patch is composited

to a random background image from MS COCO dataset [138].

Guidance Perturbation To ensure that our model can adapt to guidance masks from

different sources and with different qualities, we propose a series of guidance perturbations

to generate guidance masks from ground-truth alpha matte during training. Given a ground-

truth alpha matte, we first binarize it with a random threshold uniformly sampled from 0 to

1. Then, the mask is dilated and/or eroded in random order with random kernel sizes from

1 to 30.

Moreover, we provide a stronger guidance perturbation named CutMask to further

improve the model’s robustness. Inspired by the successful natural image augmentation

CutMix [263], we randomly select a patch size ranging from 1/4 to 1/2 image size. Then,

two random patches of the guidance are selected and the content of one patch will overwrite

another. This stronger perturbation provides additional localized guidance mask corruption,

making the model more robust to semantic noises in external guidance masks.

Besides perturbing external guidance masks, we note that perturbing internal self-

guidance masks is also very important to improve the robustness. Therefore, we randomly

dilate the self-guidance masks to incorporate more variance. Particularly, during training,

the self-guidance mask from output stride 8 is dilated by K1 random sampled from [1, 30]

and the one from output stride 4 is dilated by K2 from [1, 15]. For testing, we fix K1 = 15

and K2 = 7.
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Figure 4.3: The color labels in the commonly used training data from [242] are noisy and inaccurate,
especially near the boundary part. Note that the hair near the ear falsely gets pinker. Best viewed in
color and zoomed in.

4.3.2 Foreground Color Estimation

As indicated in Eqn. 4.1, both alpha matte and foreground color need to be solved for

foreground object extraction. Nevertheless, only a few matting methods learn to predict the

foreground color [97, 188] and all of them used the popular Composition-1k dataset [242]

for training.

However, there are a couple of issues in the Composition-1k dataset. First of all,

this dataset only contains 431 foreground images with matting and foreground color

ground truth, which is quite limited for training a foreground color model. Moreover, the

foreground color labels, which were estimated using the color decontamination feature

in PhotoShop [242], are sometimes noisy and inaccurate near the boundary regions (see

Fig. 4.3). This can introduce color spills and other artifacts into the images during the data

augmentation process, making the learning less stable. Besides, labels are only provided

where the alpha value is greater than zero, so existing methods can only apply supervision
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to the foreground region [97], leading to unstable behaviors in the undefined part.

To address these issues, we propose a simple yet effective method, named Random

Alpha Blending (RAB), to generate synthetic training data by blending a foreground

image and a background image using a randomly selected alpha matte. Although the

composited images may not be semantically meaningful, they can provide accurate and

unbiased foreground color labels in the transparent region. The random alpha blending

can also significantly make training data more diverse and improve the generalization of

foreground color prediction. Besides, we also note that RAB makes it possible to apply

loss supervision over all images, leading to a much smoother prediction which is desired

for robust compositing. (See Fig. 4.4)

For foreground estimation, we train a separate model using a basic encoder-decoder

network, which takes an image and an alpha matte as input. The loss function is the

summation of l1 regression loss, compositing loss, and Laplacian loss. We note that

although training a single model for both matte and foreground color prediction is possible,

empirically this will degrade the matting performance [97], and the random alpha blending

will destroy the semantic cue for the matting model. In addition, decoupling foreground

color prediction from matting makes the color model transferable to the use cases where

the matte is already given.

4.4 Experiments on Synthetic Datasets

In this section, we report the evaluation results of our method under the traditional synthetic

data setting, where the test images are generated using foreground images with ground truth
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Methods SAD MSE
(10−3) Grad Conn

Learning Based Matting [274] 113.9 48 91.6 122.2
Closed-Form Matting [123] 168.1 91 126.9 167.9
KNN Matting [36] 175.4 103 124.1 176.4
Deep Image Matting [242] 50.4 14 31.0 50.8
IndexNet Matting [156] 45.8 13 25.9 43.7
AdaMatting [19] 41.7 10.2 16.9 -
Context-Aware Matting [97] 35.8 8.2 17.3 33.2
GCA Matting [131] 35.3 9.1 16.9 32.5
OursTrimapFG 31.5 6.8 13.5 27.3
OursTrimap 32.1 7.0 14.0 27.9

Table 4.1: Results on Composition-1k test set. The subscripts denote the corresponding guidance
inputs, i.e., TrimapFG, Trimap. The other evaluated methods all require a trimap as input.

mattes and random background images.

Evaluation Metrics We follow previous methods to evaluate the results by Sum of Ab-

solute Differences (SAD), Mean Squared Error (MSE), Gradient (Grad), and Connectivity

(Conn) errors using the official evaluation code [242].

Network Architectures We adopt ResNet34-UNet proposed in [131] with an Atrous

Spatial Pyramid Pooling (ASPP) [28] as the backbone for both PRN and color prediction.

The first convolution layer is adjusted to take a 4-channel input consisting of an RGB image

along with an external guidance input. Moreover, an alpha prediction head (Conv-BN-

ReLU-Conv) is attached to the features at output stride 4 and 8 respectively to obtain side

outputs.

Training stage To fairly compare with previous deep image matting methods, we

train our MG Matting model using the Composition-1k dataset [242] which contains 431

foreground objects and the corresponding ground-truth alpha mattes for training. The

network is initialized with ImageNet [59] pre-trained weight. We use crop size 512, batch
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Methods SAD MSE
(10−3) Grad Conn

Learning Based Matting∗ [274] 105.04 21 94.16 110.41
Closed-Form Matting∗ [123] 105.73 23 91.76 114.55
KNN Matting∗ [36] 116.68 25 103.15 121.45
Deep Image Matting∗ [242] 47.56 9 43.29 55.90
HAttMatting∗ [176] 48.98 9 41.57 49.93
Deep Image Matting [242] 48.73 11.2 42.60 49.55
+ Ours 36.58 7.2 27.37 35.08
IndexNet Matting [156] 46.95 9.4 40.56 46.80
+ Ours 35.82 5.8 25.75 34.23
Context-Aware Matting [97] 36.32 7.1 29.49 35.43
+ Ours 35.04 5.4 24.55 33.35
GCA Matting [131] 39.64 8.2 32.16 38.77
+ Ours 35.93 5.7 25.94 34.35

Table 4.2: Matting refinement results on Distinction-646 test set. Results with ∗ are from methods
trained on Distinction-646 train set as reported in [176] for reference. Other results are only trained
on composition-1k.

size of 40 in total on 4 GPUs, Adam optimizer with β1 = 0.5 and β2 = 0.999. The

learning rate is initialized to 1 × 10−3. The training lasts for 100, 000 iterations with

warm-up at the first 5, 000 iterations and cosine learning rate decay [154, 80]. We also

apply a curriculum learning manner to help the PRN training. Particularly, for the first

5, 000 iterations, the predictions of output stride 4 and 1 will be guided by guidance mask

generated from ground-truth alpha, and for the next 10, 000 iterations, the guidance will be

evenly and randomly generated from self-prediction and ground-truth alpha. Afterwards,

each alpha prediction should fully rely on its self-guidance. The foreground color prediction

is trained under the exactly same settings except that the generated training samples are

composited by random foreground and alpha matte. It is noticeable that with RAB, we can

add foreground color supervision on the whole image instead of only foreground regions,

which produces more smooth and more stable results (see Fig. 4.4).
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Methods SAD
MSE

(10−3)
Global Matting [90] 220.39 36.29
Closed-Form Matting [123] 254.15 40.89
KNN Matting [36] 281.92 36.29
Context-Aware Matting [97] 61.72 3.24
Ours 49.80 2.48

Table 4.3: The foreground result (α · F) on the Composition-1k dataset.

Methods
Whole Image Unknown Area

SAD
MSE

(10−3)
SAD

MSE
(10−3)

Baseline 43.7 4.5 39.8 11.2
Baseline + Deep Supervision 37.8 3.7 36.3 9.5
Baseline + Fusion Conv 38.1 3.2 36.9 8.8
PRN w/o CutMask 33.9 2.9 32.8 7.5
PRN 32.3 2.5 32.1 7.0

Table 4.4: Ablation studies on Composition-1k dataset. Baselines: a ResNet34-UNet with ASPP;
Deep supervision: adding side outputs and deep supervisions; Fusion Conv: using convolutions to
combine different outputs.

Testing on Composition-1k The test set consists of 50 unique objects which are

composited with 20 background images chosen from Pascal VOC [66], thus providing

1000 test samples in total. We note that since these synthetic datasets use PASCAL VOC

images as the background which may contain other salient objects, saliency/segmentation

models may not be applicable to obtain a reasonable coarse mask. To best fairly compare

MG Matting with other trimap-based methods, we test our model under two settings: 1)

TrimapFG: We adopt the confident foreground regions in a trimap as a coarse guidance mask

for our network; 2) Trimap: We normalize trimap to [0, 1] with the unknown pixels being

0.5 and use this soft mask as guidance. We follow the evaluation setting in Composition-1k

which only computes the evaluation on the unknown region.
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We summarize the alpha results and foreground color results in Table 4.1 and Table 4.3

respectively. We note that although our model is not trained with trimap, it still shows great

robustness and transferability on these unseen types of guidance. Our model surpasses

previous state-of-the-art models by a large margin. It also performs consistently considering

the gap between trimap and trimapFG. We also note that our foreground color prediction

not only reduces the errors significantly, but also produces much smoother results (see

Fig. 4.4), which is desired in complex real-world scenarios where alpha matte can be noisy.

Testing on Distinction-646 Distinction-646 [176] is a recent synthetic matting bench-

mark dataset, which improves the diversity of Composition-1k. It contains 1000 test

samples obtained in a similar manner as Composition-1k. However, this dataset is released

without official trimaps or other types of guidance, making it difficult to compare with

previously reported results. Therefore, we use this benchmark mainly as a testbed to show

how our method can refine a matte produced by another method.

We test a few state-of-the-art trimap-based baselines trained on Composition-1k. We

first generate trimaps from ground-truth alpha mattes by thresholding and the unknown

region is dilated by kernel size 20. Then, we use these trimap-based methods to generate

the matting results. Finally, we use these predicted alpha mattes as the guidance to our MG

Matting method, and produce refined mattes.

As shown in Table 4.2, using MG Matting as a refinement method consistently improves

the results of other state-of-the-art methods. We also show the results reported by [176] in

Table 4.2 for reference.

Ablation Studies To validate the design of PRN and the introduced guidance pertur-

bation, we conduct ablations studies as summarized in Table 4.4. Trimap is used as the
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Figure 4.4: A visual comparison of foreground color decontamination. Each column from left to
right: Input image and ground truth α · F, Foreground color prediction and α · F of [97], predictions
of our model with random alpha blending. Note that the background color is mixed into the
prediction of [97], while our model can estimate a more smooth foreground color map and be more
robust.

guidance mask in these experiments. However, we do not assume that the guidance type

is known, so we purposefully do not use it to post-process the prediction by replacing the
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Image w/ guidance LFM [268] GCA [131] CA [97] PhotoShop MG (Ours) GT

Image w/ guidance LFM [268] GCA [131] CA [97] PhotoShop MG (Ours) GT

Image w/ guidance LFM [268] GCA [131] CA [97] PhotoShop MG (Ours) GT

Figure 4.5: The visual comparison results among different methods on our portrait test set. We
visualize representative examples with both high-quality studio-level portraits and selfies with strong
noises. MG Mating performs well on different-quality images and can maintain details. We note that
our results, though only trained on composition-1k, are not only superior to previous state-of-the-art
but also produce comparable or better results than commercial methods in PhotoShop.

known foreground and background region. Instead, we report the two scores calculated over

the whole image and the unknown region respectively for a more comprehensive evaluation

of the robustness of our method.

We report ablations of different variants in Table 4.4. Baseline refers to a pure backbone

without any add-ons. Adding side outputs and deep supervision to the baseline improves

the performance on both whole image or unknown area. We also try to use two convolution

layers to fuse different outputs. However, linearly fusing the side outputs may not lead to

better results. In contrast, the proposed PRN can better coordinate the semantic refinement

and low-level detail refinement at different levels, thus obtaining a consistent improvement.
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Methods
Whole Image Details

SAD MSE
(10−3) SAD MSE

(10−3)
Deep Image Matting [242] 28.5 11.7 19.1 74.6
GCA Matting [131] 29.2 12.7 19.7 82.3
IndexNet Matting [156] 28.5 11.5 18.8 72.7
Context-Aware Matting [97] 27.4 10.7 18.2 66.2
Late Fusion Matting [268] 78.6 39.8 24.2 88.3
Ours 26.8 9.3 17.4 55.1

Table 4.5: Results on Real-world Portrait test set.

We also show that the CutMask perturbation can further improve both the performance and

robustness.

We also validate the effectiveness of RAB. We calculate the MSE and SAD of fore-

ground color (F) over foreground regions (i.e. α > 0). The baseline achieves MSE =

0.00623 and SAD = 82.30, while with RAB, the performance is boosted to MSE =

0.00321 and SAD = 62.01.

4.5 Experiments on Real-world Portrait Dataset

We note that although the synthetic datasets are well-established benchmarks and provide

sufficient data to train a good model, it remains an open question whether models trained

on them are robust enough and can produce comparable results in real images. For

example, [97] found that some easy data augmentations such as re-JPEGing and gaussian

blur can avoid some shortcomings of the synthetic dataset and significantly improve the

model’s performance on real-world images, though at a cost of higher errors on the synthetic

benchmark. This begs the question: can the results on the synthetic matting dataset reflect

the performance on real images?
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Evaluation on real-world images is thus very crucial. However, due to the lack of

high-quality matting benchmark datasets of real images, most previous models mainly

compare their matting results visually or through a user study. To better evaluate the matting

methods in a real-world scenario, we collect a real-world image matting dataset consisting

of 637 diverse and high-resolution images with matting annotation made by experts. The

images in our dataset have various image qualities and subjects of diverse poses. Moreover,

since the dataset mainly contains solid objects where the main body can be easy to predict,

we also labeled detail masks covering the hair region and other soft tissues, which tells

where the most important details of the image are located. By calculating errors in these

regions, we can further compare the ability to capture object details for different models.

We will release this dataset for better benchmarking matting methods on real images.

Implementation Details We use the Composition-1k training set to train the model.

Considering the semantic gap between the two datasets, we remove the transparent objects

from the training data using the data list of [188]. Following [97], we also apply re-JEPGing,

gaussian blur, and gaussian noises to the input image to make the model better adapt to

real-world noises which are rarely seen in the synthetic dataset. Since these augmentations

can change the color of the composited training image, thus the original color label may

not be applicable. Therefore, we remove the composition loss from the supervision. Other

training settings remain the same as in Sec. 4.4.

For trimap-based baselines, we follow [188] to generate trimaps from segmenta-

tion [266] automatically by labeling each pixel with foreground class probability > 0.95 as

foreground, < 0.05 as background, and the rest as unknown, the unknown region is further
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Image Mask-Erode30 Mask-Dilate30

Ground-Truth Pred-Erode30 Pred-Dilate30

Figure 4.6: Our model is robust given different quality guidance masks and produces consistent
alpha estimation.

dilated by k = 20 to ensure it will not miss the long hairs. For our model, we threshold the

segmentation at prob = 0.5 to a binary mask.

Results We compare the results with state-of-the-art trimap-based methods DIM [242],

GCA [131], IndexNet [156], Context-Aware Matting [97], and trimap-free method Late

Fusion Matting [268] which is trained on Composition-1k training set and an additional

portrait dataset. The results of baselines are obtained through either the open-source

inference demos or the provided pre-trained weights.
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We summarize the results in Table 4.5 under two settings: Whole Image, where the

errors are calculated across the whole image, which can measure the overall quality; Details,

where the errors are calculated only in manual-labeled regions containing hair details or

other soft areas.

Compared to other methods, our model achieves superior performance, especially

regarding the detail part, which illustrates its ability to capture the boundary details. We

also note that the trimap-free method LFM performs badly, which could be caused by the

fact that their portrait training data is not diverse enough and thus limits the generalizability

of their model (see Fig. 4.5 for examples).

We compare our results with another trimap-free method BSHM [142]. We contacted

the authors and obtained the test results on a 100 images subset of our portrait dataset.

Since [142] can only deal with low-resolution images, we downsample images to longer-

side 720, and the metrics are also computed on this scale. [142] achieves MSE 0.0155 and

SAD 10.66 for whole image and MSE 0.0910 and SAD 7.60 for detail regions, while our

MG Matting obtains a superior performance with MSE 0.0095 and SAD 8.01 for whole

image and MSE 0.0637 and SAD 5.94 for details.

Robustness to Guidance. To verify how robust our model is to the external guidance

mask, we conduct experiments to feed the network with perturbed external guidance masks.

Particularly, we erode/dilate the mask with kernel size 10, 20, 30 respectively. We note

that the model predicts consistently given differently perturbed external guidance. The

SAD error increases from 26.8 to 27.1, 27.2, 27.4 with mask eroded by 10, 20, and 30

respectively. For dilation, the SAD error goes to 27.0, 27.4, 28.1 with kernel 10, 20, 30

respectively. A visual example is provided in Fig. 4.6.
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4.6 Conclusion

In this chapter, we present Mask Guided (MG) Matting, a general framework to resolve

the natural image matting problem. Unlike previous methods, our method is not tailored

to some specific guidance mask. Instead, it can handle versatile guidance masks such as a

trimap, a rough segmentation mask, or a low-quality alpha matte. The key to the robustness

of our model lies in the Progressive Refinement Network, which provides self-guidance and

progressively refines the uncertain regions during the decoding process. Further, we also

propose a simple yet effective method called Random Rendering to resolve the limitation of

the existing dataset and learn a better foreground color estimation model, which is important

yet rarely studied before. Moreover, we release a new real-world matting dataset with

high-quality labels to better quantitatively evaluate matting models in a real-world scenario,

which we hope could shed some light on the direction towards real-life matting.
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Chapter 5

Glance-and-Gaze Vision Transformer

In this chapter, we discuss our efforts in vision transformer, which shows great potential and

serves as strong alternative to CNNs. However, due to its high complexities to the length of

input sequence, it is limited for dense tasks such as segmentation, where high-resolution

inputs/features are expected. Here we propose an efficient and effective alternative, named

Glance-and-Gaze attention module, to the original self-attention. It sparsely glances over

the image so not all pixels need to be involved, and compensates the missing local details

efficiently through a depthwise convolution in gaze branch. It shows promising results on

several public benchmarks.

5.1 Introduction

Convolution Neural Networks (CNNs) have been dominating the field of computer vision,

which have been a de-facto standard and achieved tremendous success in various tasks, e.g.,

image classification [92], object detection [89], semantic segmentation [31], etc. CNNs

model images from a local-to-global perspective, starting with extracting local features
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such as edges and textures, and forming high-level semantic concepts gradually. Although

CNNs prove to be successful for various vision tasks, they lack the ability to globally

represent long-range dependencies. To compensate a global view to CNN, researchers

explored different methods such as non-local operation [225], self-attention [214], Atrous

Spatial Pyramid Pooling (ASPP) [31].

Recently, another type of networks with stacked Transformer blocks emerged. Unlike

CNNs, Transformers naturally learn global features in a parameter-free manner, which

makes them stronger alternatives and raises questions about the necessity of CNNs in vision

systems. Since the advent of Vision Transformer (ViT) [63], which applied Transformers to

vision tasks by projecting and tokenizing natural images into sequences, various improve-

ments have been introduced rapidly, e.g., better training and distillation strategies [207],

tokenization [262], position encoding [49], local feature learning [85]. Moreover, besides

Transformers’ success on image classification, many efforts have been made to explore

Transformers for various down-stream vision tasks [224, 149, 67, 24, 272].

Nevertheless, the advantages of Transformers come at a price. Since self-attention

operates on the whole sequences, it incurs much more memory and computation costs

than convolution, especially when it comes to natural images, whose lengths are usually

much longer than word sequences, if treating each pixel as a token . Therefore, most

existing works have to adopt a compromised strategy to embed a large image patch for

each token, although treating smaller patches for tokens leads to a better performance (e.g.,

ViT-32 compared to ViT-16 [63]). To address this dilemma, various strategies have been

proposed. For instance, Pyramid Vision Transformer (PVT) [224] introduced a progressive

shrinking pyramid to reduce the sequence length of the Transformer with the increase of
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network depth, and adopted spatial-reduction attention, where key and value in the attention

module are down-sampled to a lower resolution. Swin-Transformer [149] also adopted the

pyramid structure, and further proposed to divide input feature maps into different fix-sized

local windows, so that self-attention is computed within each window, which reduces the

computation cost and makes it scalable to large image scales with linear complexity.

Nonetheless, we notice that these strategies have some limitations: Spatial-reduction

attention can reduce memory and computation costs to learn high-resolution feature maps,

yet with a price of losing details which are expected from the high-resolution feature

maps. Adopting self-attention within local windows is efficient with linear complexity,

but it sacrifices the most significant advantage of Transformers in modeling long-range

dependencies.

To address these limitations, we propose Glance-and-Gaze Vision Transformer (GG-

Transformer), inspired by the Glance-and-Gaze human behavior when recognizing objects

in natural scenes [60], which takes advantage of both the long-range dependency mod-

eling ability of Transformers and locality of convolutions in a complementary manner.

A GG-Transformer block consists of two parallel branches: A Glance branch performs

self-attention within adaptively-dilated partitions of input images or feature maps, which

preserves the global receptive field of the self-attention operation, meanwhile reduces its

computation cost to a linear complexity as local window attention [149] does; A Gaze

branch compensates locality to the features obtained by the Glance branch, which is im-

plemented by a light-weight depth-wise convolutional layer. A merging operation finally

re-arranges the points in each partition to their original locations, ensuring that the output

of the GG-Transformer block has the same size as the input. We evaluate GG-Transformer

84



on several vision tasks and benchmarks including image classification on ImageNet [59],

object detection on COCO [138], and semantic segmentation on ADE20K [277], and show

its efficiency and superior performance, compared to previous state-of-the-art Transformers.

5.2 Related Work

CNN and self-attention. Convolution has been the basic unit in deep neural networks for

computer vision problems. Since standard CNN blocks were proposed in [120], researchers

have been working on designing stronger and more efficient network architectures, e.g.,

VGG [194], ResNet [92], MobileNet [187], and EfficientNet [202]. In addition to studying

how to organize convolutional blocks into a network, several variants of the convolution

layer have also been proposed, e.g., group convolution [118], depth-wise convolution [47],

and dilated convolution [249]. With the development of CNN architectures, researchers

also seeked to improve contextual representation of CNNs. Representative works, such

as ASPP [31] and PPM [270] enhance CNNs with multi-scale context, and NLNet [225]

and CCNet [102] provided a non-local mechanism to CNNs. Moreover, instead of just

using them as an add-on to CNNs, some works explored to use attention modules to replace

convolutional blocks [100, 179, 218, 269].

Vision Transformer. Recently, ViT [63] was proposed to adapt the Transformer [214] for

image recognition by tokenizing and flattening 2D images into sequence of tokens. Since

then, many works have been done to improve Transformers, making them more suitable for

vision tasks. These works can be roughly categorized into three types: (1) Type I made

efforts to improve the ViT design itself. For example, DeiT [207] introduced a training

scheme to get rid of large-scale pre-training and distillation method to further improve the
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performance. T2T-ViT [262] presented a token-to-token operation as alternatives to patch

embedding, which keeps better local details. (2) Type II tried to introduce convolution

back into the ViT design. E.g., Chu et al. [49] proposed to use convolution for position

encoding. Wu et al. [230] used convolution to replace the linear projection layers in

Transformers. (3) Type III tried to replace CNNs by building hierarchical Transformers as

a plug-in backbone in many downstream tasks. Wang et al. [224] proposed a pyramid vision

Transformer, which gradually downsamples the feature map and extract multi-scale features

as common CNN backbones do. However, applying self-attention on high-resolution

features is not affordable in terms of both memory and computation cost, thus they used

spatial-reduction attention, which downsamples key and value in self-attention as a trade-

off between efficiency and accuracy. Later, Liu et al. [149] proposed a new hierarchical

Transformer architecture, named Swin-Transformer. To handle the expensive computation

burden incurred with self-attention, they divided feature maps into several non-overlapped

windows, and limited the self-attention operation to be performed within each window.

By doing so, Swin-Transformer is more efficient and also scalable to large resolution

input. Besides, to compensate the missing global information, a shifted window strategy is

proposed to exchange information between different windows.

Our method differs from aforementioned works in the following aspects: Type I,

II methods usually utilize a large patch size and thus incompatible to work with high-

resolution feature map. Type III methods proposed new attention mechanism to handle

the extreme memory and computation burden with long sequences, but they sacrifices

accuracy as a trade-off with efficiency. In contrast, GG-Transformer proposes a more

efficient Transformer block with a novel Glance-and-Gaze mechanism, which not only
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(a) (b) (c)

Figure 5.1: Toy examples illustrating different methods to reduce computation and memory cost
of self-attention. (a) Spatial reduction [224, 67] spatially downsamples the feature map; (b) Local
window [149] restricts self-attention inside local windows; (c) Glance attention (ours) applies
self-attention to adaptively-dilated partitions.

enables it to handle long sequences and scalable to high-resolution feature maps, but also

leads to a better performance than other efficient alternatives.

5.3 Method

The design of GG-Transformer draws inspiration from how human beings observe the

world, which follows the Glance and Gaze mechanism. Specifically, humans will glance at

the global view, and meanwhile gaze into local details to obtain a comprehensive under-

standing to the environment. We note that these behaviors surprisingly match the property

of self-attention and convolution, which models long-range dependencies and local con-

text, respectively. Inspired from this, we propose GG-Transformer, whose Transformer

block consists of two parallel branches: A Glance branch, where self-attention is per-

formed to adaptively-dilated partitions of the input, and a Gaze branch, where a depth-wise

convolutional layer is adopted to capture the local patterns.
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Figure 5.2: A visual illustration of GG Transformer block, where the Glance and Gaze branches
parallely extract complementary information.

5.3.1 Revisit Vision Transformer

We start with revisiting the formulation of vision Transformer block, which consists of

multi-head self-attention (MSA), layer normalization (LN), and multi-layer perceptron

(MLP). A Transformer block processes input features as follows:

z′ℓ = MSA(LN(zℓ−1)) + zℓ−1, (5.1)

zℓ = MLP(LN(z′ℓ)) + z′ℓ, (5.2)

where zℓ is the encoded image representation at the ℓ-th block. MSA gives Transformers

the advantages of modeling a global relationship in a parameter-free manner, which is

formulated as:

MSA(X) = Softmax(
QKT
√

C
)V, (5.3)

88



where Q, K, V ∈ RN×C are the query, key, and value matrices which are linear mappings

of input X ∈ RN×C, C is the channel dimension of the input, and N is the length of input

sequence. Note that for simplified derivation, we assume the number of heads is 1 in the

multi-head self attention, which will not affect the following complexity analysis and can

be easily generalize to more complex cases.

For vision tasks, N is often related to the input height H and width W. In practice, a

2D image is often first tokenized based on non-overlapping image patch grids, which maps

a 2D input with size H ×W into a sequence of token embeddings with length N = H×W
P2 ,

where (P, P) is the grid size. In MSA, the relationships between a token and all tokens

are computed. Such designs, though effectively capturing long-range features, incur a

computation complexity quadratic to N:

Ω(MSA) = 4NC2 + 2N2C. (5.4)

For ViTs that only work on 16× down-sampled feature maps (i.e., P = 16), the computation

cost is affordable, since in this scenario N = 14× 14 = 196 (for a typical ImageNet setting

with input size 224× 224). However, when it comes to a more general vision scenario

with the need of dense prediction based on high-resolution feature maps (such as semantic

segmentation), where the cost dramatically increases by thousands of times or even more.

Naively applying MSA to such high-resolution feature maps can easily lead to the problem

of out-of-memory (OOM), and extremely high computational cost. Although some efficient

alternatives [224, 149] were brought up recently, accuracy is often sacrificed as a trade-off

of efficiency. To address this issue, we propose a new vision Transformer that can be

applied to longer sequence while keeping high accuracy, inspired by the Glance-and-Gaze
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human behavior when recognizing objects in natural scenes [60].

5.3.2 Glance: Efficient Global Modeling with Adaptively-dilated Split-
ting

To address the efficiency problem of Transformers, existing solutions often adapt Transform-

ers to high-resolution feature maps by down-sampling the key and value during the attention

process [224], or limit self-attention to be computed in a local region then exchange infor-

mation through shifting these local regions to mimic a global view [149]. But limitations

exist in these methods. For down-sampling methods, although the output feature maps keep

to be high-resolution, they lose some details during the down-sampling processes. Besides,

they still has a quadratic complexity and thus may not scale up to a larger input size. For

local-region based methods, though they successfully reduce the complexity to a linear

level, they cannot directly model a long-range dependency but instead are stuck within

local context, which counters the design intuition of Transformer and self-attention for

long-range dependency modeling. Besides, two consecutive blocks need to work together

to mimic a global receptive field, which may not achieve as good performance as MSA

(see Table. 5.5).

Thus, we propose Glance attention, which performs self-attention efficiently with a

global receptive field. It shares same time complexity as [149], but directly models long-

range dependencies, as shown in Fig. 5.1. Specifically, we first splits an input feature map

to several dilated partitions, i.e., the points in a partition are not from a local region but from

the whole input feature map with a dilation rate adaptive to the feature map size and the

token size. We name this operation Adaptively-dilated Splitting. For example, a partition
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contains M×M tokens and it is obtained with an adaptive dilation rate = ( h
M , w

M ), where

h, w is the height and width of current feature map respectively, and hw = N. Here we

assume all divisions have no remainder for simplicity. These partitions are easily to be

split from the input feature map or merged back. Specifically, we formulate this process as

follows:

zℓ−1 = [z1,1
ℓ−1, z1,2

ℓ−1, . . . , zh,w
ℓ−1], (5.5)

where zi,j
ℓ−1 is the feature token at position (i, j) if reshaping the sequence of token embed-

ding zℓ−1 back into a 2D feature map and use the 2D coordinates accordingly. To reduce

the memory and computation burden, while keeping a global receptive field, zℓ−1 is split

into several partitions:

z†
ℓ−1 = AdaptivelyDilatedSplitting(zℓ−1) (5.6)

= [z†,1,1
ℓ−1 , z†,1,2

ℓ−1 , . . . , z†, h
M , w

M
ℓ−1 ], (5.7)

where z†,i,j
ℓ−1 = [zi,j

ℓ−1, zi,j+ h
M

ℓ−1 , . . . , zi+ (M−1)h
M ,j+ (M−1)w

M
ℓ−1 ], (5.8)

where z†
ℓ−1 ∈ RN×C, z†,i,j

ℓ−1 ∈ RM2×C. Afterwards, MSA is applied to each partition,

which substantially reduces the computation and memory cost yet does not lose the global

feature representation. And then all partitions are merged back into one feature map and go
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through the remaining modules:

z′,i,jℓ = MSA(LN(z†,i,j
ℓ−1)) + z†,i,j

ℓ−1, (5.9)

z′ℓ = Merging(z′,1,1
ℓ , . . . , z′,

h
M , w

M
ℓ ), (5.10)

zℓ = MLP(LN(z′ℓ)) + z′ℓ, (5.11)

where Merging is an inverse operation of AdaptivelyDilatedSplitting which re-arranges

points in each partition back in their original orders.

This new self-attention module (formulated in Eq. 5.6 to 5.10), namely Glance multi-

head self attention module (G-MSA), enables a global feature learning with linear com-

plexity:

Ω(G-MSA) = 4hwC2 + 2M2hwC = 4NC2 + 2M2NC. (5.12)

5.3.3 Gaze: Compensating Local Relationship with Depthwise Convo-
lution

Although the Glance branch can effectively capture long-range representations, it misses

the local connections across partitions, which can be crucial for vision tasks relying on

local cues. To this end, we propose a Gaze branch to compensate the missing relationship

and enhance the modeling power at a negligible cost.

Specifically, to compensate the local patterns missed in the Glance branch, we propose

to apply an additional depthwise convolution on the value in G-MSA:

Gaze(X) = DepthwiseConv2d(Merging(V)), (5.13)
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which has a neglectable computational cost and thus the overall cost is still significantly

reduced:

Ω(GG-MSA) = 4NC2 + 2M2NC + k2NC, (5.14)

where k is the Gaze branch kernel size, and M is the partition size set in Glance branch,

both k and M are constants that are much smaller than N. We note that in this way, long-

range and short-range features are naturally and effectively learned. Besides, unlike [149],

GG-MSA does not require two consecutive blocks (e.g., W-MSA and SW-MSA) to be

always used together, instead, it is a standalone module as the original MSA [63].

We propose two ways to determine the kernel size k for better compensating the local

features:

Fixed Gazing. A straightforward way is to adopt the same kernel size (e.g., 3× 3) for all

Gaze branches, which can ensure same local feature learning regardless of the dilation rate.

Adaptive Gazing. Another way is implementing Gazing branch with adaptive kernels,

where the kernel size should be the same as dilation rate (h/M, w/M). In this way,

GG-MSA still enjoys a complete view of the input.

By combining Glance and Gaze branches together, GG-MSA can achieve superior

performance to other counterparts while remaining a low cost.

5.3.4 Network Instantiation

We build a hierarchical GG-Transformer with the proposed Glance-and-Gaze branches as

shown in Fig. 5.2. For fair comparison, we follow the settings in Swin-Transformer [149]

in terms of network depth and width, with only difference in the attention methods used
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in Transformer blocks. Furthermore, we set M to be same as the window size in [149],

so that the model size and computation cost are also directly comparable. Note that

GG-Transformer has not been specifically tuned by scaling depth and width for a better

accuracy-cost trade-off.

We build GG-T and GG-S, which share the same model size and computation costs as

Swin-T and Swin-S, respectively. For all GG-Transformers, we set the fixed patch size M =

7, expansion ratio of MLP α = 4. All GG-Transformer consists of 4 hierarchical stages,

which corresponds to feature maps with down-sampling ratio 4, 8, 16, 32, respectively. The

first patch embedding layer projects input to a feature map with channel C = 96. When

transitioning from one stage to the next one, we follow CNN design principles [92] to

expand the channel by 2× when the spatial size is down-sampled by 4×.

5.4 Experiments

In the following parts, we report results on ImageNet [59] classification, COCO [138]

object detection, and ADE20K [277] semantic segmentation to compare GG-Transformer

with those state-of-the-art CNNs and ViTs. Afterwards, we conduct ablation studies to

verify the design of Glance and Gaze branches and also compare effectiveness of different

alternative self-attention designs.

5.4.1 ImageNet Classification

We validate the performance of GG-Transformer on ImageNet-1K [59] classification task,

which contains 1.28M training images and 50K validation images for 1000 classes. We

report top-1 accuracy with a single 224× 224 crop.
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method
image
size

#param. FLOPs
ImageNet
top-1 acc.

RegNetY-4G [178] 2242 21M 4.0G 80.0
RegNetY-8G [178] 2242 39M 8.0G 81.7
RegNetY-16G [178] 2242 84M 16.0G 82.9

EffNet-B3 [202] 3002 12M 1.8G 81.6
EffNet-B4 [202] 3802 19M 4.2G 82.9
EffNet-B5 [202] 4562 30M 9.9G 83.6

DeiT-T [207] 2242 5M 1.3G 72.2
DeiT-S [207] 2242 22M 4.6G 79.8
DeiT-B [207] 2242 86M 17.5G 81.8
TNT-S [85] 2242 24M 5.2G 81.3
TNS-B [85] 2242 66M 14.1G 82.8

T2T-ViT-7 [262] 2242 4M 1.2G 71.7
T2T-ViT-14 [262] 2242 22M 5.2G 81.5
T2T-ViT-24 [262] 2242 64M 14.1G 82.3
PVT-Tiny [224] 2242 13M 1.9G 75.1
PVT-Small [224] 2242 25M 3.8G 79.8

PVT-Medium [224] 2242 44M 6.7G 81.2
PVT-Large [224] 2242 61M 9.8G 81.7

Swin-T [149] 2242 28M 4.5G 81.2
Swin-S [149] 2242 50M 8.7G 83.2

GG-T 2242 28M 4.5G 82.0
GG-S 2242 50M 8.7G 83.4

Table 5.1: Comparison of different models on ImageNet-1K classification.

Implementation Details. To ensure a fair comparison, we follow the same training

settings of [149]. Specifically, we use AdamW [155] optimizer for 300 epochs with

cosine learning rate decay including 20 epochs for linear warm-up. The training batch

size is 1024 with 8 GPUs. Initial learning rate starts at 0.001, and weight decay is 0.05.

Augmentations and regularizations setting follows [207] including rand-augment [56],

mixup [265], cutmix [263], random erasing [275], stochastic depth [101], but excluding

repeated repeated augmentation [96] and EMA [172].
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Results. A summary of results in Table 5.1, where we compare GG-Transformer with vari-

ous CNNs and ViTs. It is shown that GG-Transformer achieve better accuracy-cost trade-off

compared to other models. Moreover, GG-T, a light-weight model (28M/4.5G/82.0%),

can achieve comparable performance to those even much large models such as DeiT-B

(86M/17.5G/81.8%), T2T-ViT-24 (64M/14.1G/82.3%), and PVT-Large (61M/9.8G/81.7%).

Furthermore, compared to Swin-Transformer, which we follows the architecture and en-

sures the same model size and computation costs to ensure a fair comparison, our model

consistently brings an improvement to baseline, with a consistent improvement of 0.8%

and 0.2% for T and S models respectively.

5.4.2 ADE20K Semantic Segmentation

ADE20K [277] is a challenging semantic segmentation dataset, containing 20K images for

training and 2K images for validation. We follow common practices to use the training set

for training and report mIoU results on the validation sets. We use UperNet [234] as the

segmentation framework and replace the backbone with GG-Transformer.

Implementation Details. We follow [149] and use MMSegmentation [53] to implement all

related experiments. We use AdamW [155] with a learning rate starting at 6× 10−5, weight

decay of 0.01, batch size of 16, crop size of 512× 512. The learning rate schedule contains

a warmup of 1500 iterations and linear learning rate decay. The training is conducted with

8 GPUs and the training procedure lasts for 160K iterations in total. The augmentations

follows the default setting of MMSegmentation, including random horizontal flipping,

random re-scaling within ratio range [0.5, 2.0] and random photometric distortion. For

testing, we follow [272] to utilize a sliding window manner with crop size 512 and stride
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Backbone
UperNet

Prams (M) FLOPs (G) mIoU (%) mIoU(ms+flip) (%)

ResNet50 [92] 67 952 42.1 42.8
PVT-Small [224] 55 919 43.9 44.8
Swin-T [149] 60 941 44.5 45.8
GG-T (ours) 60 942 46.4 47.2

ResNet101 [92] 86 1029 43.8 44.9
PVT-Medium [224] 74 977 44.9 45.3
Swin-S [149] 81 1034 47.6 49.5
GG-S (ours) 81 1035 48.4 49.6

Table 5.2: Performance comparisons with different backbones on ADE20K validation dataset.
FLOPs is tested on 1024×1024 resolution. All backbones are pretrained on ImageNet-1k.

341. ImageNet-1K pretrained weights are used for initialization.

Results. We show results in Table ??, where results both w/ and w/o test-time augmentation

are reported. Noticeably, GG-Transformer not only achieves better results to baselines,

but also obtain a comparable single-scale testing performance to those with multi-scale

testing results. Specifically, GG-T achieves 46.4% mIoU with single-scale testing, which

surpasses ResNet50, PVT-Small, Swin-T’s multi-scale testing results by 3.6%, 1.6%, 0.6%,

respectively. Moreover, our tiny model even can be comparable to those much larger models

(e.g., 47.2% of GG-T compared to 47.6% of Swin-S).

5.4.3 COCO Object Detection

We further verify the performance of GG-Transformer when used as a plug-in backbone to

object detection task on COCO dataset [138], which contains 118K, 5K, 20K images for

training, validation and test respectively. We use Mask-RCNN [89] and Cascaded Mask

R-CNN [20] as the detection frameworks, and compare GG-Transformer to various CNN

and ViT backbones.
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Backbone
P F Mask R-CNN Cascaded Mask R-CNN

(M) (G) APb APb
50 APb

75 APm APm
50 APm

75 APb APb
50 APb

75 APm APm
50 APm

75

ResNet50 [92] 44 260 38.2 58.8 41.4 34.7 55.7 37.2 41.2 59.4 45.0 35.9 56.6 38.4
PVT-Small [224] 44 245 40.4 62.9 43.8 37.8 60.1 40.3 - - - - - -
Swin-T [149] 48 264 43.7 66.6 47.7 39.8 63.3 42.7 48.1 67.1 52.2 41.7 64.4 45.0
GG-T (ours) 48 265 44.1 66.7 48.3 39.9 63.3 42.4 48.4 67.4 52.3 41.9 64.5 45.0

ResNet101 [92] 63 336 40.0 60.6 44.0 36.1 57.5 38.6 42.9 61.0 46.6 37.3 58.2 40.1
ResNeXt101-
32×4d [237]

63 340 41.9 62.5 45.9 37.5 59.4 40.2 44.3 62.8 48.4 38.3 59.7 41.2

PVT-Medium [224] 64 302 42.0 64.4 45.6 39.0 61.6 42.1 - - - - - -
Swin-S [149] 69 354 45.4 67.9 49.6 41.4 65.1 44.6 49.7 68.8 53.8 42.8 66.0 46.4
GG-S (ours) 69 355 45.7 68.3 49.9 41.3 65.3 44.0 49.9 69.0 54.0 43.1 66.2 46.4

Table 5.3: Object detection and instance segmentation performance on the COCO val2017
dataset using the Mask R-CNN framework. P(Params)/F(FLOPs) is evaluated with Mask R-CNN
architecture on a 1280×800 image.

Implementation Details. We follow the setting of [149] and use MMDetection [25] to

conduct all the experiments. We adopt multi-scale training [21], AdamW optimizer [155]

with initial learning rate of 0.0001, weight decay of 0.05, batch size of 16. The training is

conducted with 8 GPUs and a 1× schedule. All models are initialized with ImageNet-1K

pretrained weights.

Results. As shown in Table 5.3, GG-Transformer achieves superior performance to other

backbones in the two widely-used detection frameworks. Specifically, GG-T achieves 44.1

box AP and 39.9 mask AP, which surpasses both CNNs and other ViTs with a similar

model size and computation costs. Compared with the state-of-the-art Swin-Transformer,

GG-Transformer achieves better performance while keeping the same model size and

computation costs for both T and S models.
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Gaze Kernel Top-1
Fixed-(3,3,3,3) 80.28%
Fixed-(5,5,5,5) 80.31%
Adaptive-(9,5,3,3) 80.38%

Table 5.4: Choices of Gaze Kernels.

Top-1
W& SW-MSA [149] 78.50%
MSA 79.79%
Glance Only 77.21%
Gaze Only 76.76%
Glance+Gaze (Attn) 79.07%
Glance+Gaze (Conv) 80.28%

Table 5.5: Comparison among different self-attentions. Gaze (Conv) uses kernels of Fixed-(3,3,3,3).

Top-1
DeiT-T 72.2%
GG-DeiT-T 73.8%
DeiT-S 79.9%
GG-DeiT-S 80.5%

Table 5.6: Applying GG-MSA to DeiT backbone.

5.4.4 Ablation Studies

In this part, we conduct ablation studies regarding to the designs of GG-Transformer.

Meanwhile, we also compare among different efficient alternatives to MSA. Besides, we

verify GG-MSA on another ViT architecture [207] to compare its capacity to MSA directly.

We conduct all these experiments based on Swin-T [149] with 100 epochs training and

DeiT [207] architectures with 300 epochs training.

Kernel Choice of Gaze Branch. We study the choice of Gaze branch in terms of fixed

or adaptive mechanism. The kernel sizes for each stage and results are summarized in

Table 5.4, where we observe that both mechanisms work well. Using a larger kernel leads
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to a non-significant improvement. In contrast, adaptive manner leads to a slightly better

performance. Considering the adaptive manner provides a complete view as the original

MSA has, we choose it in our final design.

Glance/Gaze Branch. We study the necessity of both Glance and Gaze branches. Mean-

while, a comparison between different ways to conduct self-attention is also studied. Results

are in Table 5.5.

Swin-T [149] serves as the baseline for all variants, which achieves 78.50% top-1

accuracy on ImageNet validation set. Firstly, we note that the local window attention

and shifted window attention (W&SW-MSA) in [149] although can significantly reduce

the computation complexity and makes Transformer easier to scale-up, it sacrifices the

accuracy and the combination of W&SW-MSA to mimic a global view is not as good as

the original MSA. We replace the W&SW-MSA with MSA for all blocks in stage 3 and

4 (i.e., stages with down-sampling rate 16 and 32), which leads to a 1.29% performance

improvement, indicating there exists a significant performance gap between MSA and its

efficient alternative. Notably, when adopting the proposed Glance and Gaze mechanism

instead, which shares a same complexity of W& SW-MSA, can achieves much better

performance, where the Glance+Gaze (Attn) improves the performance by 0.57%, and

Glance+Gaze (Conv) (i.e., GG-T) by 1.78%, which is even higher than MSA by 0.49%.

Besides using depthwise convolution, another natural choice is to also adopt self-

attention for implementing the Gaze branch. Therefore, we conduct experiments by using

local window attention [149] as the Gaze branch. Note that, unlike depthwise convolution,

a self-attention variant of the Gaze branch cannot be integrated with the Glance branch into

the same Transformer block while keeping the overall model size and computation cost at
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the same level. To ensure a fair comparison, we use two consecutive Transformer blocks

where one is Glance attention and another is Gaze attention. Using either convolution or

self-attention to implement the Gaze branch can both improve the performance compared

to [149], illustrating the effectiveness of the Glance and Gaze designs. However, using

self-attention is inferior to depth-wise convolution with a degrade of 1.21%, which may

indicate that convolution is still a better choice when it comes to learning local relationships.

Besides, using depth-wise convolution as Gaze branch can also naturally be integrated

into the Transformer block with Glance attention, thus makes it more flexible in terms of

network designs.

We also note that Glance or Gaze branch alone is far from enough, while only a

combination of both can lead to a performance gain, which matches the behavior that we

human beings can not rely on Glance or Gaze alone. For instance, using Glance alone can

only lead to an inferior performance with accuracy of 77.21%, and Gaze alone 76.76%,

which is significantly lower than baseline with a degrade of 1.29% and 1.74%, respectively.

Nevertheless, we note that this is because Glance and Gaze branches miss important local

or global cues which can be compensated by each other. As a result, a combination of both

Glance and Gaze gives a high accuracy of 80.28%, which improves the Glance alone and

Gaze alone by 3.07% and 3.52% respectively.

Apply to other backbone. We verify the effectiveness of GG-Transformer on another

popular ViT architecture DeiT [207], as shown in Table 5.5. We replace MSA with GG-

MSA for two DeiT variants [207], DeiT-T and DeiT-S. We show that, although GG-MSA

is an efficient alternative to MSA, it can also lead to a performance gain. Compared to

DeiT-T and DeiT-S, GG-DeiT-T and GG-DeiT-S bring the performance up by 1.6% and
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0.6% respectively, illustrating that it is not only efficient but also effectively even compared

to a fully self-attention.

Network runtime. We follow [149] to report and compare work runtime measured by FPS:

GG-T achieves 782.34 FPS compared to 737.86 of Swin-T, and GG-S achieves 441.31

FPS compared to 423.51 of Swin-S. The evaluation is done with a single Nvidia tesla

v100-sxm2-16gb GPU.

5.5 Limitation

Although GG-Transformer provides a powerful and efficient solution to make Transformers

scalable to large inputs, some limitations still exist and worth further exploring.

Firstly, over-fitting is a common problem [63] in Vision Transformers and can be

alleviated by large-scale pretraining [63] or strong augmentations and regularization [207].

This problem is more serious for stronger models (GG-Transformer) and in the tasks with

relatively small dataset (e.g. semantic segmentation). Secondly, Transformers suffer from

performance degradation in modeling longer-range dependencies, when there exists large

discrepancy in the training-testing image size. The limitations can come from position

encoding, which has fixed size and need to be interpolated to different input sizes, or

self-attention itself, which may not adapt well when significant changes happen in input

size. Lastly, there is a long-lasting debate on the impacts of AI on human world. As a

method improving the fundamental ability of deep learning, our work also advances the

development of AI, which means there could be both beneficial and harmful influences

depending on the users.
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5.6 Conclusion

In this chapter, we present GG-Transformer, which offers an efficient and effective solution

to adapting Transformers for vision tasks. GG-Transformer, inspired by how human beings

learn from the world, is equipped with parallel and complementary Glance branch and

Gaze branch, which offer long-range relationship and short-range modeling, respectively.

The two branches can specialize in their tasks and collaborate with each other, which leads

to a much more efficient ViT design for vision tasks. Experiments on various architectures

and benchmarks validate the advantages of GG-Transformer.
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Chapter 6

CMT-DeepLab: Clustering Mask
Transformers for Panoptic Segmentation

In this chapter, we introduces our improvements over mask transformer, which is a new

transformer-based framework that can handle complex panoptic segmentation problem in

an end-to-end manner. Specifically, we propose a clustering view to better understand and

further design the mask transformer framework, where the cross-attention and segmentation

are unified as a clustering process between pixels and objects. The resulting model CMT-

DeepLab shows great performance on the challenging COCO and Cityscapes datasts.

6.1 Introduction

Panoptic segmentation [114], a recently proposed challenging segmentation task, aims to

unify semantic segmentation [93] and instance segmentation [86]. Due to its complicated

nature, most panoptic segmentation frameworks [114, 240, 41] decompose the problem into

several manageable proxy tasks, such as box detection [182], box-based segmentation [89],

and semantic segmentation [153].

104



MaX-DeepLab
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person tree

Figure 6.1: Our CMT-DeepLab generates denser cross-attention maps than MaX-DeepLab [217].
The visualization is based on the last transformer layer with averaged multi-head attentions.

Recently, the paradigm has shifted from the proxy-based approaches to end-to-end

systems, since the pioneering work DETR [21], which introduces the first end-to-end object

detection method with transformers [214]. In their framework, the image features, extracted

by a convolutional network [120], are enhanced by transformer encoders. Afterwards, a set

of fixed size of positional embeddings, named object queries, interact with the extracted

image features through several transformer decoders, consisting of cross-attention and
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self-attention modules [5]. The object queries, transformed into output embeddings by the

decoders, are then directly used for bounding box predictions.

Along the same direction, end-to-end panoptic segmentation framework [217] has been

proposed to simplify the panoptic segmentation procedure, avoiding manually designed

modules. The core idea is to exploit a set of object queries conditioned on the inputs to

predict a set of pairs, each containing a class prediction and a mask embedding vector. The

mask embedding vector, multiplied by the image features, yields a binary mask prediction.

Notably, unlike the box detection task, where the prediction is based on object queries

themselves, segmentation mask prediction requires both object queries and pixel features to

interact with each other to obtain the results, which consequently incurs different needs

when updating the object queries. To have a deeper understanding towards the role that

object queries play, we particularly look into the cross-attention module in the mask

transformer decoder, where object queries interact with image features.

Our investigation finds that the update and usage of object queries are performed

differently in the transformer-based method for segmentation tasks [217]. Specifically,

when updating the object queries, a softmax operation is applied to the image dimension,

allowing each query to identify its most similar pixels. On the other hand, when computing

the segmentation output, a softmax is performed among the object queries so that each pixel

finds its most similar object queries. The formulation may potentially cause two issues:

sparse query updates and infrequent pixel-query communication. First, the object queries

are only sparsely updated due to the softmax being applied to a large image resolution, so

it tends to focus on only a few locations (top row in Fig. 6.1). Second, the pixels only have

one chance to communicate with the object queries in the final output. The first issue is

106



particularly undesired, since segmentation tasks require dense predictions, and ideally a

query should densely activate all the pixels that belong to the same target. This is different

from the box detection task, where object extremities are sufficient (see Fig. 6 of DETR

paper [21]).

To alleviate the issues, we draw inspiration from the traditional clustering algorithms [151,

1]. In the current end-to-end panoptic segmentation system [217], the final segmentation

output is obtained by assigning each pixel to the object queries based on the feature affinity,

similar to pixel-cluster assignment step in [151, 1]. The observation motivates us to rethink

the transformer-based methods from the clustering perspective by considering the object

queries as cluster centers. We therefore propose to additionally perform the cluster-update

step, where the centers are updated by pooling pixel features based on the clustering assign-

ment, when updating the cluster centers (i.e., object queries) in the cross-attention module.

As a result, our model generates denser attention maps (bottom row in Fig. 6.1). We also

utilize the pixel-cluster assignment to update the pixel features within each transformer

decoder, enabling frequent communication between pixel features and cluster centers.

Additionally, we notice that in the cross-attention module, pixel features are treated

as in “bag of words" [119], while the location information is not well utilized. To resolve

the issue, we propose to adopt a dynamic position encoding conditioned on the inputs

for location-sensitive clustering. We explicitly predict a reference mask consisting of

a few points for each cluster center. The location-sensitive clustering is then achieved

by adding location information to pixel features and cluster centers via the coordinate

convolution [143] at the beginning of each transformer decoder.
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Figure 6.2: Panoptic segmentation from a clustering perspective. In the proposed Clustering Mask
Transformer (CMT) layer, pixels are assigned to cluster centers based on the feature affinity, and
the clustering results are used to update both pixel features and cluster centers. After several CMT
layers, a refined pixel-cluster assignment is obtained, resulting in the final panoptic mask.

Combining all the proposed components results in our CMT-DeepLab, which reformu-

lates and further improves the previous end-to-end panoptic segmentation system [217]

from the traditional clustering perspective. The panoptic segmentation result is naturally ob-

tained by assigning each pixel to its most similar cluster center based on the feature affinity

(Fig. 6.2). In the Clustering Mask Transformer (CMT) module, the pixel features, cluster

centers, and pixel-cluster assignments are updated in a manner similar to the clustering

algorithms [151, 1]. As a result, without bells and whistles, our proposed CMT-DeepLab

surpasses its baseline MaX-DeepLab [217] by 4.4% PQ and achieves 55.7% PQ on COCO

panoptic test-dev set [138].
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6.2 Related Works

Transformers. Transformer [214] variants [117, 222, 159, 46, 13, 264, 83, 2] have ad-

vanced the state-of-the-art in many natural language processing tasks [61, 191, 58] by

capturing relations across modalities [5] or in a single context (self-attention) [45, 214].

In computer vision, transformers are either combined with CNNs [225, 17] or used as

standalone models [180, 100, 218, 63, 149]. Both classes of methods have boosted various

vision tasks, such as image classification [39, 12, 180, 100, 130, 218, 63, 149], object detec-

tion [225, 193, 180, 99, 21, 284], semantic segmentation [34, 271, 102, 70, 288, 283], video

recognition [225, 39, 111], image generation [169, 95], and panoptic segmentation [218].

Proxy-based Panoptic Segmentation. Most panoptic segmentation methods rely on proxy

tasks, such as object bounding box detection. For example, Panoptic FPN [114] follows a

box-based approach that detects object bounding boxes and predicts a mask for each box,

usually with a Mask R-CNN [89] and FPN [137]. Then, the instance segments (‘thing’) and

semantic segments (‘stuff’) [29] are fused by merging modules [125, 128, 173, 140, 248,

240, 126] to generate panoptic segmentation. Other proxy-based methods typically start

with semantic segments [27, 32, 35] and group ‘thing’ pixels into instance segments with

various proxy tasks, such as instance center regression [108, 211, 165, 247, 42, 218, 133],

Watershed transform [215, 6, 15], Hough-voting [10, 122, 15], or pixel affinity [109, 148,

196, 71, 15]. DetectoRS [174] achieved the state-of-the-art in this category with recursive

feature pyramid and switchable atrous convolution. Recently, DETR [21] extended the

proxy-based methods with its transformer-based end-to-end detector.

End-to-end Panoptic Segmentation. Along the same direction, MaX-DeepLab [217]
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proposed an end-to-end strategy, in which class-labeled object masks are directly predicted

and are trained by Hungarian matching the predicted masks with ground truth masks. In

this work, we improve over MaX-DeepLab by approaching the pixel assignment task from

a clustering perspective. Concurrent with our work, Segmenter [198] and MaskFormer [44]

formulated an end-to-end strategy from a mask classification perspective, same as MaX-

DeepLab [217], but extends from panoptic segmentation to semantic segmentation.

6.3 Method

Herein, we firstly introduce recent transformer-based methods [217] for end-to-end panop-

tic segmentation. Our observation reveals a difference between the cross-attention and

final segmentation output regarding the way that they utilize object queries. We then

propose to resolve it with a clustering approach, resulting in our proposed Clustering Mask

Transformer (CMT-DeepLab), as shown in Fig. 6.3 and Fig. 6.4. In the following parts,

object queries and cluster centers refer to the same learnable embedding vectors and we use

them interchangeably for clearer representation.

6.3.1 Transformers for Panoptic Segmentation

Problem Statement. Panoptic segmentation aims to segment the input image I ∈ RH×W×3

into a set of non-overlapping masks as well as the semantic labels for the corresponding

masks:

{yi}K
i=1 = {(mi, ci)}K

i=1 . (6.1)
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Figure 6.3: A visual illustration of Clustering Mask Transformer layer, where three variables are
updated in a dynamic manner based on the clustering results: pixel features, cluster centers, and
pixel-cluster affinity. Details of assignment and update steps are illustrated in Fig. 6.4.

The K ground truth masks mi ∈ {0, 1}H×W do not overlap with each other, i.e., ∑K
i=1 mi ≤

1H×W , and ci denotes the ground truth class label of mask mi.

Inspired by DETR [21], several transformer-based end-to-end panoptic segmentation

methods [217] have been proposed recently, which directly predict N masks and their

semantic classes. N is a fixed number and N ≥ K.

{yî}N
i=1 = {(miˆ , p̂i(c))}

N
i=1, (6.2)

where p̂i(c) denotes the predicted semantic class confidence for the corresponding mask,
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including ‘thing’ classes, ‘stuff’ classes, and the void class ∅.

To predict these N masks, N object queries are utilized to aggregate information from

the image features through a transformer decoder, which consists of self-attention and

cross-attention modules. The object queries and image features interact with each other in

the cross-attention module:

Ĉ = C + softmax
HW

(Qc × (Kp)T)×Vp, (6.3)

where C ∈ RN×D refers to object queries with D channels, and Ĉ denotes the updated

object queries. We use the underscript to represent the axis for softmax, and superscripts

p and c to indicate the feature projected from the image features and object queries,

respectively. Qc ∈ RN×D, Kp ∈ RHW×D, Vp ∈ RHW×D stand for the linearly projected

features for query, key, and value. For simplicity, we ignore multi-head attention and

feed-forward network (FFN) in the equation.

The object queries, updated by multiple transformer decoders, are employed as dynamic

convolution weights (with kernel size 1 × 1) [107, 205, 227] to obtain the prediction

Z ∈ RHW×N that consists of N binary masks. That is,

Z = softmax
N

(F×CT), (6.4)

where F ∈ RHW×D refers to the extracted image features.
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6.3.2 Current Issues and New Clustering Perspective

Even though effective, the transformer-based architectures were originally designed for

object detection [21] and thus they do not naturally deal with segmentation masks. Specif-

ically, they use different formulations for the object query updates and the segmentation

specific output head. To be precise, both the update of object queries (Eq. (7.4)) and final

output (Eq. (7.3)) are based on their corresponding feature affinity (i.e., Qc × (Kp)T and

F×CT). However, the following softmax operations are applied along different dimensions.

To update the object queries, the softmax is applied to the image spatial dimension (HW)

with the goal to identify the most similar pixels for each query. On the other hand, to obtain

the final output, the softmax is performed among the object queries (N) so that each pixel

finds its most similar object queries. The inconsistency potentially causes two issues. First,

the object queries are only sparsely updated due to the softmax operated along a large

spatial dimension, tending to focus on only a few locations (Fig. 6.1). Second, the output

update is only performed once in the end, and therefore the pixels only have one chance to

receive the information passed from the object queries.

To alleviate the issues, we take a closer look at Eq. (7.3), which assigns each pixel

to the object queries based on the feature affinity. This is, in fact, very similar to typical

clustering methods [151, 1] (particularly, the pixel-cluster assignment step). This obser-

vation motivates us to rethink the transformer-based methods from the typical clustering

perspective [282, 1] by considering the object queries C as cluster centers. With the

clustering perspective in mind, we re-interpret Eq. (7.3) as the pixel-cluster assignment.

This interpretation naturally inspires us to perform a cluster-update step where the cluster

centers are updated by pooling pixel features based on the clustering assignment, i.e.,
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ZT × F = (softmaxN(F×CT))T × F.

We propose to extend the formulation to a transformer decoder module, whose query,

key, and value are obtained by linearly projecting the image features and cluster centers:

Ĉ = C + (softmax
N

(K̃p × (Q̃c
)T))T ×Vp. (6.5)

Comparing Eq. (7.4) and Eq. (6.5), we have the query Q̃c and key K̃p coming from

another linear projection, and the softmax is performed along the cluster center dimension.

In the following subsection, we detail how the clustering perspective alleviates the

issues of current transformer-based methods. In the discussion, we use object queries and

cluster centers interchangeably.

6.3.3 Clustering Mask Transformers

In this subsection, we redesign the cross-attention in the transformer decoder from the

clustering perspective, aiming to resolve the issues raised in Sec. 6.3.2.

Residual Path between Cluster Assignments. Similar to other designs [21], we stack

the transformer decoder multiple times. To facilitate the learning of pixel-cluster assign-

ment, we add a residual connection [92] between clustering results including the final

segmentation result. That is,

Z = softmax
N

(S + K̃p × (Q̃c
)T), (6.6)
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Figure 6.4: Detailed visual illustration of pixel-cluster assignment (left), cluster centers update
(middle), and pixel features update (right). The tensor shapes are specified for illustration.

where S ∈ RHW×N is the affinity logits between linearly projected pixel features and

cluster centers in the previous decoder (left panel of Fig. 6.4). We emphasize that since

our clustering results have the same format as the segmentation output, we are able to add

residual connections between them, which is further supervised by the ground-truths.

Solution to Sparse Query Update. We propose a simple and effective solution to avoid

the sparse query update by combining the proposed clustering center update (i.e., Eq. (6.5))
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with the original cross-attention (i.e., Eq. (7.4)), resulting in

Ĉ =C + softmax
HW

(Qc × (Kp)T)×Vp + ZT ×Vp

=C + (softmax
HW

(Qc × (Kp)T) + ZT)×Vp,
(6.7)

where Z is obtained from Eq. (6.6). The update is shown in the center panel of Fig. 6.4,

while the effect of densified attention could be found in Fig. 6.1.

Solution to Infrequent Pixel Updates. We propose to also utilize the clustering result Z to

perform an update on the pixel features using the features of cluster centers, i.e.,

F̂ =F + Z×Vc, (6.8)

where Vc ∈ RN×D is the linearly projected values from the cluster centers. This update

is performed within each stacked transformer decoder, enabling frequent communication

between pixel features and cluster centers (right panel of Fig. 6.4).

To this end, we have improved the transformer cross-attention module by simultaneously

updating the clustering result (i.e., pixel-cluster assignment), pixel features, and cluster

centers. However, we notice that during the interaction between pixel features and cluster

centers, pixel features are treated as bag of words [119], while the location information is

not well utilized. Although learnable positional encodings (i.e. object queries [21]) are used

for the cluster center embeddings, the positional encodings are fixed for all input images,

which is suboptimal when an object query predicts masks at different locations in different

input images. To resolve the issue, we propose to adopt a dynamic positional encoding

conditioned on the inputs for location-sensitive clustering.

Location-Sensitive Clustering. To inject dynamic location information to cluster centers,
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we explicitly predict a reference mask that consists of M points for each cluster center.

In particular, a MLP is used to predict the reference mask out of cluster center features,

followed by a sigmoid activation function. That is, we have:

ê = e + MLP(C), (6.9)

rc = sigmoid(ê), (6.10)

where e ∈ RN×2M denotes an embedding projected from the cluster centers, and rc =

[rc,h, rc,w] ∈ RN×2M are the reference mask represented with M pairs of coordinates

(rc,h
i , rc,w

i ). We utilize a residual update manner [92, 284] to predict the reference mask,

with a skip-connection on the projected embedding e across stages. The location space is

normalized to [0, 1]× [0, 1].

We add location information to pixel features and cluster centers through a coordinate

convolution [143]. Specifically, we apply coordinate convolutions at the beginning of each

transformer layer to ensure location information is considered during the clustering process,

as shown below.

Ĉ = Conv(Concat(C, rc)), (6.11)

F̂ = Conv(Concat(F, rp)), (6.12)

where rp ∈ RHW×2 is the coordinates normalized to [0, 1] for pixels in image space, which

is fixed and not learnable.

We note that compared to the reference point used in the Deformable DETR [284],

the proposed reference mask provides a rough mask shape prior for the whole object
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mask. Besides, we adopt a much simpler way to incorporate the location information via

coordinate convolution.

In order to learn meaningful reference mask predictions, we optimize the reference

masks towards ground truth masks by proposing a mask approximation loss.

Mask Approximation Loss. We propose a loss to minimize the distance between the

distribution of predicted reference points and that of points of ground-truth object masks.

In detail, we utilize the Hungarian matching result to assign the ground-truth mask for each

cluster center. Given the predicted M points for each cluster center, we infer their extreme

points [168] and mask center. We then apply an L1 loss to push them to be closer to their

ground-truth extreme points and center. Specifically, we have

Lext =
1

4K

K

∑
i=1

(|min(rc,h
i )−min(yh

i )|+ |max(rc,h
i )−max(yh

i )|

+ |min(rc,w
i )−min(yw

i )|+ |max(rc,w
i )−max(yw

i )|),

Lcen =
1

2K

K

∑
i=1

(| avg(rc,h
i )− avg(yh

i )|+ | avg(rc,w
i )− avg(yw

i )|),

Lloc = Lext +Lcen, (6.13)

where y = [yh, yw] are pixels on ground-truth masks and predicted reference masks have

been filtered and re-ordered based on Hungarian matching results.

Finally, combining all the proposed designs results in our Clustering Mask Transformer,

or CMT-DeepLab, which rethinks the current mask transformer design from the clustering

perspective.
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6.3.4 Network Instantiation

We instantiate CMT-DeepLab on top of MaX-DeepLab-S [217] (abbreviated as MaX-

S). We first refine its architecture design. Afterwards, we enhance it with the proposed

Clustering Mask Transformers.

Base Architecture. We use MaX-S [217] as our base architecture. To better align it

with other state-of-the-art architecture designs [149], we use GeLU [94] activation to

replace the original ReLU activation functions. Besides, we remove all transformer blocks

in the pretrained backbones, which reverts the backbone from MaX-S back to Axial-

ResNet-50 [218]. On top of the backbone, we append six dual-path axial-transformer

blocks [217] (three at stage-5 w/ channels 2048, and the other three at stage-4 w/ channels

1024), yielding totally six axial self-attention and six cross-attention modules, which aligns

with the number of attention operations used in other works [21, 44]. Additionally, we

obtain a larger network backbone by scaling up the number of blocks in stage-4 of the

backbone [33]. As a result, two different model variants are used: one built upon Axial-

ResNet-50 backbone with number of blocks [3, 4, 6, 3] (starting from stage-2), and another

built upon Axial-ResNet-104 with number of blocks [3, 4, 24, 3]. See the supplementary

material for a detailed illustration.

Loss Functions. Following [217], we use the PQ-style loss and three other auxiliary losses

for the model training, including the instance discrimination loss, mask-ID cross-entropy,

and semantic segmentation loss. However, we note that the instance discrimination loss pro-

posed in [217] aims to push pixel features to be close to the feature center computed based

on the ground-truth mask, instead of directly to the cluster centers. Therefore, we adopt the
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pixel-wise instance discrimination loss, which learns closely aligned representations for all

pixels from the same class, allowing better clustering results.

Formally, we sample a set of pixels A from the image, where we add bias to pixels’

sampling probability based on the size of object mask they belong to. Thus, final sampled

pixels are more balanced from objects with different scales. Afterwards, we directly perform

contrastive loss on top of these pixels with multiple positive targets [110]:

Linsdis = ∑
a∈A

−1
|P(a)| ∑

p∈P(a)
log

exp
(︁

fa · fp/τ
)︁

∑b∈A exp ( fa · fb/τ)
, (6.14)

where P(a) is a subset of pixels of A that belongs to the same cluster (i.e., object mask)

with a, and |P(a)| is its cardinally. We use f to denote a pixel feature vector, and τ is the

temperature.

Recursive Feature Network. Motivated by DetectoRS [174] and CBNet [147], we adopt a

simple strategy, named Recursive Feature Network (RFN), to increase the network capacity

by stacking twice the whole model (including the backbone and added transformer blocks).

There are two main differences. First, since we do not employ an FPN [137] (as in [174]),

we simply connect the features at stride 4 (i.e., same stride as the segmentation output).

Second, we do not use the complicated fusion module proposed in [174], but simply average

the features between two stacked networks, which we empirically found to be better by

around 0.2% PQ.
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val-set test-dev
method backbone TTA params PQ PQTh PQSt PQ PQTh PQSt

box-based panoptic segmentation methods
Panoptic-FPN [114] R101 40.3 47.5 29.5 - - -
UPSNet [240] R50 42.5 48.5 33.4 - - -
UPSNet [240] R50 ✓ 43.2 49.1 34.1 - - -
UPSNet [240] DCN-101 [57] ✓ - - - 46.6 53.2 36.7
DETR [21] R101 61.8M 45.1 50.5 37.0 46.0 - -
DetectoRS [174] RX-101 [237] ✓ - - - 49.6 57.8 37.1

center-based panoptic segmentation methods
Panoptic-DeepLab [42] X-71 [48] 46.7M 39.7 43.9 33.2 - - -
Panoptic-DeepLab [42] X-71 [48] ✓ 46.7M 41.2 44.9 35.7 41.4 45.1 35.9
Axial-DeepLab-L [218] AX-L [218] 44.9M 43.4 48.5 35.6 43.6 48.9 35.6
Axial-DeepLab-L [218] AX-L [218] ✓ 44.9M 43.9 48.6 36.8 44.2 49.2 36.8

end-to-end panoptic segmentation methods
MaX-DeepLab-S [217] MaX-S [217] 61.9M 48.4 53.0 41.5 49.0 54.0 41.6
MaX-DeepLab-L [217] MaX-L [217] 451M 51.1 57.0 42.2 51.3 57.2 42.4
MaskFormer [44] Swin-B‡ [149] 102M 51.8 56.9 44.1 - - -
MaskFormer [44] Swin-L‡ [149] 212M 52.7 58.5 44.0 53.3 59.1 44.5

CMT-DeepLab Axial-R50‡ [218] 94.9M 53.0 57.7 45.9 53.4 58.3 46.0
CMT-DeepLab Axial-R104‡ 135.2M 54.1 58.8 47.1 54.5 59.6 46.9
CMT-DeepLab Axial-R104‡-RFN 270.3M 55.1 60.6 46.8 55.4 61.0 47.0
CMT-DeepLab (iter 200k) Axial-R104‡-RFN 270.3M 55.3 61.0 46.6 55.7 61.6 46.8

Table 6.1: Results comparison on COCO val and test-dev set. TTA: Test-time augmentation. ‡:
ImageNet-22K pretraining. We provide more comparisons with concurrent works in the supplemen-
tary materials.

6.4 Experimental Results

We report main results on COCO along with state-of-the-art methods, followed by ablation

studies on the architecture variants, clustering mask transformers, pretrained weights, post-

processing, and scaling strategies. Finally, we analyze the working mechanism behind

CMT-DeepLab with visualizations.

Implementation Details. We build CMT-DeepLab on top of MaX-DeepLab [217] with

the official code-base [228]. The training strategy mainly follows MaX-DeepLab. If not

specified, the model is trained with 64 TPU cores for 100k iterations with the first 5k for
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((a)) Clustering update.

PQ PQTh PQSt

baseline 46.2 50.0 40.5
+ clustering transformer 47.1 51.0 41.1
+ pixel-wise contrastive loss 47.5 51.1 42.1

((b)) Location-senseitive clustering.

PQ PQTh PQSt

baseline 46.2 50.0 40.5
+ ref. mask pred. 46.6 50.3 40.9
+ coord-conv 46.9 50.6 41.3

((c)) Architecture.

clustering location decoder params PQ PQTh PQSt

61.9M 46.2 50.0 40.5
✓ 61.9M 47.5 51.1 42.1

✓ 65.5M 46.9 50.6 41.3
✓ 91.0M 47.1 51.3 40.9

✓ ✓ 91.0M 48.1 51.9 42.2
✓ ✓ ✓ 94.9M 48.4 52.1 42.8

((d)) Pretraining, post-processing, and scaling.

IN-22K RFN mask-wise merge PQ PQTh PQSt

48.4 52.1 42.8
✓ 49.3 53.3 43.4
✓ ✓ 50.1 54.8 43.0
✓ ✓ ✓ 50.6 54.8 44.3

Table 6.2: CMT-DeepLab ablation experiments. Results are reported in an accumulative manner.

warm-up. We use batch size = 64, Adam [113] optimizer, a poly schedule learning rate of

10−3. The ImageNet-pretrained [185] backbone has a learning rate multiplier 0.1. Weight

decay is set to 0 and drop-path rate [101] to 0.2. The input images are resized and padded to

1281× 1281 for training and inference. We use |A| = 4096 for pixel-wise contrastive loss

and M = 8 for reference masks, we also tried other values but did not observe significant

difference. Loss weight is 1.0 for the mask approximation loss. Other losses employ the

same setting as [217]. During inference, we adopt a mask-wise merging scheme [44] to

obtain the final results.

6.4.1 Main Results

Our main results on the COCO panoptic segmentation val set and test-dev set are summa-

rized in Tab. 7.1.

Val Set. We compare our validation set results with box-based, center-based, and end-to-end
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res. backbone iters PQ PQTh PQSt

641 Axial-R50 100k 50.1 53.5 44.9
641 Axial-R50 200k 50.6 54.5 44.8

1281 Axial-R50 100k 53.0 57.7 45.9
1281 Axial-R50 200k 53.5 58.5 45.9
641 Axial-R104 100k 51.7 55.4 46.4
641 Axial-R104 200k 52.2 56.4 46.0

1281 Axial-R104 100k 54.1 58.8 47.1
1281 Axial-R104-RFN 100k 55.1 60.6 46.8

Table 6.3: Ablation on input resolution, backbone, and training iterations. ImageNet-22K,
mask-wise merge are used for all results.

panoptic segmentation methods. It is noticeable that CMT-DeepLab, built upon a smaller

backbone Axial-ResNet-50, already surpasses all other box-based and center-based methods

by a large margin. More importantly, when compared with its end-to-end baseline MaX-

DeepLab-S [217], we observe a significant improvement of 4.6% PQ. Our small model even

surpasses previous state-of-the-art method MaX-DeepLab-L [217], which has more than 5×

parameters, by 1.9% PQ. Compared to recently proposed MaskFormer [44], CMT-DeepLab

still shows a significant advantage of 1.2% PQ and 1.4% PQ while being more light-

weight over the small and large model variant, respectively. The significant improvement

illustrates the importance of introducing the concept of clustering into transformer, which

leads to a denser attention preferred by the segmentation task. Our CMT-DeepLab with a

deeper backbone Axial-ResNet-104 improves the single-scale performance to 54.1% PQ,

outperforming multi-scale Axial-DeepLab [218] by 10.2% PQ. Moreover, we enhance the

model with the proposed RFN, which further improves the PQ to 55.3%.

Test-dev Set. We verify the transfer-ability of CMT-DeepLab on test-dev set, which shows

consistently better results compared to other methods. Especially, the small version of
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stage 1 stage 2 stage 3 stage 4 stage 5 stage 6 ref. mask

Figure 6.5: Visualization of clustering results at different stages (i.e., transformer layers), with
last column for reference masks. The clustering results, providing denser attention maps, are
close-to-random at the beginning and are gradually refined to focus on corresponding object.

CMT-DeepLab with Axial-R50 backbone outperforms DETR [21] by 7.4% PQ, MaX-

DeepLab-S [217] by 4.4% PQ, and MaX-DeepLab-L [217] by 2.1% PQ. Additionally,

employing a deeper backbone Axial-R104 can boost the PQ score by 1.1% PQ. On top of

it, using the proposed RFN further improves PQ to 55.7%, surpassing MaskFormer [44]

with Swin-L [149] backbone by 2.4% PQ.

6.4.2 Ablation Studies

Herein, we evaluate the effectiveness of different components of the proposed CMT-

DeepLab. For all the following experiments, we use MaX-DeepLab-S [217] with GeLU [94]

activation function as our baseline. This improved baseline has a 0.3% higher PQ compared

to the original MaX-DeepLab-S. If not specified, we perform all ablation studies with the

Axial-R50 backbone [92, 218], ImageNet-1K [185] pretrained, crop size 641× 641, and

100k training iterations.
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Clustering Mask Transformer. We start with adding the design variants of Clustering

Mask Transformer step by step, as summarized in Tab. 6.1(a). Regarding the object

queries as cluster centers, and adding a clustering-style update can improve the PQ by

0.9%, illustrating the effectiveness of the cluster center perspective and the importance of

including more pixels into the cluster center updates. Next, we utilize pixel-wise contrastive

loss instead of the original instance-wise contrastive loss, resulting in another 0.4% PQ

improvement, as it provides a better supervision signal from a clustering perspective. In

short, re-designing the transformer layer from a clustering perspective leads to a 1.3% PQ

improvement overall.

Location-Sensitive Clustering. Location information plays an important role in the

clustering process, as shown in Tab. 6.1(b). Each cluster center needs to predict a reference

mask without using pixel features (i.e., appearance information), which requires cluster

centers to include more location information in the feature embedding and thus benefits

clustering. Adding reference masks prediction alone brings a gain of 0.4% PQ. Using the

coordinate convolution (coord-conv) [143] to include the reference mask information yields

another 0.3% PQ improvement. In sum, the location-sensitive clustering brings up the PQ

score by 0.7%.

Stronger Decoder. We study the effect of using a stronger decoder design [21, 44].

We remove all transformer layers from the pretrained backbone, which reverts the MaX-

S backbone [217] to Axial-ResNet-50 [218]. Then we stack more axial-blocks with

transformer module in the decoder part. More specifically, we use six self-attention

modules and six cross-attention modules in total for the decoder, which aligns to the design

of DETR [21]. As shown in Tab. 6.1(c), this stronger decoder brings 0.9% PQ improvement
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(47.1% vs. 46.2%).

As shown in Tab. 6.1(c), these improvements are complementary to each other, while

combining them together can further boost the performance. Adding all of them leads to

CMT-DeepLab, which improves 2.2% PQ over the MaX-DeepLab-S-GeLU baseline. We

note that the major cost comes from the stronger decoder, which accounts for the increase

of 29.1M parameters, while clustering update and location-sensitive clustering improve the

PQ by 1.3% and 0.7%, respectively, with neglectable extra parameters.

Pretraining, Post-processing, and Scaling. We further verify the effect of better pretrain-

ing, post-processing, and scaling-up, with results summarized in Tab. 6.1(d) and Tab. 6.3.

Specifically, we find that using ImageNet-22K for pretraining can improve the performance

by 0.9% PQ. Furthermore, we empirically find that using the mask-wise merge strategy [44]

to obtain panoptic results, compared to the simple per-pixel strategy [217], improves PQ by

0.5%. Next, we scale up CMT-DeepLab from different dimensions. With a longer training

strategies (from 100k to 200k iterations), we observe a consistent 0.5% PQ improvement

over various settings, where the improvement mainly comes from PQTh (i.e., thing classes),

indicating that the model needs a longer training schedule to better segment thing objects.

We also find that using a larger input resolution (from 641 to 1281) significantly boosts the

performance by more than 2% PQ. Besides, increasing the model size by using a deeper

backbone or stacking the model with RFN can improve the performance by 1.6% and 1.0%,

respectively.

Visualization. In Fig. 6.5, we visualize the clustering results in each stage as well as the

learned reference masks. As shown in the figure, the clustering results, starting with a close-

to-random assignment, gradually learn to focus on the target instances. For example, in the
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last two rows of Fig. 6.5, the clustering results firstly focus on all the ‘person’ instances and

the background ‘snow’, and then they start to concentrate on the specific person instance,

showing a refinement from “semantic segmentation" to “instance segmentation". Moreover,

as shown in the last column of Fig. 6.5, the learned reference mask provides a reasonable

prior for the object mask.

6.5 Conclusion

In this chapter, we have introduced CMT-DeepLab, which rethinks object queries, used in

the current mask transformers for panoptic segmentation, from a clustering perspective.

Considering object queries as cluster centers, our framework additionally incorporates the

proposed cluster center update in the cross-attention module, which significantly enriches

the learned cross-attention maps and further facilitates the segmentation prediction. As a

result, CMT-DeepLab achieves new state-of-the-art performance on the COCO dataset, and

sheds light on the working mechanism behind mask transformers for segmentation tasks.
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Chapter 7

k-means Mask Transformer

In this chapter, we take one more step in rethinking the mask transformer from a clustering

process. More specifically, we consider k-means clustering, based on which we re-design

the transformer module with a simple change on the activation function, which leads to

k-means transformer decoder. Although the change is very simple, it proves to be very

effective. The proposed kMaX-DeepLab not only significantly boosts the performance, but

also produces more plausible attention map to better understand the working mechanism

behind the model.

7.1 Introduction

Transformers [214] are receiving a growing attention in the computer vision community.

On the one hand, the transformer encoder, with multi-head self-attention as the central

component, demonstrates a great potential for building powerful network architectures

in various visual recognition tasks [218, 63, 149]. On the other hand, the transformer

decoder, with multi-head cross-attention at its core, provides a brand-new approach to
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tackling complex visual recognition problems in an end-to-end manner, dispensing with

hand-designed heuristics.

Recently, the pioneering work DETR [21] introduces the first end-to-end object detec-

tion system with transformers. In this framework, the pixel features are firstly extracted by

a convolutional neural network [120], followed by the deployment of several transformer

encoders for feature enhancement to capture long-range interactions between pixels. Af-

terwards, a set of learnable positional embeddings, named object queries, is responsible

for interacting with pixel features and aggregating information through several interleaved

cross-attention and self-attention modules. In the end, the object queries, decoded by a

Feed-Forward Network (FFN), directly correspond to the final bounding box predictions.

Along the same direction, MaX-DeepLab [217] proves the success of transformers in the

challenging panoptic segmentation task [115], where the prior arts [114, 240, 41] usually

adopt complicated pipelines involving hand-designed heuristics. The essence of this frame-

work lies in converting the object queries to mask embedding vectors [107, 205, 227], which

are employed to yield a set of mask predictions by multiplying with the pixel features.

The end-to-end transformer-based frameworks have been successfully applied to mul-

tiple computer vision tasks with the help of transformer decoders, especially the cross-

attention modules. However, the working mechanism behind the scenes remains unclear.

The cross-attention, which arises from the Natural Language Processing (NLP) community,

is originally designed for language problems, such as neural machine translation [200, 5],

where both the input sequence and output sequence share a similar short length. This

implicit assumption becomes problematic when it comes to certain vision problems, where

the cross-attention is performed between object queries and spatially flattened pixel features
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with an exorbitantly large length. Concretely, usually a small number of object queries

is employed (e.g., 128 queries), while the input images can contain thousands of pixels

for the vision tasks of detection and segmentation. Each object query needs to learn to

highlight the most distinguishable features among the abundant pixels in the cross-attention

learning process, which subsequently leads to slow training convergence and thus inferior

performance [284, 72].

In this work, we make a crucial observation that the cross-attention scheme actually

bears a strong similarity to the traditional k-means clustering [151] by regarding the object

queries as cluster centers with learnable embedding vectors. Our examination of the

similarity inspires us to propose the novel k-means Mask Xformer (kMaX-DeepLab),

which rethinks the relationship between pixel features and object queries, and redesigns

the cross-attention from the perspective of k-means clustering. Specifically, when updating

the cluster centers (i.e., object queries), our kMaX-DeepLab performs a different operation.

Instead of performing softmax on the large spatial dimension (image height times width) as

in the original Mask Transformer’s cross-attention [217], our kMaX-DeepLab performs

argmax along the cluster center dimension, similar to the k-means pixel-cluster assignment

step (with a hard assignment). We then update cluster centers by aggregating the pixel

features based on the pixel-cluster assignment (computed by their feature affinity), similar

to the k-means center-update step. In spite of being conceptually simple, the modification

has a striking impact: on COCO val set [138], using the standard ResNet-50 [92] as

backbone, our kMaX-DeepLab demonstrates a significant improvement of 5.2% PQ over

the original cross-attention scheme at a negligible cost of extra parameters and FLOPs.

130



When comparing to state-of-the-art methods, our kMaX-DeepLab with the simple ResNet-

50 backbone already outperforms MaX-DeepLab [217] with MaX-L [217] backbone by

1.9% PQ, while requiring 7.9 and 22.0 times fewer parameters and FLOPs, respectively.

Our kMaX-DeepLab with ResNet-50 also outperforms MaskFormer [44] with the strong

ImageNet-22K pretrained Swin-L [149] backbone, and runs 4.4 times faster. Using the

modern ConvNeXt-L [150] as backbone, our kMaX-DeepLab further sets a new state-of-the-

art performance on the COCO val set [138] with 58.0% PQ. It also outperforms other state-

of-the-art methods on the Cityscapes val set [54], achieving 68.4% PQ, 83.5% mIoU, 44.0%

AP, without using any test-time augmentation or extra dataset pretraining [138, 164]. Finally,

kMaX-DeepLab also advances the new state-of-the-art performance on ADE20K [277]

with 50.9% PQ and 55.2% mIoU.

7.2 Related Works

Transformers. Transformer [214] and its variants [117, 222, 159, 46, 13, 264, 83, 2]

have advanced the state-of-the-art in natural language processing tasks [61, 191, 58] by

capturing relations across modalities [5] or in a single context [45, 214]. In computer

vision, transformer encoders or self-attention modules are either combined with Convo-

lutional Neural Networks (CNNs) [225, 17] or used as standalone backbones [180, 100,

218, 63, 149]. Both approaches have boosted various vision tasks, such as image clas-

sification [39, 12, 180, 100, 130, 218, 63, 149, 256, 245], image generation [169, 95],

object detection [225, 193, 180, 99, 21, 284], video recognition [225, 39, 4, 67], semantic

segmentation [34, 271, 102, 70, 288, 283, 273, 235, 24], and panoptic segmentation [218].

Mask transformers for segmentation. Besides the usage as backbones, transformers
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are also adopted as task decoders for image segmentation. MaX-DeepLab [217] pro-

posed Mask Xformers (MaX) for end-to-end panoptic segmentation. Mask transformers

predict class-labeled object masks and are trained by Hungarian matching the predicted

masks with ground truth masks. The essential component of mask transformers is the

conversion of object queries to mask embedding vectors [107, 205, 227], which are em-

ployed to generate predicted masks. Both Segmenter [198] and MaskFormer [44] applied

mask transformers to semantic segmentation. K-Net [267] proposed dynamic kernels

for generating the masks. CMT-DeepLab [253] proposed to improve the cross-attention

with an additional clustering update term. Panoptic Segformer [135] strengthened mask

transformer with deformable attention [284], while Mask2Former [43] further boosted the

performance with masked cross-attention along with a series of technical improvements

including cascaded transformer decoder, deformable attention [284], uncertainty-based

pointly supervision [116], etc. These mask transformer methods generally outperform

box-based methods [114] that decompose panoptic segmentation into multiple surrogate

tasks (e.g., predicting masks for each detected object bounding box [89], followed by fusing

the instance segments (‘thing’) and semantic segments (‘stuff’) [29] with merging mod-

ules [128, 173, 140, 248, 240, 126]). Moreover, mask transformers showed great success

in the video segmentation problems [111, 40, 127].

Clustering methods for segmentation. Traditional image segmentation methods [151,

282, 1] typically cluster image intensities into a set of masks or superpixels with gradual

growing or refinement. However, it is challenging for these traditional methods to cap-

ture high-level semantics. Modern clustering-based methods usually operate on semantic
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segments [27, 32, 35] and group ‘thing’ pixels into instance segments with various repre-

sentations, such as instance center regression [108, 211, 165, 247, 42, 218, 133], Watershed

transform [215, 6], Hough-voting [10, 122, 216], or pixel affinity [109, 148, 196, 71, 103].

Recently, CMT-DeepLab [253] discussed the similarity between mask transformers and

clustering algorithms. However, they only used the clustering update as a complementary

term in the cross-attention. In this work, we further discover the underlying similarity

between mask transformers and the k-means clustering algorithm, resulting in a simple

yet effective k-means mask transformer. Finally, we note that several recent works [152,

241, 253, 281] revisited the relationship between query and key in the attention operation.

They applied the cross-attention softmax operation along the query dimension and showed

promising results.

7.3 Method

In this section, we first overview the mask-transformer-based segmentation framework

presented by MaX-DeepLab [217]. We then revisit the transformer cross-attention [214] and

the k-means clustering algorithm [151], and reveal their underlying similarity. Afterwards,

we introduce the proposed k-means Mask Xformer (kMaX-DeepLab), which redesigns

the cross-attention from a clustering perspective. Even though simple, kMaX-DeepLab

effectively and significantly improves the segmentation performance.

7.3.1 Mask-Transformer-Based Segmentation Framework

Transformers [214] have been effectively deployed to segmentation tasks. Without loss of

generality, we consider panoptic segmentation [115] in the following problem formulation,
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which can be easily generalized to other segmentation tasks.

Problem statement. Panoptic segmentation aims to segment the image I ∈ RH×W×3

into a set of non-overlapping masks with associated semantic labels:

{yi}K
i=1 = {(mi, ci)}K

i=1 . (7.1)

The K ground truth masks mi ∈ {0, 1}H×W do not overlap with each other, i.e., ∑K
i=1 mi ≤

1H×W , and ci denotes the ground truth class label of mask mi.

Starting from DETR [21] and MaX-DeepLab [217], approaches to panoptic segmenta-

tion shift to a new end-to-end paradigm, where the prediction directly matches the format of

ground-truth with N masks (N is a fixed number and N ≥ K) and their semantic classes:

{yî}N
i=1 = {(miˆ , p̂i(c))}

N
i=1, (7.2)

where p̂i(c) denotes the semantic class prediction confidence for the corresponding mask,

which includes ‘thing’ classes, ‘stuff’ classes, and the void class ∅.

The N masks are predicted based on the N object queries, which aggregate information

from the pixel features through a transformer decoder, consisting of self-attention and

cross-attention modules.

The object queries, updated by multiple transformer decoders, are employed as mask

embedding vectors [107, 205, 227], which will multiply with the pixel features to yield the

final prediction Z ∈ RHW×N that consists of N masks. That is,

Z = softmax
N

(F×CT), (7.3)

where F ∈ RHW×D and C ∈ RN×D refers to the final pixel features and object queries,
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respectively. D is the channel dimension of pixel features and object queries. We use

underscript N to indicate the axis to perform softmax.

7.3.2 Relationship between Cross-Attention and k-means Clustering

Although the transformer-based segmentation frameworks successfully connect object

queries and mask predictions in an end-to-end manner, the essential problem becomes how

to transform the object queries, starting from learnable embeddings (randomly initialized),

into meaningful mask embedding vectors.

Cross-attention. The cross-attention modules are used to aggregate affiliated pixel

features to update object queries. Formally, we have

Ĉ = C + softmax
HW

(Qc × (Kp)T)×Vp, (7.4)

where C ∈ RN×D refers to N object queries with D channels, and Ĉ denotes the updated

object queries. We use the underscript HW to represent the axis for softmax on spatial

dimension, and superscripts p and c to indicate the feature projected from the pixel features

and object queries, respectively. Qc ∈ RN×D, Kp ∈ RHW×D, Vp ∈ RHW×D stand for

the linearly projected features for query, key, and value. For simplicity, we ignore the

multi-head mechanism and feed-forward network (FFN) in the equation.

As shown in Eq. (7.4), when updating the object queries, a softmax function is applied

to the image resolution (HW), which is typically in the range of thousands of pixels for the

task of segmentation. Given the huge number of pixels, it can take many training iterations

to learn the attention map, which starts from a uniform distribution at the beginning (as

the queries are randomly initialized). Each object query has a difficult time to identify
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the most distinguishable features among the abundant pixels in the early stage of training.

This behavior is very different from the application of transformers to natural language

processing tasks, e.g., neural machine translation [200, 5], where the input and output

sequences share a similar short length. Vision tasks, especially segmentation problems,

present another challenge for efficiently learning the cross-attention.

Discussion. Similar to cross-attention, self-attention needs to perform a softmax

function operated along the image resolution. Therefore, learning the attention map for

self-attention may also take many training iterations. An efficient alternative, such as axial

attention [218] or local attention [149] is usually applied on high resolution feature maps,

and thus alleviates the problem, while a solution to cross-attention remains an open question

for research.

k-means clustering. In Eq. (7.4), the cross-attention computes the affinity between

object queries and pixels (i.e., Qc × (Kp)T), which is converted to the attention map

through the spatial-wise softmax (operated along the image resolution). The attention map

is then used to retrieve (and weight accordingly) affiliated pixel features to update the object

queries. Surprisingly, we observe that the whole process is actually similar to the classic

k-means clustering algorithm [151], which works as follows:

A = argmax
N

(C× PT), (7.5)

Ĉ = A× P, (7.6)

where C ∈ RN×D, P ∈ RHW×D, and A ∈ RN×HW stand for cluster centers, pixel

features, and clustering assignments, respectively.
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Comparing Eq. (7.4), Eq. (7.5), and Eq. (7.6), we notice that the k-means clustering

algorithm is parameter-free and thus no linear projection is needed for query, key, and value.

The updates on cluster centers are not in a residual manner. Most importantly, k-means

adopts a cluster-wise argmax (i.e., argmax operated along the cluster dimension) instead of

the spatial-wise softmax when converting the affinity to the attention map (i.e., weights to

retrieve and update features).

This observation motivates us to reformulate the cross-attention in vision problems,

especially image segmentation. From a clustering perspective, image segmentation is

equivalent to grouping pixels into different clusters, where each cluster corresponds to a

predicted mask. However, the cross-attention mechanism, also attempting to group pixels

to different object queries, instead employs a different spatial-wise softmax operation from

the cluster-wise argmax as in k-means. Given the success of k-means, we hypothesize that

the cluster-wise argmax is a more suitable operation than the spatial-wise softmax regarding

pixel clustering, since the cluster-wise argmax performs the hard assignment and efficiently

reduces the operation targets from thousands of pixels (HW) to just a few cluster centers

(N), which (we will empirically prove) speeds up the training convergence and leads to a

better performance.

7.3.3 k-means Mask Transformer

Herein, we first introduce the crucial component of the proposed k-means Mask Transformer,

i.e., k-means cross-attention. We then present its meta architecture and model instantiation.
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k-means cross-attention. The proposed k-means cross-attention reformulates the

cross-attention in a manner similar to k-means clustering:

Ĉ = C + argmax
N

(Qc × (Kp)T)×Vp. (7.7)

Comparing Eq. (7.4) and Eq. (7.7), the spatial-wise softmax is now replaced by the

cluster-wise argmax. As shown in Fig. 7.1, with such a simple yet effective change, a

typical transformer decoder could be converted to a kMaX decoder. Unlike the original

cross-attention, the proposed k-means cross-attention adopts a different operation (i.e.,

cluster-wise argmax) to compute the attention map, and does not require the multi-head

mechanism [214]. However, the cluster-wise argmax, as a hard assignment to aggregate

pixel features for the cluster center update, is not a differentiable operation, posing a chal-

lenge during training. We have explored several methods (e.g., Gumbel-Softmax [106]), and

discover that a simple deep supervision scheme turns out to be most effective. In particular,

in our formulation, the affinity logits between pixel features and cluster centers directly

correspond to the softmax logits of segmentation masks (i.e., Qc × (Kp)T in Eq. (7.7)

corresponds to F×CT in Eq. (7.3)), since the cluster centers aim to group pixels of similar

affinity together to form the predicted segmentation masks. This formulation allows us

to add deep supervision to every kMaX decoder, in order to train the parameters in the

k-means cross-attention module.

Meta architecture. Fig. 7.2 shows the meta architecture of our proposed kMaX-

DeepLab, which contains three main components: pixel encoder, enhanced pixel decoder,

and kMaX decoder. The pixel encoder extracts the pixel features either by a CNN [92]

or a transformer [149] backbone, while the enhanced pixel decoder is responsible for
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Figure 7.1: To convert a typical transformer decoder into our kMaX decoder, we simply replace
the original cross-attention with our k-means cross-attention (i.e., with the only simple change
cluster-wise argmax high-lighted in red)

recovering the feature map resolution as well as enhancing the pixel features via transformer

encoders [214] or axial attention [218]. Finally, the kMaX decoder transforms the object

queries (i.e., cluster centers) into mask embedding vectors from the k-means clustering

perspective.

Model instantiation. We build kMaX based on MaX-DeepLab [217] with the official

code-base [228]. We divide the whole model into two paths: the pixel path and the cluster

path, which are responsible for extracting pixel features and cluster centers, respectively.

Fig. 7.3 details our kMaX-DeepLab instantiation with two example backbones.

Pixel path. The pixel path consists of a pixel encoder and an enhanced pixel decoder.

The pixel encoder is an ImageNet-pretrained [185] backbone, such as ResNet [92], MaX-

S [217] (i.e., ResNet-50 with axial attention [218]), and ConvNeXt [150]. Our enhanced
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Figure 7.2: The meta architecture of k-means Mask Transformer consists of three components:
pixel encoder, enhanced pixel decoder, and kMaX decoder. The pixel encoder is any network
backbone. The enhanced pixel decoder includes transformer encoders to enhance the pixel features,
and upsampling layers to generate higher resolution features. The series of kMaX decoders transform
cluster centers into (1) mask embedding vectors, which multiply with the pixel features to generate
the predicted masks, and (2) class predictions for each mask.

pixel decoder consists of several axial attention blocks [218] and bottleneck blocks [92].

Cluster path. The cluster path contains totally six kMaX decoders, which are evenly

distributed among features maps of different spatial resolutions. Specifically, we deploy

two kMaX decoders each for pixel features at output stride 32, 16, and 8, respectively.

Loss functions. Our training loss functions mostly follow the setting of MaX-DeepLab [217].

We adopt the same PQ-style loss, auxiliary semantic loss, mask-id cross-entropy loss, and

pixel-wise instance discrimination loss [253].
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Figure 7.3: An illustration of kMaX-DeepLab with ResNet-50 and MaX-S as backbones. The
hidden dimension of FFN is 256. The design of kMaX-DeepLab is general to different backbones
by simply updating the pixel encoder (marked in dark-blue). The enhanced pixel decoder and kMaX
decoder are colored in light-blue and yellow, respectively

7.4 Experimental Results

In this section, we first provide our implementation details. We report our main results on

COCO [138], Cityscapes [54], and ADE20K [277]. We also provide visualizations to better

understand the clustering process of the proposed kMaX-DeepLab. The ablation studies are

provided in the appendix.

7.4.1 Implementation Details

The meta architecture of the proposed kMaX-DeepLab contains three main components:

the pixel encoder, enhanced pixel decoder, and kMaX decoder, as shown in Fig. 7.2. We
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provide the implementation details of each component below.

Pixel encoder. The pixel encoder extracts pixel features given an image. To verify

the generality of kMaX-DeepLab across different pixel encoders, we experiment with

ResNet-50 [92], MaX-S [217] (i.e., ResNet-50 with axial attention [218] in the 3rd and 4th

stages), and ConvNeXt [150].

Enhanced pixel decoder. The enhanced pixel decoder recovers the feature map

resolution and enriches pixel features via self-attention. As shown in Fig. 7.3, we adopt one

axial block with channels 2048 at output stride 32, and five axial blocks with channels 1024

at output stride 16. The axial block is a bottleneck block [92], but the 3× 3 convolution is

replaced by the axial attention [218]. We use one bottleneck block at output stride 8 and 4,

respectively. We note that the axial blocks play the same role (i.e., feature enhancement)

as the transformer encoders in other works [21, 44, 253], where we ensure that the total

number of axial blocks is six for a fair comparison to previous works [21, 44, 253].

Cluster path. As shown in Fig. 7.3, we deploy six kMaX decoders, where each

two are placed for pixel features (enhanced by the pixel decoders) with output stride 32,

16, 8, respectively. Our design uses six transformer decoders, aligning with the previous

works [21, 44, 253], though some recent works [43, 135] adopt more transformer decoders

to achieve a stronger performance.

Training and testing. We mainly follow MaX-DeepLab [217] for training settings.

The ImageNet-pretrained [185] backbone has a learning rate multiplier 0.1. For regular-

ization and augmentations, we adopt drop path [101], random color jittering [55], and

panoptic copy-paste augmentation, which is an extension from instance copy-paste aug-

mentation [68, 74] by augmenting both ‘thing’ and ‘stuff’ classes. AdamW [113, 155]
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optimizer is used with weight decay 0.05. The k-means cross-attention adopts cluster-wise

argmax, which aligns the formulation of attention map to segmentation result. It therefore

allows us to directly apply deep supervision on the attention maps. These auxiliary losses

attached to each kMaX decoder have the same loss weight of 1.0 as the final prediction,

and Hungarian matching result based on the final prediction is used to assign supervisions

for all auxiliary outputs. During inference, we adopt the same mask-wise merging scheme

used in [44, 267, 135, 253] to obtain the final segmentation results.

COCO dataset. If not specified, we train all models with batch size 64 on 32 TPU

cores with 150k iterations (around 81 epochs). The first 5k steps serve as the warm-up stage,

where the learning rate linearly increases from 0 to 5× 10−4. The input images are resized

and padded to 1281× 1281. Following MaX-DeepLab [217], the loss weights for PQ-style

loss, auxiliary semantic loss, mask-id cross-entropy loss, instance discrimination loss are

3.0, 1.0, 0.3, and 1.0, respectively. The number of cluster centers (i.e., object queries) is

128, and the final feature map resolution has output stride 4 as in MaX-DeepLab [217].

We have also experimented with doubling the number of object queries to 256 for kMaX-

DeepLab with ConvNeXt-L, which however leads to a performance loss. Empirically, we

adopt a drop query regularization, where we randomly drop half of the object queries (i.e.,

128) during each training iteration, and all queries (i.e., 256) are used during inference.

With the proposed drop query regularization, doubling the number of object queries to 256

consistently brings 0.1% PQ improvement under the large model regime.

Cityscapes dataset. We train all models with batch size 32 on 32 TPU cores with

60k iterations. The first 5k steps serve as the warm-up stage, where learning rate linearly

increases from 0 to 3× 10−4. The inputs are padded to 1025× 2049. The loss weights for
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PQ-style loss, auxiliary semantic loss, mask-id cross-entropy loss, and instance discrimi-

nation loss are 3.0, 1.0, 0.3, and 1.0, respectively. We use 256 cluster centers, and add an

additional bottleneck block in the pixel decoder to produce features with output stride 2.

ADE20K dataset. We adopt the same setting as the COCO dataset, except that the

model is trained for 100k iterations. We experiment with both 641× 641 and 1281× 1281

input resolutions. Our inference is run w.r.t. the whole input image, instead of in the sliding

window manner (which may yield a better performance at the cost of more FLOPs).

7.4.2 Main Results

Our main results on the COCO [138], Cityscapes [54], and ADE20K [277] val set are

summarized in Tab. 7.1, Tab. 7.2, and Tab. 7.3, respectively.

COCO val set. In Tab. 7.1, we compare our kMaX-DeepLab with other transformer-

based panoptic segmentation methods on COCO val set. Notably, with a simple ResNet-50

backbone, kMaX-DeepLab already achieves 53.0% PQ, surpassing most prior arts with

stronger backbones. Specifically, kMaX-DeepLab outperforms MaskFormer [44] and

K-Net [267], all with the ResNet-50 backbone as well, by a large margin of 6.5% and

5.9%, while maintaining a similar level of computational costs. Our kMaX-DeepLab

with ResNet-50 even surpasses the largest variants of MaX-DeepLab [217] by 1.9% PQ

(while using 7.9× fewer parameters and 22.0× fewer FLOPs), and MaskFormer (while

using 3.7× fewer parameters and 4.7× fewer FLOPs) by 0.3% PQ, respectively. With a

stronger backbone MaX-S [217], kMaX-DeepLab boosts the performance to 56.2% PQ,

outperforming MaX-DeepLab with the same backbone by 7.8% PQ. Our kMaX-DeepLab
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method backbone params FLOPs FPS PQ PQTh PQSt

MaskFormer [44] ResNet-50 [92] 45M 181G 17.6 46.5 51.0 39.8
K-Net [267] ResNet-50 [92] - - - 47.1 51.7 40.3
CMT-DeepLab [253] ResNet-50 [92] - - - 48.5 - -
Panoptic SegFormer [135] ResNet-50 [92] 51M 214G 7.8 49.6 54.4 42.4
Mask2Former [43] ResNet-50 [92] 44M 226G 8.6 51.9 57.7 43.0
kMaX-DeepLab ResNet-50 [92] 57M 168G 22.8 53.0 58.3 44.9
MaX-DeepLab [217] MaX-S [217] 62M 324G - 48.4 53.0 41.5
CMT-DeepLab MaX-S† [217] 95M 396G 8.1 53.0 57.7 45.9
kMaX-DeepLab MaX-S† [217] 74M 240G 16.9 56.2 62.2 47.1
MaskFormer [44] Swin-B (W12)† [149] 102M 411G 8.4 51.8 56.9 44.1
CMT-DeepLab [253] Axial-R104† [253] 135M 553G 6.0 54.1 58.8 47.1
Panoptic SegFormer [135] PVTv2-B5† [223] 105M 349G - 55.4 61.2 46.6
Mask2Former [43] Swin-B (W12)† [149] 107M 466G - 56.4 62.4 47.3
kMaX-DeepLab ConvNeXt-B† [150] 122M 380G 11.6 57.2 63.4 47.8
MaX-DeepLab [217] MaX-L [217] 451M 3692G - 51.1 57.0 42.2
MaskFormer [44] Swin-L (W12)† [149] 212M 792G 5.2 52.7 58.5 44.0
K-Net [267] Swin-L (W7)† [149] - - - 54.6 60.2 46.0
CMT-DeepLab [253] Axial-R104-RFN† [175] 270M 1114G 3.2 55.3 61.0 46.6
Panoptic SegFormer [135] Swin-L (W7)† [149] 221M 816G - 55.8 61.7 46.9
Mask2Former [43] Swin-L (W12)† [149] 216M 868G 4.0 57.8 64.2 48.1
kMaX-DeepLab ConvNeXt-L† [150] 232M 744G 6.7 57.9 64.0 48.6
kMaX-DeepLab⋆ ConvNeXt-L† [150] 232M 749G 6.6 58.0 64.2 48.6
kMaX-DeepLab‡ ConvNeXt-L† [150] 232M 744G 6.7 58.1 64.3 48.8

Table 7.1: COCO val set results. Our FLOPs and FPS are evaluated with the input size 1200× 800
and a Tesla V100-SXM2 GPU. †: ImageNet-22K pretraining. ⋆: Using 256 object queries with
drop query regularization. ‡: Using COCO unlabeled set

with MaX-S backbone also improves over the previous state-of-art K-Net with Swin-

L [149] by 1.6% PQ. To further push the envelope, we adopt the modern CNN backbone

ConvNeXt [150] and set new state-of-the-art results of 57.2% PQ with ConvNeXt-B and

58.0% PQ with ConvNeXt-L, outperforming K-Net with Swin-L by a significant margin of

3.4% PQ.

When compared to more recent works (CMT-DeepLab [253], Panoptic SegFormer [135],

and Mask2Former [43]), kMaX-DeepLab still shows great performances without the ad-

vanced modules, such as deformable attention [284], cascaded transformer decoder [43],
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and uncertainty-based pointly supervision [116]. As different backbones are utilized for

each method (e.g., PVTv2 [223], Swin [149], and ConvNeXt [150]), we start with a fair

comparison using the ResNet-50 backbone. Our kMaX-DeepLab with ResNet-50 achieves

a significant better performance compared to CMT-DeepLab, Panoptic SegFormer and

Mask2Former by a large margin of 4.5%, 3.4%, and 1.1% PQ, respectively. Additionally,

our model runs almost 3× faster than them (since kMaX-DeepLab enjoys a simple design

without deformable attention). When employing stronger backbones, kMaX-DeepLab

with ConvNeXt-B outperforms CMT-DeepLab with Axial-R104, Panoptic SegFormer with

PVTv2-B5, and Mask2Former with Swin-B (window size 12) by 3.1%, 1.8%, and 0.8%

PQ, respectively, while all models have a similar level of cost (parameters and FLOPs).

When scaling up to the largest backbone for each method, kMaX-DeepLab outperforms

CMT-DeepLab, and Panoptic SegFormer significantly by 2.7% and 2.2% PQ. Although

we already perform better than Mask2Former with Swin-L (window size 12), we notice

that kMaX-DeepLab benefits much less than Mask2Former when scaling up from base

model to large model (+0.7% for kMaX-DeepLab but +1.4% for Mask2Former), indicating

kMaX-DeepLab’s strong representation ability and that it may overfit on COCO train set

with the largest backbone. Therefore, we additionally perform a simple experiment to

alleviate the over-fitting issue by generating pseudo labels [26] on COCO unlabeled set.

Adding pseudo labels to the training data slightly improves kMaX-DeepLab, yielding a PQ

score of 58.1% (the drop query regularization is not used here and the number of object

query remains 128).

Cityscapes val set. In Tab. 7.2, we compare our kMaX-DeepLab with other state-of-

art methods on Cityscapes val set. Our reported PQ, AP, and mIoU results use the same

146



panoptic model to provide a comprehensive comparison. Notably, kMaX-DeepLab with

ResNet-50 backbone already surpasses most baselines, while being more efficient. For

example, kMaX-DeepLab with ResNet-50 achieves 1.3% PQ higher performance compared

to Panoptic-DeepLab [42] (Xception-71 [48] backbone) with 20% computational cost

(FLOPs) reduced. Moreover, it achieves a similar performance to Axial-DeepLab-XL [218],

while using 3.1× fewer parameters and 5.6× fewer FLOPs. kMaX-DeepLab achieves

even higher performances with stronger backbones. Specifically, with MaX-S backbone, it

performs on par with previous state-of-the-art Panoptic-DeepLab with SWideRNet [33]

backbone, while using 7.2× fewer parameters and 17.2× fewer FLOPs. Additionally,

even only trained with panoptic annotations, our kMaX-DeepLab also shows superior

performance in instance segmentation (AP) and semantic segmentation (mIoU). Finally,

we provide a comparison with the recent work Mask2Former [43], where the advantage

of our kMaX-DeepLab becomes even more significant. Using the ResNet-50 backbone

for a fair comparison, kMaX-DeepLab achieves 2.2% PQ, 1.2% AP, and 2.2% mIoU

higher performance than Mask2Former. For other backbone variants with a similar size,

kMaX-DeepLab with ConvNeXt-B is 1.9% PQ higher than Mask2Former with Swin-B

(window size 12). Notably, kMaX-DeepLab with ConvNeXt-B already obtains a PQ score

that is 1.4% higher than Mask2Former with their best backbone. With ConvNeXt-L as

backbone, kMaX-DeepLab sets a new state-of-the-art record of 68.4% PQ without any

test-time augmentation or COCO [138]/Mapillary Vistas [164] pretraining.

ADE20K val set. In Tab. 7.3, we summarize kMaX-DeepLab’s performance on

ADE20K against other state-of-the-art methods. We report PQ and mIoU results with

the same panoptic model, where kMaX-DeepLab consistently shows better performance.
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method backbone params FLOPs FPS PQ AP mIoU
Panoptic-DeepLab [42] Xception-71 [48] 47M 548G 5.7 63.0 35.3 80.5
Axial-DeepLab [218] Axial-ResNet-L [218] 45M 687G - 63.9 35.8 81.0
Axial-DeepLab [218] Axial-ResNet-XL [218] 173M 2447G - 64.4 36.7 80.6
CMT-DeepLab [253] MaX-S [217] - - - 64.6 - 81.4
Panoptic-DeepLab [42] SWideRNet-(1,1,4.5) [33] 536M 10365G 1.0 66.4 40.1 82.2
Mask2Former [43] ResNet-50 [92] - - - 62.1 37.3 77.5
Mask2Former [43] Swin-B (W12)† [149] - - - 66.1 42.8 82.7
Mask2Former [43] Swin-L (W12)† [149] - - - 66.6 43.6 82.9
SETR [273] ViT-L† [63] - - - - - 79.3
SegFormer [235] MiT-B5 [235] 85M 1460G 2.5 - - 82.4
Mask R-CNN [89] ResNet-50 [92] - - - - 31.5 -
PANet [144] ResNet-50 [92] - - - - 36.5 -
kMaX-DeepLab ResNet-50 [92] 56M 434G 9.0 64.3 38.5 79.7
kMaX-DeepLab MaX-S† [217] 74M 602G 6.5 66.4 41.6 82.1
kMaX-DeepLab ConvNeXt-B† [150] 121M 858G 5.2 68.0 43.0 83.1
kMaX-DeepLab ConvNeXt-L† [150] 232M 1673G 3.1 68.4 44.0 83.5

Table 7.2: Cityscapes val set results. We only consider methods without extra data [138, 164] and
test-time augmentation for a fair comparison. We evaluate FLOPs and FPS with the input size
1025× 2049 and a Tesla V100-SXM2 GPU. Our instance (AP) and semantic (mIoU) results are
based on the same panoptic model (i.e., no task-specific fine-tuning). †: ImageNet-22K pretraining

Specifically, with ResNet-50 and input size 641× 641, kMaX-DeepLab attains 41.5%

PQ. Increasing the input size to 1281× 1281 further improves the performance to 42.3%

PQ, significantly outperforming the prior state-of-the-art Mask2Former with ResNet-50

backbone by 2.6% PQ. Finally, kMaX-DeepLab equipped with the modern ConvNeXt-L

backone achieves a new state-of-the-art performance of 50.9% PQ, signicantly surpassing

MaskFormer, Panoptic-DeepLab with SWideRNet, and Mask2Former by 16.2%, 13.0%,

and 2.8% PQ, respectively.

Visualizations. In Fig. 7.4, we provide a visualization of pixel-cluster assignments

at each kMaX decoder and final prediction, to better understand the working mechanism

behind kMaX-DeepLab. Another benefit of kMaX-DeepLab is that with the cluster-wise

argmax, visualizations can be directly drawn as segmentation masks, as the pixel-cluster
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method backbone params FLOPs FPS PQ mIoU
MaskFormer [44] ResNet-50 [92] - - - 34.7 -
Panoptic-DeepLab [42] SWideRNet-(1,1.5,3) [33] - - - 37.4 50.4
Panoptic-DeepLab [42] SWideRNet-(1,1,4) [33] - - - 37.9 50.0
Mask2Former [43] ResNet-50 [92] - - - 39.7 46.1
Mask2Former [43] Swin-L (W12)† [149] - - - 48.1 54.5
kMaX-DeepLab (641) ResNet-50 [92] 57M 75G 38.7 41.5 45.0
kMaX-DeepLab (1281) ResNet-50 [92] 57M 295G 14.4 42.3 45.3
kMaX-DeepLab (641) ConvNeXt-L† [150] 232M 333G 14.0 48.7 54.8
kMaX-DeepLab (1281) ConvNeXt-L† [150] 232M 1302G 4.0 50.9 55.2

Table 7.3: ADE20K val set results. Our FLOPs and FPS are evaluated with the input size (641× 641
or 1281× 1281) and a Tesla V100-SXM2 GPU. †: ImageNet-22K pretraining. The input size for
kMaX-DeepLab is shown in the parentheses

assignments are exclusive to each other with cluster-wise argmax. Noticeably, the major

clustering update happens in the first three stages, which already updates cluster centers

well and generates reasonable clustering results, while the following stages mainly focus on

refining details. This coincides with our observation that 3 kMaX decoders are sufficient to

produce good results. Besides, we observe that 1st clustering assignment tends to produce

over-segmentation effects, where many clusters are activated and then combined or pruned

in the later stages. Moreover, though there exist many fragments in the first round of

clustering, it already surprisingly distinguishes different semantics, especially some persons

are already well clustered, which indicates that the initial clustering is not only based on

texture or location, but also depends on the underlying semantics. Another visualization

is shown in Fig. 7.5, where we observe that kMaX-DeepLab behaves in a part-to-whole

manner to capture an instance. More experimental results (e.g., ablation studies, test set

results) and visualizations are available in the appendix.
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image 1st cluster assignment 2nd cluster assignment 3rd cluster assignment

4th cluster assignment 5th cluster assignment 6th cluster assignment panoptic prediction panoptic label

Figure 7.4: Visualization of kMaX-DeepLab (ResNet-50) pixel-cluster assignments at each kMaX
decoder stage, along with the final panoptic prediction. In the cluster assignment visualization,
pixels with same color are assigned to the same cluster and their features will be aggregated for
updating corresponding cluster centers

7.5 Conclusion

In this chapter, we have presented a novel end-to-end framework, called k-means Mask

Transformer (kMaX-DeepLab), for segmentation tasks. kMaX-DeepLab rethinks the rela-

tionship between pixel features and object queries from the clustering perspective. Conse-

quently, it simplifies the mask-transformer model by replacing the multi-head cross attention

with the proposed single-head k-means clustering. We have tailored the transformer-based

model for segmentation tasks by establishing the link between the traditional k-means

clustering algorithm and cross-attention. We hope our work will inspire the community to

develop more vision-specific transformer models.
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image 1st cluster assignment 2nd cluster assignment 3rd cluster assignment

4th cluster assignment 5th cluster assignment 6th cluster assignment panoptic prediction panoptic label

Figure 7.5: Visualization of kMaX-DeepLab (ResNet-50) pixel-cluster assignments at each kMaX
decoder stage, along with the final panoptic prediction. kMaX-DeepLab shows a behavior of
recognizing objects starting from their parts to their the whole shape in the clustering process. For
example, the elephant’s top head, body, and nose are separately clustered at the beginning, and they
are gradually merged in the following stages
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Chapter 8

Conclusion

8.1 Summary

In this dissertation, I have presented a total of 6 research projects. All of them aim at

providing a path towards better segmentation models in 2D or 3D images. In Chapter 2,

we study a disentangled search space to enable a consistent neural architecture search

for 3D segmentation models. In Chapter 3, we further propose to push the search space

towards channel level, which enables a more fine-grained model configuration and brings

better accuracy-cost trade-off. In Chapter 4, we introduce a coarse-to-fine mechanism

and mask-guided matting, which refines a coarse segmentation mask with matting-level

details. In Chapter 5, we also show that the coarse-to-fine mechanism, specifically, glance

and gaze, can help build a strong hierarchical vision transformer backbone and serves

as a strong feature extractor. In Chapter 6, we rethink the relationship among mask

transformer, panoptic segmentation, and traditional clustering algorithm, which motivates

us to reformulate the cross-attention and proposes clustering mask transformer. Furthermore

in Chapter 7, we focus on the k-means clustering and modify the attention mechanism
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accordingly. With a simple change, we achieve much better results with more plausible

attention visualizations.

8.2 Future Work

In this section, I will discuss a few potential future research objectives.

8.2.1 Unsupervised Object-Centric Tokenization.

While we have illustrated promising ways to generate strong pixel-level representation [255]

and grouping pixel-level representation to object-level representation [252, 254], these

methods heavily rely on the dataset and annotations. Therefore, it is an interesting question

about whether object-centric tokenization may emerge under a large-scale unsupervised

manner, which provides a more general representation and avoids dataset bias (e.g., we

observe that kMaX-DeepLab performs extremely well on “person", due to it is one most

common and challenging class on COCO dataset).

The unsupervised methods include but are not limited to (a) for obtaining a strong

pixel-level feature, we may expect a pretraining in the style of pre-text tasks [166, 76],

contrastive learning [37, 88], and masked image modeling [11, 87], (b) for grouping

pixel-level representation into object-level, it can be promising to draw inspirations from

VQ-VAE [213], SAVI++ [64], which provide a reasonable way to pretrain with image/mask

reconstruction.
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8.2.2 Unified Model across Tasks and Modalities.

One most important features of transformer is to provide the possibility of a unified model

for different tasks and modalities. E.g., Perceiver IO [105] proposes a shared architecture

that can be used to tackle different tasks, Omnivore [77] tries to unify the image and video

within a single model. More recently, Unified-IO [157] shows promising results to handle

language and vision while supporting various tasks using a single model.

Though these methods show good and promising results, it is noticeable that they

heavily rely on a pretrained VQ-VAE [213] and VQ-GAN [65] to handle the vision tasks.

Nonetheless, the tokenization with these models is not semantic enough, which actually

incurs huge computation and memory costs, as well as the need of training a strong

transformer encoder as well. In this case, building a unified model with object-centric

tokenization can be promising in terms of both efficiency and performance.
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