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#### Abstract

:

Information from the world unfolds over time, and to navigate the everyday world and make future predictions, our brain needs to integrate information over time. For instance, when having a conversation with someone, our brain needs to accumulate information about words and sentences to comprehend the ongoing discussion and respond appropriately. However, ubiquitous accumulation of information can cause interference, especially if we end up combining unrelated information. For instance, the topic of conversation may change from one sentence to the next, in which case combining information from consecutive sentences could cause interference and confusion.

These examples demonstrate that integrating information over time is sometimes necessary for successful comprehension and prediction, but it should not be performed indiscriminately. How then should temporal integration mechanisms be implemented, especially in constrained brain-like learning architectures? What kinds of temporal integration and separation mechanisms are employed by contemporary machine learning models? And how do these integration and separation processes compare against what we observe in human behavior?

In this thesis, we examined the costs and benefits of integrating and separating information sequences in humans and machines. In the first two projects we focused on learning and tested the performance of biologically-plausible temporal integration mechanisms in neural networks; we characterized the efficacy of these systems in learning categories from a sequence of examples, and investigated how their internal representations are altered by how they integrate information over time. In two further projects we focused on online comprehension and prediction, in the setting of humans reading natural language sequences, and we contrasted our findings with neural network models that predict and generate natural language sequences. We tested how online comprehension and subsequent memory


are affected by interruptions in the text that humans are reading. Finally, we tested how neural language models respond to the insertion of incongruent information into a broader coherent text, and we compared these findings against our observations of how humans handle interruptions while reading.

Altogether, these studies identify mechanisms by which humans and machines can exploit temporal continuity in the environment, in the service of learning about, understanding and predicting our dynamic world.
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## Chapter 1: Introduction

### 1.1. Costs and Benefits of Integrating Information over Time

Imagine you recently landed a new job, and on your first day in the office, you join a group of new colleagues for an introductory lunch. In this situation, your ability to learn from this experience and to comprehend it in real time will naturally benefit from being able to accumulate information over time.

First, as new colleagues introduce themselves to you at the table, you must learn their names and associate them with the faces you see around you at the table. However, the faces that you see are not distributed randomly over time: instead, you will see multiple samples of one individual's face, as they move their faces and heads while introducing themselves, before moving to the next person (Figure 1-1). While learning the facial features from a single individual, it could be beneficial to integrate and combine the multiple samples you receive of their facial features. However, you should not indiscriminately seek to combine any visual samples that are nearby in time as part of the same category: when moving from one colleague to the next, you will see a new face with its own unique features. So, it is beneficial to employ some form temporal integration of information, but you should also temporally separate information when moving from one person to the next. Thus, for the purposes of learning, it seems we need a flexible combination of mechanisms for integrating and separating consecutive samples from the environment (Figure 1-1).


Figure 1-1. Temporally correlated data in the real world accompanied by sudden changes.
Example of a situation where we meet new people and learn about their names and associate them with their faces that we see. The examples that we see from each person's face are usually temporally correlated as we see multiple examples of on person's face consecutively. But this autocorrelation can be suddenly disrupted when moving from one person to the next.

Of course, temporal integration does not only affect how we learn, but also how we comprehend and predict the environment online. For example, during the lunch conversation, you may encounter a situation that requires you to handle a transient change in the information stream.

For instance, the conversation at the table may concern the musical abilities of each of the colleagues and their families. As the conversation proceeds, you gradually integrate sequences of information about the musical abilities of your colleagues and their families, and you load mental schemas about musical education and music genres. But then, a colleague may notice a political news headline on their smartphone and interrupt the conversation to read the political headline aloud to the group. Less than a minute later, the conversation returns to the topic of families and music, but
now you require cognitive processes that can identify and store the incongruent information (the news headline) and help you to resume integrating information on the broader theme (of musical families), rather than starting the integration process all over again (Figure 1-2). Here again, we can benefit if we are able to maintain and integrate information over time, but we also require mechanisms that enable us to separately handle incongruous information, before resuming the integration process.


My sister, who is 4 years younger than me, is a great painter and plays a couple of instruments. She is the artist in our family. My cousin also plays a couple of instruments. The oil price has increased by $30 \%$ in the past year. Since oil prices and levels of inflation are often connected, the increase in oil price will likely cause higher inflation. When we have a family gathering, sometimes he brings his guitar and play some of our favorites. He's really fun to be around.

Figure 1-2. Temporally correlated linguistic data in the real world accompanied by transient changes. Example of a situation where we suddenly hear an interrupting piece of information during a conversation. The interrupting information (news about oil prices) can be thought of as a transient change in an otherwise temporally correlated data (conversation about family members).

The scenarios described above motivate a series of research questions: What are the consequences of sudden changes in the information stream for our learning and comprehension? How might biologically plausible mechanisms be implemented to enable us to learn from temporally
correlated input in the real world? How do humans (and how do contemporary machine learning models) deal with sudden changes in their information stream, and then resume the broader integration process? To address these questions, this thesis examines the costs and benefits of integration and separation of temporal information for learning and comprehension in humans and machines.

The first two projects in this thesis (Chapter 2 and Chapter 3) focus on temporal integration for the purposes of learning. We designed and tested biologically plausible integration mechanisms for neural networks performing a learning task, and we compared their efficacy for learning incrementally from a sequence of examples, as well as how they alter the internal representations that are learned.

The next two projects in this thesis (Chapter 4 and Chapter 5) focus on temporal integration for the purpose of online comprebension, prediction and memory. We quantified human behavior and the output of contemporary machine learning models designed to predict and generate language sequences. Specifically, we focused on the settings of incongruencies and interruptions, and how humans and machine learning models are affected by them. We also compared the integration and separation processes observed in machine language processing against the online comprehension and memory processes in humans, under the same conditions.

In the remainder of this introductory Chapter, I summarize prior works, provide an overview of the current state of knowledge in each topic, and identify the gaps in the literature.

### 1.2. Learning Incrementally from Temporally Structured Data

Imagine that all the events of your life are captured, second-by-second, and then replayed to you. Except they are not played in their original order: the seconds of life are scrambled, so that a moment
of reaching down to pick up your keys at age 30 is followed by an instant of you opening your mouth to cry at age 3. Much of the classical theoretical work in learning treats the learning problem in this way, as if the events in the world are a homogenous pool from which we can sample randomly. Of course, we do not learn from and experience the world in that way, and this a key reason why temporal integration is so important.

The world is structured temporally in many ways, but one of the most basic is that it is correlated in time: one moment tends, on average, to resemble the other moments nearby in time. In this section, I review prior research on learning from temporally correlated data for (i) category learning and (ii) representation learning.

### 1.2.1. Effects of Temporally Smooth Data on Category Learning

In the biological world, category learning usually takes place in time, as the learner is exposed to exemplars presented one after the other. For instance, when meeting a group of new people, we learn and remember their faces by seeing multiple samples of each face from different angles. But crucially, such real-world information is usually correlated across nearby points in time. So, for instance, we would usually see multiple angles (examples) of one face, consecutively (Figure 1-1). How does this temporal correlation across the exemplars influence category learning? How can a system exploit this temporal correlation for higher efficiency when learning categories?

### 1.2.1.1. Effects of Sampling Strategies on Incremental Learning

The ordering of training examples affects the speed and quality of learning in artificial neural networks. For example, learning can be sped by presenting "easier" examples earlier, and then gradually increasing difficulty (Bengio et al. 2009; Kumar, Packer, and Koller 2010; Elman 1993). Similarly,
learning can be more efficient if training data is organized so that the magnitude of weight updates increases over training samples (Gao and Jojic 2017).

However, the natural world often presents training data in temporally autocorrelated manner rather than ordering training items based on item difficulty or proximity to category boundaries. We, therefore, here are interested in exploring the effects of ordering similar training items nearby in time. With the data ordered in this way, we then seek to identify mechanisms that can accelerate learning across multiple levels of temporal autocorrelation, adapting to what is present in the data. This ability to adapt to the properties of the data is important in real-world settings, where a learner may lack control over the training order, or prior knowledge of item difficulty is unavailable.

### 1.2.1.2. Potential Costs and Benefits of Training with Smooth Data

Temporally correlated data may slow learning in feedforward neural networks. If consecutive items are similar, then the gradients induced by them will be related, especially early in training. If we consider the average of the gradients induced by the whole training set as the "ideal" gradient, then subsets of similar samples provide a higher variance (i.e., noisier) estimate of this ideal.

Smoothness in data may also slow learning due to catastrophic forgetting (Robert M. French 1999). Suppose that, for smoother training, we sample multiple times from a category before moving to another category. This means that the next presentation of each category will be, on average, farther apart from its previous appearance. This increased distance could lead to greater forgetting for that category, thus slowing learning overall.

On the other hand, smoother training data might also benefit learning. For example, there may be some category-diagnostic features that will not reliably be extracted by a learning algorithm unless
multiple weight updates occur for that feature nearby in time; smoother training data would be more liable to present such features nearby in time.

### 1.2.1.3. Biological Constraints as Inductive Biases for Category Learning

Neural networks are thought to provide a model of how biological brains perform categorization, which involves learning to classify objects into different categories (Grill-Spector and Weiner 2013; Yamins and DiCarlo 2016; Spoerer, McClure, and Kriegeskorte 2017; Nayebi et al. 2018). However, biological brains have a peculiar combination of properties. On the one hand, neural circuits are replete with anatomical recurrence and exhibit substantial autocorrelation in their dynamics (Honey et al. 2012; S. M. Smith et al. 2013; Kietzmann et al. 2019; Bright et al. 2020; Raut, Snyder, and Raichle 2020; Cocchi et al. 2017). On the other hand, it is not thought feasible for biological brains to implement backpropagation-through-time (BPTT), which is generally necessary for efficiently training artificial neural networks with recurrent connections (Lillicrap and Santoro 2019). How might recurrent dynamics in the brains achieve learning without propagating gradients through time? Particularly, based on the observation that real-world data is also often temporally autocorrelated, in what ways might brains exploit the temporal structure of their input data without propagating gradients through time?

There is ubiquitous correlation across cortical dynamics which can influence item-by-item incremental learning. Cortical dynamics exhibit autocorrelation on the scale of milliseconds to seconds, so that correlation in consecutive internal states is unavoidable (Honey et al. 2012; Murray et al. 2014; Bright et al. 2020; U. Hasson et al. 2008). Primate brains exhibit both local and long-range recurrence in their architectures, and their dynamics are autocorrelated over many seconds (Honey et
al. 2012; S. M. Smith et al. 2013; Chaudhuri et al. 2015; Bright et al. 2020; Murray et al. 2014; Raut, Snyder, and Raichle 2020).

However, cortical states are not always correlated over time: neural circuits can identify "eventboundaries" in the data sequence and can sharply shift their state accordingly (DuBrow and Davachi 2016; Baldassano et al. 2018). This shift appears to be associated with "resetting" of context representations, which has been understood as a form of memory gating (Chien and Honey 2020) so that neural circuits can combine information from related training samples, and avoid interference from unrelated samples.

In Chapter 2, we will explore the possibility that these two neural properties - autocorrelation and context-resetting - serve as an inductive bias for cortical learning. First, if the training data are temporally autocorrelated, then it may be advantageous to bias internal dynamics to be autocorrelated as well, as this effectively acts as an accurate prior over properties of the environment. For instance, data sampled from a slowly- changing environment may contain important features that are stable over time, which can be better extracted by mixing current input with a memory of recent input (e.g., mixing different exemplars of someone's face). Second, by "resetting" local memory states at boundaries between events, brains can reduce interference between irrelevant prior information and current input (e.g., separating exemplars of one person's face from another) (Figure 1-3).


Figure 1-3. Examples of temporally correlated training data in the real world.
Information that we see nearby in time are usually similar (correlated), for instance, we see multiple examples from one person's face during a conversation. This autocorrelation is also accompanied with abrupt changes in the information stream such as when we move from one person to another and see a new face with its own unique features.

### 1.2.2. Learning Representations from Multiscale Data Sequences

In the real world, we may need to learn from data that vary on both slow and fast timescales. For instance, when having a conversation with a new person, we see many examples of the same face from different angles nearby in time, and their facial features vary at different timescales: the features around a person's mouth change quickly, while their face's outline changes more slowly (Figure 1-4). When trained using training data that possesses multiple scales of structure, how can a learning system generate internal representations that reflect the multi-timescale properties of the data?


Figure 1-4. Example of real-world data with multiple timescales.
Facial features vary at different timescales: the features around a person's mouth (blue) change quickly, while their face's outline (red) changes more slowly.

### 1.2.2.1. Learning from Multi-Timescale Data in Artificial and Biological Neural Networks

Artificial recurrent neural networks (RNNs) are powerful models for learning from multi-timescale sequences, and their internal representations reflect temporal properties of their training data (Strobelt et al. 2018; Ming et al. 2018). Evidence of recurrence in cortical circuits has motivated RNN models of sensory and cognitive processes in cortical circuits (Honey et al. 2012; S. M. Smith et al. 2013; Murray et al. 2014; Bright et al. 2020; Raut, Snyder, and Raichle 2020; Kozachkov et al. 2022). However, for learning from temporal information, RNNs employ backpropagation through time (BPTT), which is thought to be implausible for biological systems (Lillicrap and Santoro 2019). How then can biological systems learn from multi-timescale sequences similar to RNNs, without propagating gradient in time?

Evidence from hierarchical processing in cortical circuits shows that neural circuits closer to the sensory cortex shift their state more rapidly than circuits further away from sensory areas (Murray et al. 2014; Chaudhuri et al. 2015; Chien and Honey 2020). Roughly speaking, this means that a sensory region of the neocortex will exhibit relatively small correlation in its state between time $t$ and $t+1$, while a higher order association area will exhibit a relatively large correlation in state between time $t$ and $t+1$. Similarly, sudden changes in state will happen more frequently in sensory areas, and less frequently in higher order association cortices. Assuming that sudden shifts in cortical state reflect the "resetting" of a context representation stored in each brain region, then shifting cortical states at multiple timescales would mean that the context representations are reset at different times.

In Chapter 3, we will explore the hypothesis that multiscale resetting enables cortical circuits to take advantage of multi-timescale data to learn internal representations that reflect temporal
properties of the information. However, the functional efficacy of the multiscale resetting mechanism in learning multiscale representations from the data is still unexplored.

### 1.3. Effects of Transient Incongruencies on Language Processing in Humans and Neural Language Models

In this section, I review prior works related to how language processing in humans and neural language models is affected by transient incongruencies (interruptions).

### 1.3.1. Effects of Interruptions on Human Language Comprehension and Memory

Interruptions are commonplace in real-world language processing. Recall the scenario we sketched above, in which a new employee is having lunch with colleagues, and then their conversation about musical families is interrupted by a news item (Figure 1-2). After experiencing the interruption (hearing the news), the conversation may then pick up where it left off (discussion about musical families), but we may have difficulty reinstating the original processing of the topic that was in our mind prior to the interruption. Indeed, in some cases, we may never be able to re-instate the same mental processes that preceded an interruption. Therefore, it is practically important to determine which kinds of interruptions are most disruptive to language and discourse comprehension. Moreover, if we can understand which interruptions hinder mental context the most, we may gain better insight into how and what we are holding in mind as we try to navigate interruptions in everyday situations.

### 1.3.1.1. What Makes an Interruption Disruptive?

The disruptiveness of an interruption is likely to vary with its similarity to the primary task. In this respect, we can distinguish between interruptions that have "cognitive similarity" and interruptions that have "content similarity". For example, if your primary task is reading a narrative, and the interruption also involves reading, we describe these tasks as "cognitively similar", regardless of the content that is being read in each case. On the other hand, if the primary task is reading a story, and the interrupting task involves performing arithmetic or visuospatial reasoning, then these tasks are cognitively dissimilar, because they likely involve different kinds of operations over different kinds of mental representations.

Early investigations of interruption in reading argued that interruptions were harmful if they erased a short-term memory trace of the verbatim content of the primary reading text. Glanzer et al. (Glanzer, Dorfman, and Kaplan 1981; Glanzer, Fischer, and Dorfman 1984) introduced a reading interruption paradigm in which participants would read sentences, self-paced, but would occasionally be interrupted by other tasks, such as arithmetic or reading unrelated materials. They first found that reading was slowed when interleaved with interrupting arithmetic problems (Glanzer, Dorfman, and Kaplan 1981) and then showed that reading of the primary text was slowed when unrelated reading materials were interleaved (Glanzer, Fischer, and Dorfman 1984). They argued, that because the deleterious effects of interruption were present both with task-switching (reading interleaved with arithmetic) and without task-switching (reading interleaved with reading), the primary driver of interruption cannot be task-switching. They argued that the reading slow-downs occurred because the interrupting task (regardless of type) erased or interfered with verbatim textual information stored in short-term memory.

### 1.3.1.2. Role of Content-Similarity on Disruptiveness of Interruptions

Ledoux and Gordon (Ledoux and Gordon 2006) returned to the question of the type of interruptions by comparing the effects of stylistically similar and dissimilar interruptions. They proposed that more similar interruptions were more likely to cause interference with the memory representations associated with the primary task, leading to slower reading. They tested this hypothesis in a self-paced reading task, in which the primary text and the interrupting text could be of the same or different style, narrative or expository. Narrative texts were more similar (semantically and stylistically) other narrative texts, while expository texts were more similar (semantically and stylistically) to other expository texts. Ledoux \& Gordon found that the disruption (measured by increased reading time following the interruption) was greater when the interrupting text was of the same style as the primary text.

### 1.3.1.3. Role of Cognitive-Similarity on Distuptiveness of Interruptions

The disruption caused by encountering an interruption with a similar content to the main task may come from several kinds of interference between the interruption and the primary task:


Figure 1-5. Schematic of information flow during interrupted reading.
C1 represents the primary text before an interruption and C2 represents the primary text following an interruption.
I. During encoding of the interrupting materials, there may be interference in working memory, because working memory may contain a combination of both the text preceding the interruption (C1 in Figure 1-5) and the interruption material ("Int" in Figure 1-5). In this
case, if the two sources of information cannot be kept separate in working memory, the interruption effectively adds noise to the WM representation of the preceding text (C1).
II. Upon resuming the primary text (start of C2), some narrative information from before the interruption (C1) often needs to be retrieved from long-term memory (Ericsson and Kintsch 1995). There may be interference in the retrieval process as the interrupting material (Int) is also present in working memory and in long-term memory.
III. Upon resuming the primary text (start of C2), information about the narrative (C2) needs to be extracted from the text, stored, and manipulated in working memory. However, some of the material from the interruption phase may still be in working memory. Thus, there may be interference in the working-memory between Int and C2 materials.

In addition to content-similarity, the similarities (overlap) in the cognitive processes between the primary task and the interruptions may also enhance the interfering effects of interruptions. For instance, one may expect memory-based interruptions to posit a higher difficulty on narrative processing than math-related interruptions. Rubin et al. (Rubin, Schrauf, and Greenberg 2003) found that cognitive processes involved in autobiographical memory and narrative are more similar than those involved in arithmetic and narrative. Furthermore, the neural pathways that process memory are tightly intertwined with the neural circuits that process narratives (Spreng, Mar, and Kim 2008). Moreover, in an ECoG study, Foster et al. (Foster, Dastjerdi, and Parvizi 2012) found that the default mode network in the brain displays opposing responses during memory and numerical processing. These findings suggest that, in comparison to numerical processing, memory processing is more closely related to narrative processing, both in terms of cognitive processes and the content. Although Glanzer et al. (Glanzer, Fischer, and Dorfman 1984) de-emphasized the role played by task-switching, they did not directly compare the reading time consequences of (e.g.) arithmetic-task and reading-task
interruptions. Therefore, it is still not known how interruption effects vary according to the degrees of similarity of the cognitive processes involved in the primary task and the interrupting task. In Chapter 4, we will return to this question in the context of reading interruptions.

### 1.3.1.4. Evaluation Methods for Measuring Disruptiveness of Interruptions

The disruptiveness of an interruption during reading has primarily been quantified in two ways: first, via its effects on reading time and second, via its effects on memory accuracy. Specifically, the most common method for quantifying disruption is to measure the reading time of the first sentence immediately following the interruption, with longer reading times interpreted as greater disruption (Ledoux and Gordon 2006). A less common method of quantifying cognitive disruption is to measure what participants remember from the reading task (Foroughi et al. 2015).

Participants are generally slower when resuming a task after interruptions, an effect known as resumption lag. Two findings are consistently obtained across different human studies that investigate the effects of incongruencies on reading comprehension: (1) There is an increase in reading time following the interruptions; (2) The increase in reading time is higher for incongruencies with a longer duration (Monk, Trafton, and Boehm-Davis 2008; Foroughi, Werner, Barragán, et al. 2016). The increase in reading time is interpreted as a higher difficulty in processing the information when resuming reading after the interruptions. For instance, Ledoux and Gordon showed that participants were slower to resume reading after encountering an interruption with a higher similarity to the primary reading task, suggesting a higher disruption caused by the more similar interruptions (Ledoux and Gordon 2006). Despite the consistent observation of resumption lag following, the processes that cause this delay and its dependence on the type of interruption (e.g., arithmetic problems versus memory-oriented problems) remain uncertain.

In contrast to the consistently observed resumption lag, the effects of interruptions on subsequent memory have varied widely. In their classic work introducing the reading interruption paradigm, Glanzer et al. (Glanzer, Dorfman, and Kaplan 1981; Glanzer, Fischer, and Dorfman 1984) employed many different types of interruption tasks during reading (e.g. unrelated reading, counting, arithmetic problems), but consistently observed that subjects' comprehension was unaffected by interruptions. However, Foroughi et al. (Foroughi et al. 2015) later revealed that when the memory questions were not simple recognition questions, but demanded further (perhaps inferential) processing of the text, then interruptions were found to affect memory and comprehension performance.

Interruptions can also be thought of as "event boundaries" in an ongoing perceptual stream, and there are inconsistent findings of how such "event-boundaries" affect memory. On the one hand, arousal at event-boundaries can be beneficial for immediate memory recognition following the event boundaries. Swallow et al. (Swallow, Zacks, and Abrams 2009) showed that event boundaries in perception, improve memory encoding. Similarly, Zheng et al. (Zheng et al. 2022) found that boundaries boost immediate recognition. However, other studies have indicated detrimental effect of event boundaries on memory. When information spanned across boundaries, the memory for information was declined (Lawrence and Peterson 2016; Radvansky and Copeland 2010). Furthermore, Payne et al. (Payne et al. 2007) showed that arousal impaired the consolidation of surrounding memory. Finally, Ben-Yakov et al. (Ben-Yakov, Smith, and Henson 2021) demonstrated that surprise did not retroactively modulate memory of preceding events, neither when participants were tested immediately after the event videos nor when they were tested 24 hours later. Altogether, the literature does not present a consistent picture of how interruptions should influence delayed recall of the information immediately before and after interruptions.

### 1.3.1.3. Handling Interruptions using Working Memory and Long-Term Memory

Induced interruptions have been used as an experimental technique to understand human memory mechanisms. In traditional memory theories, two qualitatively different memory stores have been identified. First there is a transient short-term memory (STM) with very limited capacity, and this term is often used interchangeably with working memory (WM) (Cowan 2017). Second, there is long-term memory (LTM) with very large capacity, where successful storage required significant time (Malmberg, Raaijmakers, and Shiffrin 2019) .

A standard two-store framework does not easily account for the behavioral results observed in studies of reading interruptions. For instance, encountering reading interruptions (e.g. arithmetic problems inserted in the middle of a text) is found to have little effect on reading comprehension (Glanzer, Fischer, and Dorfman 1984). In the view of Ericsson and Kintsch (Ericsson and Kintsch 1995), this result cannot be explained under conventional models of WM, because if an activity is interrupted, information in temporary storage (such as WM) will be lost and cannot be later resumed. On the other hand, long-term memory is thought to be too slow to mediate the retrieval of linguistic content on demand during reading. Motivated in part by this observation, Ericsson \& Kintsch proposed a new model of memory, as we elaborate below.

Ericsson and Kintsch (Ericsson and Kintsch 1995) introduced the concept of long-term working memory (LTWM). Their model challenged the view that only limited-capacity WM is used for maintaining information in reading of short passages. First, they noted that a WM system with limited capacity cannot account for greatly expanded working memory capacity of skilled performers (i.e., experts) in domains such as chess and reading. Second, they argued that if an activity is interrupted, information in temporary storage (i.e., WM) will be lost and cannot be later recovered.

But they also argued that LTM was too slow to be used as storage in real-time reading settings. Therefore, the LTWM model proposed additional control processes added to LTM to facilitate rapid encoding and retrieval of information. A key piece of evidence for the LTWM model was the aforementioned findings from Glanzer et al, (Glanzer, Dorfman, and Kaplan 1981; Glanzer, Fischer, and Dorfman 1984) and Ledoux et al. (Ledoux and Gordon 2006) that interruptions had little effect on participants' ability to recognize and recall material from the passages.

Foroughi et al. (Foroughi et al. 2015) found that interruptions during reading led to a decline in textual comprehension, and on this basis challenged the empirical validity of the LTWM model. They suggest that the transient portion of working memory is essential for text comprehension, and that there is no need to posit additional LTM processes (Foroughi, Werner, Barragán, et al. 2016). Foroughi et al. suggested that the maintenance of information in a short-term store (i.e., working memory) was necessary because interruptions were indeed affecting this information, and that these effects could be detected by text comprehension that went beyond simple recognition testing. Furthermore, they found that adding a time-out period before the interruptions led to a recovery of memory performance, which they interpreted as providing working memory systems with enough time to finish processing the preceding text, so that there was nothing to be disrupted (Foroughi et al. 2015; Foroughi, Werner, Barragán, et al. 2016). Ericsson and Kintsch, however, maintain that Foroughi et al.'s findings do not challenge the LTWM theory, as the theory is not about whether disruptions to comprehension ever occur, but rather regarding the magnitude of the effects (Delaney and Ericsson 2016).

The literature reviewed above suggests that our knowledge about reading interruptions is limited by two factors. First, there is the fact that WM-based and LTWM-based models are quite abstract and do not make sharply differing prediction. But the second, and possibly more fundamental
limitation is the variability in empirical finings across studies, which have used many different primary texts and interruption tasks over the decades. Therefore, in Chapter 4 we will revisit the fundamental questions about memory interruptions while, employing many manipulations within a single consistent paradigm, and employing a large sample of participants in each condition.

Our central focus here is how people tackle a primary task with occasional interruptions, but this setting may share several features with the performance of two concurrent tasks. Specifically, there is longstanding demonstration of which kinds of working memory processes interfere in "dual task" settings, when participants perform two tasks at the same time. In the dual task, participants must divide their attention between both tasks and switch between the associated memory processes for each one (Treisman 1964; Broadbent 1966; Larsen and Baddeley 2003; Logie et al. 2004). In contrast, our focus is on how participants switch from reading (the primary task) to an interruption (a secondary task), and how they resume the primary reading task following each interruption. Importantly, the consecutive interruption tasks are not related to one another - each interruption can be performed individually, without drawing on knowledge of content or responses in the previous interruption. Therefore, participants in our interruption experiments only need to maintain and access long-term information from the primary task. Nonetheless, the process of reinstating memories and goals may be similar between dual-task paradigms and interruption paradigms. Though we do not explore the relationship between these paradigms here, it is a promising direction for future work.

### 1.3.2. How Neural Language Models Separate Relevant from Irrelevant Information in Prior Context

Having discussed how human temporal integration is affected by interruptions, it is instructive to consider how artificial systems behave when they confront the same problem. Neural language models
(NLMs) have recently achieved impressive performance in predicting linguistic sequences (Khandelwal et al. 2018; Subramanian et al. 2020). To do so, these computational models must determine which aspects of prior context are important for future prediction. In the terminology of cognitive psychology, we might say that these models, when exposed to a string of words, must decide which information should be stored or maintained in "memory" and then later "retrieved" in the service of predicting the next word. More generally, we could say that these language models are continually integrating information over time as they extract the meaning of the input and update their representations of the context. What kinds of integration mechanisms are employed by these contemporary NLMs, both those with feedforward and recurrent architectures? To what extent are they able to separate incongruent information so that it does not affect their predictions? Finally, how do these integration and separation processes compare with human behavior? In this Chapter, we begin to address these questions, by testing language models in situations where in which the language sequence contains a mixture of both relevant and irrelevant (incongruent) information.

NLMs are designed and trained to make reliable language predictions when dealing with consistent data streams, however real-world language data often includes passages of incongruity. Similarly, when we process language data in the real world, we may experience incoherencies, like a brief change of topic during a conversation. For instance, in the middle of a conversation with a group of friends about our family members, one of our friends might suddenly notice a news headline on his cell phone and read it aloud to the group. In this case, the linguist information sequence that we receive includes a segment of unrelated information (Figure 1-6). How do contemporary NLMs process such incongruities in the language context that they are using to make predictions? How might the architectural characteristics of NLMs modulate their ability to access information (both relevant and irrelevant) in prior context? Finally, what are the similarities and differences between how language
models solve this problem (of incongruent interrupting text) and how humans handle interruptions in in linguistic context? Below, I review previous work that has explored aspects of these questions, before identifying the gap in the literature that I will address.

## A.

My sister, who is 4 years younger than me, is a great painter and she plays a couple of instruments. She is the artist in our family. My sister is specialized in oil $\qquad$ _.


My sister, who is 4 years younger than me, is a great painter and she plays a couple of instruments. She is the artist in our family. The oil and gas companies increased their price by $30 \%$ in the past year. My sister is specialized in oil $\qquad$ _.

Figure 1-6. Examples of how a language model's predictions may be influenced by an intact versus an incongruent prior context.
A) In this example context is intact, and so the language models can easily choose the correct word from possible options. B) In this case, the incongruent context which may prevent the language model from making an accurate word prediction.

### 1.3.2.1. The Impact of Architectural Constraints on Maintenance and Retrieval of

## Information in NLMs

Maintenance and retrieval capabilities of NLMs may depend on their architectural constraints. In this Chapter, we will test the performance of two language models with very different architectures, (i) a long short-term memory (LSTM) model (Schijndel and Linzen 2018; Hochreiter and Schmidhuber 1997) and (ii) GPT-2 Transformer language model (Vaswani et al. 2017; Radford et al. 2020). The LSTM is a recurrent deep learning model that incorporates the past by reusing the information from previous time steps and through dedicated memory cells (Schijndel, Mueller, and Linzen 2019) (see Figure 1-7 A). The GPT-2 model (GPT stands for "Generative Pretrained Transformer") is a
large Transformer-based language model (LM) trained with the objective of predicting the next word, given all the previous words in a fixed-length context (Radford et al. 2020). A Transformer model is a deep learning model that employs an attention mechanism to differentiate the significance of each token in the input sequence (Vaswani et al. 2017) (see Figure 1-7 B). The attention mechanism in Transformers determines how each token (word) in a sequence is influenced by all other words in the sequence.


Figure 1-7. Schematic of an LSTM and a Transformer neural language model' architectures.
A) Schematic of an LSTM (memory-based) language model. (This schematic image is borrowed from (Le et al. 2019)). B) Schematic of a Transformer (attention-based) language model. (This schematic image is taken from (Vaswani et al. 2017)).

### 1.3.2.2. Accessibility to Prior Context in Different NLMs

In what ways do architectural constraints affect access to prior context in LSTM? In theory and based on its architectural properties, LSTM has the ability to maintain pieces of information from the prior
context in dedicated memory cells for many hundreds of tokens, and possibly longer (Khandelwal et al. 2018; Schijndel, Mueller, and Linzen 2019). This characteristic enables LSTM to learn long-range dependencies. However, LSTM's architectural constraints pose a "limited-capacity" challenge. In order for the LSTM architecture to have access to prior context, it must carry the information forward in its internal states. Then, at the next time step, it must update its inner context based on the current input. Thus, at each time step, the model must make a decision of how to update a limited-dimension representation of context. Crucially, if the model decides not to incorporate a piece of information into its context representation, there is no way for it to later access that token. As a result, LSTM is under the pressure to forget some part of the information to free up space to maintain information that is most relevant to the upcoming prediction. Therefore, what happens in practice is that the access to prior information is proximity-dependent: on average, recent tokens exhibit a greater influence over the prediction of the next token (Figure 1-8). Khandelwal et al. (Khandelwal et al. 2018) described this property of LSTM models by saying that their context representation is "sharp nearby, fuzzy faraway".

Because it employs a Transformer architecture, GPT-2 does not face the same capacity pressures that an LSTM does. The GPT-2 model has direct access to a long but fixed-length window of the prior information (Vaswani et al. 2017). We can think of it as having perfect memory of a finite length of the past. In contemporary LM architectures, Transformers typically have access to hundreds of prior tokens, but sometimes thousands in larger models. Even with perfect memory, however, GPT-2 still faces the challenge of identifying what pieces of information are relevant for making predictions about the future token (Figure 1-8).


Figure 1-8. Schematics illustrating the accessibility to prior context in different neural language models. Neural language models use a sequence of linguistic data as their prior context to make prediction about the upcoming word, but LSTM (middle) and GPT-2 (bottom) have access to different types of information within their prior context.

### 1.3.2.3. Similarities and Differences of NLMs to Language Processing in Humans.

Humans and neural language models have some shared capabilities: both have the capability to parse language data, can extract abstract information from it, and can generate natural-seeming sequences of words (Khandelwal et al. 2018; Radford et al. 2020; Linzen, Dupoux, and Goldberg 2016). In doing so, it has been argued that humans and neural LMs share two computational commonalities: both are involved in continuous next-word prediction; and, both represent words as a function of the prior context (Goldstein 2021).

In addition to studying their computational commonalities, we can also assess the "behavior" of humans and LMs using similar criteria (Schijndel and Linzen 2018). In humans, the time taken to read a word or sentence is commonly taken as an index of how easily they are processing linguistic information, or how well the written text accords with their linguistic knowledge and expectations (Monk, Trafton, and Boehm-Davis 2008). For example, Smith and Levy (N. J. Smith and Levy 2013) showed that human reading time for words decreases with higher word probability. Therefore, in
many contexts a lower reading time (RT) reflects less surprise while reading. In NLMs, to measure a model's level of "surprise" while processing a piece of language data, we can calculate their "perplexity" (Khandelwal et al. 2018). A low perplexity indicates that a model is not surprised by the linguistic information, i.e., that the word or words are consistent with its internal model. Data from Schijndel and Linzen (Schijndel and Linzen 2018) support the correspondence of NLMs’ surprisal with humans' reading time. They showed that LMs ' surprisal matched with humans' self-paced reading times in a Natural Stories corpus. From this perspective, then, LMs' perplexity and humans' reading time reflect similar measures in how easily each of them processes a particular string of language input.

### 1.3.2.4. Memory Mechanisms in Humans and NLMs

NLMs with distinct architectural constraints and memory capabilities may approximate humans' language processing in different ways. While LSTM are forced to selectively maintain the most relevant information for subsequent predictions, GPT-2 benefits from a "perfect memory" of a fixed-length window of prior input. This distinction may be why LSTMs seem to represent gist-like semantic properties in their context representations, while GPT-2 makes predictions based on verbatim properties of the prior context (Armeni, Honey, and Linzen 2022). In humans, it has long been thought that linguistic tasks (such as reading and next-word prediction) are supported by multiple mnemonic and contextual representations (Kintsch and van Dijk 1978), including verbatim maintenance of prior text, and more gist-like representation of semantics and situation models. Therefore, perhaps aspects of human language processing that rely more on abstracted semantic information, might behave closer to a recurrent model such as our LSTM. In contrast, the aspects of human language processing that depend more on verbatim properties of the prior context, might behave closer to a Transformer, such as GPT-2. That said, the size of the models and their training
corpora and loss functions can dramatically impact how readily they extract abstracted situational and semantic features (Shin et al. 2022).

At this moment, despite interest in augmenting neural network models with dedicated memory systems, there is no large language model that incorporates multiple human-like memory mechanisms. Humans employ multiple distinct memory systems to generate, store and retrieve context representations that make available rich semantic and situational properties, while also maintaining high-resolution surface information over the short term. This multi-memory system, allowing access to short- and long-term data, may render humans (relatively) robust to the irrelevant and incongruent items in a stream of input.

### 1.3.2.5. Effects of Context Incoherencies on Language Processing in Humans and NLMs

Both humans and NLMs may be sensitive to incongruent items when processing an information stream, but the consequences are likely different across humans and NLMs. In humans, increased similarities between the interruptions and the primary text generate greater processing difficulties (Ledoux and Gordon 2006). We reviewed the prior related works on effects of content-similarity of interruptions on their disruptiveness, earlier in this Chapter (section 1.3.1.2.). In contrast to humans, NLMs may suffer most from the deleterious effects of incongruent information when the incongruous information is moderately similar to the primary text. Consider, three ways in which an interruption's similarity could modulate its interfering effects. First, when the prior context contains incongruencies that are very dissimilar from the primary text, then LMs may suffer from interference between relevant and irrelevant information and demonstrate a reduction in their prediction accuracy. However, if the information is highly incongruous, the model may also ignore it if it cannot be incorporated with the broader context of the text. Second, when the interrupting information is moderately similar to the
primary text, the predictions of the NLMs may be most corrupted. In this "sweet spot", the incongruency is similar enough to be mistaken for relevant material, but dissimilar enough to cause an erroneous prediction. Finally, when the interrupting information is highly similar to the primary text (e.g. information about rifles inserted into a story about handguns) then this additional piece of information might even facilitate NLMs predictions for some context-dependent words, as it can help to reinforce the appropriate context. Altogether, we may expect a U -shape relationship between similarity and disruptiveness of interruption: the most disruptive effects on NLMs may appear at an intermediate level of similarity to the primary text.

The length of the incongruencies (i.e., interrupting information) may also affect their influence on human and NLM language processing. Two findings are consistently obtained in human studies of incongruencies in reading comprehension: (1) There is an increase in reading time following the interruptions; (2) The increase in reading time is higher for incongruencies with a longer duration (Foroughi, Werner, McKendrick, et al. 2016; Monk, Trafton, and Boehm-Davis 2008). Thus, if we use perplexity to quantify NLM surprise, then NLMs should demonstrate a similar pattern to humans in processing information after incongruency, exhibiting: (1) increased perplexity following the insertion of inconsistent or incongruous material; and (2) further increased perplexity when the incongruous material contains more words.

The literature reviewed in this section motivates us to directly test how NLMs handle incongruencies in their input streams. In Chapter 5, we test both a recurrent architecture (LSTM) and a feedforward architecture (Transformer) by exposing them to multiple types of incongruent input, and we characterize their language prediction performance, how this compares with the measures of human reading times obtained in Chapter 4.

### 1.3.2.6. Achieving human-level language processing capabilities in language models

Finally, when studying an LM from and comparing its performance to humans, we should remember that "human-level performance" does not necessarily reflect "human-level competence" (Firestone 2020). Drawing on Chomsky (Chomsky 1965), Firestone defines these terms as the following: competence refers to what a system knows, whereas performance refers to what a system does. The distinction between performance and competence can arise from multiple factors: First, demonstrating the same level of performance may not reflect the same level of knowledge. Therefore, even if an LM exhibits similar performance to humans in a particular task, it does not mean that the LM has the same language knowledge as humans. Second, LMs and humans might perform similarly in a specific task, but they might not fail in the same way. Failing in different ways does not mean that humans and machines have completely different capacities and representations. It could be that humans and machines fail differently despite having similar competence but because they have different constraints on processing the input they receive. And, finally, humans and LMs have different constraints that may influence their performance. To facilitate fair comparisons humans and LMs, one method could be constraining one system to become more similar to the other, while another method could be using species-specific tasks to evaluate each system (Firestone 2020).

# Chapter 2: Effects of Temporal Integration and Separation on 

 Category Learning
### 2.1. Background and Motivation

In the biological world, category learning usually takes place in time, as the learner is exposed to exemplars presented one after the other. These exemplars, however, are not independent from each other, and are usually similar nearby in time. For instance, when meeting a group of new people, we see many examples of the same face from different angles consecutively before moving to the next person. What are the consequences of exposure to such temporally correlated data for learning? How could a learning system with brain-like architectural constraints, exploit the temporal structure in the data for more efficient learning?

We hypothesized that a category-learning system may be able to take advantage of temporal structure in training data by selectively integrating information from related samples, while separating information from unrelated samples. Indeed, there are simple brain- inspired mechanisms that may enable learning systems to benefit from combining related information, while avoiding interference from unrelated information. Our focus on simple integration and separation mechanisms is motivated by the fact that (i) our brain dynamics appear to blur information over time, as there is ubiquitous autocorrelation in cortical dynamics (Honey et al. 2012; S. M. Smith et al. 2013; Chaudhuri et al. 2015; Bright et al. 2020; Murray et al. 2014; Raut, Snyder, and Raichle 2020), while (ii) neural circuits' sometimes shift their state suddenly at "event boundaries", and this appears to be associated with "resetting" of context representations (DuBrow and Davachi 2016; Baldassano et al. 2018; Chien and Honey 2020).

### 2.1.1. Research Questions

To date, we lack a normative model of how the architectural constraints in biological neural networks (autocorrelation and boundary resetting) influence category-learning, in a realistic setting with temporal correlation in training data. Therefore, in this Chapter, we set out to examine the efficacy of these brain-inspired mechanisms in boosting category learning in neural networks. We investigated the following two brain-inspired mechanisms: (i) local linear recurrence in internal representations; (ii) a gating mechanism that resets internal representation at transitions between categories. In particular, we asked the following questions:

- Can brain-inspired recurrence and gating mechanisms enable neural networks to exploit temporally correlated data for higher category learning efficiency, without using BPTT? We hypothesized that networks equipped with two brain-inspired mechanisms - local linear recurrence and gating - could exploit temporal autocorrelation in data for more efficient category learning.


## Significance

In theory, the existence of autocorrelated dynamics in the brain presents a challenge, because it is unclear whether (and under what conditions) learning is facilitated by blending past and present representational states. By quantitatively addressing this question, we can better understand how learning can proceed in neural circuits with unavoidable correlation in their dynamics. We focused on computational consequences of leaky integrator and boundary-resetting mechanisms for categorylearning, in terms of the speed and efficiency of learning. Our hypothesis was that networks equipped with two brain-inspired mechanisms - local linear recurrence and boundary-resetting - could exploit temporal autocorrelation in data for more efficient category-learning.

### 2.2. Methods

We built neural networks with and without two brain-inspired constrains.

### 2.2.1. Brain-Inspired Constraints

Leaky memory (local linear recurrence): We added leaky memory to the internal representations (hidden units) by linearly mixing them across consecutive time points. Hidden unit activations were updated according to the following function:

$$
\begin{equation*}
H(n)=\alpha H(n-1)+(1-\alpha) \operatorname{ReLU}\left(W_{I H} I(n)\right) \tag{1}
\end{equation*}
$$

where $\mathrm{H}(\mathrm{n})$ is the state of the hidden units for trial $\mathrm{n}, \mathrm{I}(\mathrm{n})$ is the state of the input units for trial n , $\alpha$ is a leak parameter, $\mathrm{W}_{\mathrm{IH}}$ are the connections from the input layer to the hidden layer, and ReLU is a rectified linear activation. We set $\alpha=0.5$ in these experiments.

Memory Gating: To reduce the interference between items from different categories in the leaky memory, we employed a gating mechanism to reset memory at the transitions between categories. Therefore, if sample $n$ was drawn from a category other than the category of sample $n-1$, then we set $\alpha=0$ in Eq. (1) on that trial n (Figure 2-2 C).

### 2.2.2. Manipulating Autocorrelation in Data

We manipulated the amount of autocorrelation in data by varying the number of consecutive samples drawn from the same category. We began each training session by generating a random "category order", which was a permutation of the numbers from 1 to N (e.g., the ordering in Figure 2-1 B). The same category order was used for all conditions in that training session.

To sample with minimum autocorrelation (maximum interleaving), we sampled exactly one exemplar from each category, before sampling from the next category in the category order (1 repeat) (Figure 2-1 B). This condition is called "minimum autocorrelation" because all consecutive items were from different categories, and there were not more examples from a category until all other categories were sampled. We increased autocorrelation by increasing the number of consecutive samples drawn from each category ( 3 repeats and 5 repeats in Figure 2-1 B). Finally, we also used the standard random sampling method, in which items were sampled at random, without replacement, from the training set (Figure 2-1 B). The training set was identical across all conditions, as was the order in which samples were drawn from within a category (Figure 2-1 B).


Figure 2-1. Temporal autocorrelation in real-world data and in neural network training.
A) Top: temporally autocorrelated data in the real world. Bottom: randomly ordered data as the common practice in training neural networks. B) Manipulating autocorrelation levels in training data using the ordering of training samples. Colored rectangles indicate the amount of autocorrelation induced by repeating a category.

### 2.2.3. Training Neural Networks

Dataset. We tested MNIST, Fashion-MNIST, and synthetic datasets containing low category overlap (LeCun, Kavukcuoglu, and Farabet 2010; Xiao, Rasul, and Vollgraf 2017)

Learning rule. For the learning rule, we used backpropagation, however the gradient computation did not account for the fact that the neurons were leaky. Therefore, the update rule in lleaky memory +
reset] model is different from the common update rule in recurrent models (e.g., LSTM). LSTM uses backpropagation through time (BPTT), which is implausible for biological settings. In learning with BPTT, the same neurons must store and retrieve their entire activation history (Lillicrap et al. 2020). In contrast, in the [leaky memory + reset] model, neurons only use local information from their most recent history. Therefore, it is computationally much simpler because it does not require maintaining the whole history and computing the gradient relative to all that history.

Objective function. We used backpropagation with both mean squared error (MSE) and crossentropy (CE) loss functions. The results reported here are using MSE, primarily for the ease of comparison with later reconstruction error measures in this manuscript. However, the same pattern was observed using CE loss. Also, it has been shown MSE loss provides comparable performance to commonly utilized classification models with CE loss function (Illing, Gerstner, and Brea 2019). To test incremental learning, we employed stochastic gradient descent (SGD), updating weights for each training sample.

Optimization, initialization, and activation function. We tested the model both with and without RMSprop optimization, along with Xavier initialization. We applied ReLU to hidden units and Softmax or Sigmoid to the output units.

Hyperparameters. For MNIST and Fashion-MNIST, we used a 3-layer fully connected network with $(784,392,10)$ dimensions and a learning rate of 0.01 . The learning rate was not tuned for a specific condition. We used the same learning rate across all conditions; only autocorrelation varied across conditions. To compensate for the potential advantage of a specific set of hyperparameters for a specific condition, we ran 5 runs, each with a different random weight initialization, and reported the
averaged results. When RMSprop was implemented, $\beta 1$ and $\beta 2$ were set to 0.9 and 0.99 , respectively (Ruder 2016).

### 2.3. Results

We found that autocorrelated (blocked) training data slowed incremental learning in memoryless networks (Figure 2-2 A). Moreover, in these networks, minimum autocorrelation (maximum interleaving) yielded more efficient learning than random sampling (Figure 2-2 A). These observations generalized across all tested datasets and across MSE and CE loss, with and without RMSprop optimization.

In contrast to the detrimental effects of autocorrelation in memoryless learners, autocorrelation in training data increased learning efficiency in learners with leaky memory, as shown in Figure 2-2 B. Moreover, adding a gating mechanism to the leaky memory units further increased their learning (Figure 2-2 C). In learners with leaky memory and gating, all levels of autocorrelation significantly outperformed random sampling and sampling with minimum autocorrelation (1 repeat) (Figure 2-2 C). These findings generalized across MNIST, Fashion-MNIST, and synthetic datasets.


Figure 2-2. Neural architectures for classifying temporally correlated data.
A) Test error (MSE loss) and test accuracy in SGD training of a feedforward neural network (MNIST data) across different autocorrelation levels. B) The same as (A) but for a neural network with leaky memory in internal representations. C) The same as (A) and (B) but for a neural network with leaky memory and gating mechanisms. The performance of the feedforward neural network with random sampling (shown in red) is used as an identical reference in all 3 plots so it can be used for comparing performance across models. [Curves in this figure have been averaged over 5 runs with different initialization and were further smoothed using a 100-iteration moving average.]

Why does averaging current and prior states produce more efficient learning from sequentially correlated data streams?

So far, we showed that when data sampled at a given moment shares category-relevant features with recent samples, learners with leaky memory were able to exploit this property for more efficient category learning. Importantly, the resetting mechanism prevented the mixing of hidden representations from samples of different categories, allowing the system to benefit most from the
correlation in data, while not suffering from between-category interference. However, it is still not clear why averaging current and prior states produces more efficient learning from autocorrelated data.

To further investigate why combining consecutive states produces more efficient learning from autocorrelated data, we looked for situations in which combining consecutive states is not helpful. Our hypothesis was that averaging across consecutive members of the same category instantiates an assumption (an inductive bias) that consecutive samples from the data stream share task-relevant local features. When this assumption is satisfied, averaging (smoothing) across consecutive samples increases the proportion of variance in the hidden units, that is associated with category-diagnostic features. This hypothesis predicts that if consecutive items in the data stream do not share any local features, then the benefits of leaky memory will be eliminated. To test this hypothesis, we trained our model on a data structure in which the consecutive items do not share local features.


Figure 2-3. Conditions under which recurrence and gating mechanisms impede category learning. Left: Synthesized data stream with no shared local features across consecutive samples. Feature i in sample (n) is orthogonal to feature i in sample ( $n+1$ ). The numbers on the right side of each sample show the feature values. Right: Test error for feedforward memoryless model, model with linear recurrence, and model with linear recurrence and gating.

We found that when consecutive items in the data stream did not show autocorrelation, the advantage of maintaining a leaky memory in internal states was eliminated, and leaky memory, with or without boundary-reset, always learned more slowly than feedforward models (Figure 2-3).


Figure 2-4. Change in classification accuracy when recurrent and feedforward models are tested on noisy data. Y -axis shows the percentage of reduction in classification accuracy when tested on noisy data. X -axis shows different models. Each dot shows the reduction in classification accuracy for each single run with a different random initialization.

Additionally, biological systems might employ this simple linear recurrence because, while it does not impair learning from random data streams, it can reduce the noise in the presence of temporal autocorrelation (Figure 2-4). This theory was supported by our results showing that compared to the memoryless model, model with recurrence and gating was less susceptible to misclassify noisy data. Furthermore, linear recurrence can be used in biological systems to increase the accuracy of categorization decisions (reduce misclassification) when multiple members of the same category are observed sequentially (Figure 2-5). This would increase the certainty of the classification with each sample.


Figure 2-5. Percentage of misclassifications for each position within autocorrelated samples.
Y-axis shows the percentage of misclassification. X-axis shows the position of the tested iteration in 10 repetitions of sampling from one category. (MNIST dataset)

How does the model equipped with leaky memory and gating compare with a more flexible recurrent model trained with backpropagating gradients through time?

Our leaky memory models were trained without propagating gradients backward through time. Backpropagation-through-time (BPTT) is the common learning rule implemented in training recurrent neural networks. However, it is not thought feasible for biological brains to BPTT because it would require neural circuits to have access to all of their history of their internal states (Lillicrap and Santoro 2019). Having said that, it is important to compare the performance of our model to the performance of a more flexible model that can directly learn from task-relevant temporal structure.



Figure 2-6. Effects of autocorrelation in data on learning in LSTM.
Left) LSTM test error for different amounts of autocorrelation in training data. Right) LSTM test classification accuracy for different amounts of autocorrelation in training data.

We used Long Short-Term Memory (LSTM) model, as a flexible recurrent model trained with BPTT. We then evaluated LSTM's performance using the following criteria: (1) How efficiency of LSTM model is influenced when learning from temporally correlated data; (2) For a specific level of temporal correlation, which model, LSTM vs our [Leaky memory + boundary-reset] model, shows higher learning efficiency. (3) How do these two models perform when generalizing their learning to a sequence of samples different from what they have been trained on.


Figure 2-7. Comparing LSTM to models with and without leaky memory and memory gating mechanisms. Left) Test error for classification with autocorrelation level equal to 5 -repetitions ( 5 consecutive sampling) of each category. Right) Test error for classification with autocorrelation level equal to 10 -repetitions of each category. In both
plots, we also show [no-memory with 1-repetition], that is "minimum autocorrelation" (the orange curve), to be used as a reference.

For the first analysis, we found that, similar to our leaky memory model, the LSTM also benefited from autocorrelated data and will produce higher learning efficiency for higher amounts of correlation in data (Figure 2-6). In the second analysis, regarding comparing the performance of these two models on the same level of temporal correlation, as expected, we found that the LSTM would demonstrate better results (Figure 2-7). We expected this result because the LSTM has a much more flexible architecture and it is trained with BPTT, so the gradient updates are mathematically optimized for the task. For the third analysis, we found that the advantage of the LSTM trained with BPTT was not preserved when the models are tested out-of-domain (Figure 2-8). We expected this pattern because the LSTM trained with BPTT can be calibrated to the specific structure of the training data stream and therefore will be more susceptible to suffer from testing on new data sequences.


Figure 2-8. Generalization of LSTM and the model with leaky memory and gating to data streams with different temporal structures.
Left) Test error for LSTM and [leaky memory + reset] model, trained and tested on the same sequence of samples or on a different sequence of samples. Right) Test accuracy for LSTM and [leaky memory + reset] model, trained and tested on the same sequence of samples or on a different sequence of samples.

## How does the averaging of current and prior activation states (leaky memory) compare to the averaging of gradients (mini-batching)?

The linear recurrence in our leaky memory models effectively generates a weighted average of activations over time. Mini-batching, on the other hand, averages gradients over time (Li et al. 2014). In mini-batching, instead of updating the weights after $n$ single training samples ( $n$ updates for $n$ samples), the weights are updated once for each batch of $n$ sample ( 1 update for $n$ samples). This technique enhances the computational efficiency of training a deep learning model as it reduces the total number of weight update computations.

Leaky memory and mini-batching mechanisms differ in at least two ways. First, implementing leaky-memory and mini-batching affect performance in different ways as a function of the amount of category repetition (autocorrelation in data) (Figure 2-9). We found that mini-batching with varying batch sizes and high or low autocorrelation in the data yielded similar accuracy levels. In contrast, the leaky memory model benefited more from higher levels of autocorrelation in data. Second, the effects of leaky-memory on learning performance can be reversed (switching from improved to worsened performance) when the training data within a category contain non-overlapping features (Figure 2-3). Though we have not tested this directly, an analogous effect seems unlikely for mini-batching. Altogether, leaky memory and mini-batching serve different purposes. Mini-batching is more efficient when the goal is to minimize the number of weight updates, regardless of the number of training samples. However, if there is a limited number of training samples and they are temporally autocorrelated, then leaky memory may produce a higher accuracy by exploiting the temporal correlation in the data.


Figure 2-9. Comparing the leaky memory approach against mini-batching.
Mini-batching and the model with memory and gating models were affected in a qualitatively different manner by increasing the number of category repetitions. Left) Test error and test accuracy of mini-batch training on MNIST data. Right) Test error and test accuracy of the model with leaky memory and gating on MNIST data. Both models had the dimension of $(784,392,10)$, learning rate of 0.01 , and the optimization method of SGD.

### 2.4. Discussion and Conclusions

In this Chapter, we examined the efficacy of two brain-inspired mechanisms for incremental learning from temporally structured data. These mechanisms were motivated by the fact that (i) our brain dynamics appear to blur information over time, as there is ubiquitous autocorrelation in cortical dynamics, while (ii) neural circuits" sometimes shift their state suddenly at "event boundaries", and this appears to be associated with "resetting" of context representations. Therefore, we introduced
temporal integration into our models via the leaky memory mechanism and we introduced temporal separation via a memory gating mechanism. We hypothesized that, if there is a slowly-varying temporal structure in real-world training data (Dong and Atick 1995), then these leaky memory and memory gating mechanisms would enable neural networks to exploit temporal autocorrelation in real-world information streams, without using backpropagation through time (BPTT).

We found that, when training data were temporally autocorrelated, this slowed category learning in feedforward neural networks, but it accelerated learning in systems with leaky memory (Figure 2-2). Moreover, adding a simple memory gating mechanism to the leaky memory networks enabled them to flexibly adapt to the autocorrelation level, so that they could benefit from repeating structure while not suffering from the interference of unrelated prior information.

While prior work has focused on the implications of slow neural dynamics for online comprehension (Uri Hasson, Chen, and Honey 2015) as well as working memory and decision making (Soltani et al. 2021), here we emphasized the implications of slow intrinsic dynamics for learning. At first glance, the presence of ubiquitous autocorrelation presents a problem for learning representations of individual items in the world: the information about one stimulus is mixed with information about stimuli that came before, and it is unclear how to resolve this interference without propagating gradients through time. However, here we demonstrated a beneficial effect: when the properties of the training data themselves are autocorrelated in time, then an intrinsic autocorrelation in neural dynamics can provide an inductive bias which accelerates learning. Moreover, some of the unwanted interference between unrelated items can be reduced if neural circuits are additionally equipped with a resetting mechanism.

We highlight two main directions for future extension of these results. First, it would be interesting to examine the efficacy of leaky memory and gating mechanisms in more sophisticated category-learning architectures such as convolutional neural networks trained to perform video segmentation (Wang and Hu 2021). Second, future work should test whether these results generalize to larger architectures and more realistic datasets, and should include a broader search of the hyperparameter space. We expect that the present results do have some generality, because we used simple architectures, made few domain-specific assumptions, and demonstrated the phenomena across multiple datasets. We expect the method to work best for datasets in which important or diagnostic data features persist over consecutive samples.

In sum, in Chapter 2, we identified simple brain-inspired mechanisms which enabled neural networks to learn categories more efficiently when the training data are temporally correlated, and to do so without propagating gradients in time.

# Chapter 3: Effects of Temporal Integration and Separation on Learning Multi-Timescale Representations 

### 3.1. Background and Motivation

Our results from Chapter 2 indicate that brain-like integration mechanism accompanied by separation through boundary-resetting can enable a neural network to learn more rapidly from temporally correlated data. However, in the real world, we may need to learn from data with multiple levels of autocorrelation (Dong and Atick 1995; O’Doherty and Cusack 2022). For instance, when having a face-to-face conversation: the features around a person's mouth change quickly, while their face's outline changes more slowly (Figure 3-1 A). Moreover, there are no pre-defined labels to support the learning of representations in this setting. What are the consequences of learning representations from information with multiple timescales? How can a learning mechanism with brain-like architectural constraints exploit multiple timescales of data to learn multi-timescale representations?

Evidence from research in cortical circuits suggests that our neural processes can integrate information at multiple time-scales (Bernacchia et al. 2011; Ulanovsky et al. 2004; Honey et al. 2012; Murray et al. 2014; Bright et al. 2020). Circuits in the sensory cortex exhibit rapid state-shifts, and they do so more frequently than circuits in the higher-order association cortex (DuBrow and Davachi 2016; Chien and Honey 2020). Assuming that these state-shifts reflect information-separation through boundary-resetting processes, how does the frequency of resetting affect the representations that are learned by each circuit?

We propose that temporal integration mechanisms augmented by memory-gating ability may be an ingredient of how neural circuits can separately represent fast- and slow-changing features in its input. Additionally, we proposed that these mechanisms can work even in setting such as an everyday conversation, where there are no pre-defined category labels, and representations must be learned without supervision.

In this Chapter, we use the same brain-inspired integration and separation mechanisms that was used in Chapter 2: leaky memory and memory gating (boundary-resetting). However, instead of focusing on the efficacy of category learning, we investigate how the representations that are learned (without supervision) are altered when boundary-resetting occurs more or less frequently. In particular, in this Chapter, we test the hypothesis that more infrequently resetting circuits will come to learn representations of more slowly varying features of the sensory environment. This hypothesis was informally proposed by Honey et al. (Christopher J. Honey, Ehren L. Newman 2017), but has not been quantitatively tested.

### 3.1.1. Research Questions

It remains unclear how neural circuits (without employing BPTT) can separately represent quickly changing features (e.g., a speaking mouth) and slowly changing feature (e.g., head position), when input data vary on both fast and slow timescales. In this project we addressed the following questions:

- When a neural network learns to represent features of multi-scale training data, how are these represented altered when the neural networks are equipped with brain-inspired integration and multiscale boundary-resetting mechanisms?
- Will the subsets of a neural network that reset less frequently come to represent slow-varying features of the data?


## Significance

Answering these questions would improve our understanding of how architectural constraints in neural circuits may bias the nature of their internal representations, when learning from information with multiple timescales. We hypothesized that neural networks equipped with multi-scale (i.e., fast and slow) leaky memory and boundary-resetting could exploit multiscale autocorrelation in data to learn more "meaningful" representations, by separating their representations of structures that vary on fast and slow timescales.

### 3.2. Methods

### 3.2.1. Multi-Timescale Autocorrelation in Training Data

Dataset. To test the ability of our networks to learn temporal representations, we synthesized simplified training datasets in which we could control the temporal autocorrelation structure. The input to the model at each time point consisted of 3, and each subcomponent had two elements. Each subcomponent was generated to express a different level of autocorrelation over time: for example, subcomponents changed feature-category every 1, 3, and 5 iterations, respectively (Figure 3-1 B). The individual features sampled at each time were generated as the sum of (i) an underlying binary state variable (which would switch every 1, 3 or 5 iterations for "fast", "medium" and "slow" scales respectively) and (ii) uniformly distributed noise. As a result, the model was provided with features that varied at 3 timescales: fast, medium, and slow (Figure 3-1 B).

### 3.2.2. Autoencoder Architectures with Brain-Inspired Constraints

Brain-inspired constraints. We used the same brain-inspired mechanisms outline in Chapter 2, here, for unsupervised learning models: local linear recurrence and gating mechanisms.
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Multiple levels of autocorrelation in synthesized data


| Autoencoder Models | Memory Coefficients |
| :--- | :--- |
| Feedforward (memoryless) | $\alpha_{1}=\alpha_{2}=\alpha_{3}=0$ |
| Uniform Leaky Memory (LM) | $\alpha_{1}=\alpha_{2}=\alpha_{3} \neq 0$ |
| Multiscale LM | $\alpha_{1}<\alpha_{2}<\alpha_{3}$ |
| Unifrom LM with Multiscale Gating | $\alpha_{1}=\alpha_{2}=\alpha_{3} \neq 0$ |
| Multiscale LM with Multiscale Gating | $\alpha_{1}<\alpha_{2}<\alpha_{3}$ |

Figure 3-1. Unsupervised learning from data with autocorrelation on multiple timescales.
A) Example of multiple levels of autocorrelation in samples from the real world: the mouth shape changes more quickly than face-shape, and so has shorter autocorrelation time. B) Multiple levels of autocorrelation in synthesized data: first 2 elements change every item, representing the fast-changing feature; second two elements change every 3 items, representing a medium-changing feature; and third two elements change every 5 items, representing a slow-changing feature. X-axis shows time, each 6-by-1 item is one sample. C) 5 Different AE models: feedforward, uniform leaky memory (LM), multiscale LM, uniform LM with multiscale gating, and multiscale LM with multiscale gating. $\alpha 1, \alpha 2$, and $\alpha 3$ indicate the memory coefficient in the hidden representations (see Eq. 1).

Local Linear Recurrence (leaky memory): We implemented two types of linear recurrence: uniform and multiscale. In uniform linear recurrence, the time constant was constant across the nodes in the hidden layer. In multiscale linear recurrence, we varied the time constants across the nodes in the hidden layer, gradually increasing $\alpha$ from node 1 to node 3 (Figure 3-1 C).

Multiscale Memory Gating: We used a multi-timescale gating mechanism that was sensitive to the three levels of temporal structure in the input stream. For each timescale in the input, the gating mechanism would use information from current and previous input to decide to reset memory when the change passed a threshold (see Eq. 2) (Chien and Honey 2020). Therefore, for the data stream in Figure 3-1 B, the internal representation in node 1 reset when there was a shift in the fast-changing property of the input stream; the internal representation in node 2 reset when there was a shift in the medium-changing property of the input stream; and, the internal representation in node 3 reset when there was a shift in the slow-changing property of the input stream.

Architectures. We used the same brain-inspired mechanisms for unsupervised learning models: leaky memory and gating mechanisms. To evaluate the effectiveness of the added mechanisms, we compared 5 types of autoencoder (AE) models (See Figure 3-1 C): i) Feedforward AE; ii) AE with leaky memory in internal representations; iii) AE with multi-scale leaky memory in internal representations, inspired by evidence showing that levels of processing in the brain can integrate information at different time-scales (Honey et al. 2012; Murray et al. 2014; Bright et al. 2020) and that multiple time-scales are present even within a single circuit (Bernacchia et al. 2011; Ulanovsky et al. 2004) ; iv) AE with leaky memory in internal representations and boundary-sensitive gating, motivated by the evidence showing that processing in cortical circuits are sensitive to event-boundaries and these boundaries can shift learned representations (DuBrow and Davachi 2016; Chien and Honey 2020); and (v) AE with multi-scale leaky memory in internal representations and boundary-sensitive gating. We used a multi-timescale gating mechanism that was sensitive to multi-timescale changes in the input stream. For each timescale in the input, the gating mechanism would use information from current and previous input to decide to reset memory when the change passed a threshold based on the Eq. (2). Here, we used the comparison between the difference and the average of the following input items
as the resetting criterion, but other sorts of computations are also possible. Our implemented method is consistent with neurophysiological studies that demonstrate a sudden shift in memory representations in the face of a surprise in the input stimuli (DuBrow and Davachi 2016; Chien and Honey 2020). This bio-plausible boundary-detection mechanism resets the memory when the difference between the consecutive inputs is larger than their average. For instance, the memory of the hidden node with long memory will be reset based on the amount of change in the slow-changing feature of the input. In Eq.(2), $t$ represents the iteration number during training, $I_{t}$ is the current state, and $I_{t-1}$ is the previous state.

$$
\begin{equation*}
\left|I_{t}-I_{t-1}\right|>\left|\left(I_{t}+I_{t-1}\right) / 2\right| \tag{2}
\end{equation*}
$$

### 3.2.3. Training Autoencoder Networks

Learning algorithm, optimization, and initialization. Similar to the classification task studied in Chapter 2, we used backpropagation to train the networks, but again we ensured that the gradient computation did not account for the fact that the neurons were leaky. In other words, we trained the leaky-memory networks as if they were feedforward networks. We used MSE loss, both with and without RMSprop optimization method, and Xavier initialization (Tieleman and Hinton 2012; Glorot and Bengio 2010). We applied ReLU and Sigmoid as activation functions for hidden and output units, respectively.

Hyperparameters. The networks were 3-layer, fully connected autoencoders with (6, 3, 6) dimension. Learning rate was 0.005 . In cases where RMSprop was implemented, the beta- 1 and beta- 2 were set to 0.9 and 0.99 . For linear recurrence in internal representations, we tested a range of memory coefficients ( $\alpha$ in Eq. 1). For uniform linear recurrence, we tested 3 sets of memory coefficients:
model1: $\alpha 1=\alpha 2=\alpha 3=0.3$; model2: $\alpha 1=\alpha 2=\alpha 3=0.6$; model3: $\alpha 1=\alpha 2=\alpha 3=0.9$. For multiscale linear recurrence, we tested the following combination of memory coefficients: Model 1: $\alpha 1=0, \alpha 2=0.3, \alpha 3=0.6$; Model 2: $\alpha 1=0, \alpha 2=0.3, \alpha 3=0.9$; Model 3: $\alpha 1=0, \alpha 2=0.6, \alpha 3=0.9$.

### 3.2.4. Evaluation Methods for Autoencoder Networks

Measure of multiscale representation-learning. We measured the network's ability to "un-mix" the timescales of its input. By un-mixing, we mean learning representations that selectively track distinct latent sources that generated features within each training sample. In particular, we tested whether different nodes in the internal representations of the network would track different temporal features of the data stream: one node would track the fast-changing features of the data, a second node would track the medium-changing features of the data, and the third node would track the slowchanging features of the data.

To this end, using squared of Pearson correlation, we measured the similarity between the internal representations (node 1, node 2, node 3) and the data features (fast, medium, and slowly changing) (Figure 3-3 A). In the models with multi-timescale linear recurrence, node 1 has no memory, node 2 has short memory, and node 3 has long memory. For AE models that do not have a multiscale memory, when referring to no-memory, short-memory, and long-memory nodes, we are referring to the hidden nodes in those positions (Figure 3-3 A).

In the similarity matrix, the diagonal elements show the similarity of hidden representation to their corresponding timescale of data feature (similarity of fast-feature and no-memory hidden node, similarity of medium-feature and shot-memory hidden node, and similarity of slow-feature and longmemory node). Off-diagonal elements of similarity matrix show the similarity of hidden representation
to their non-matching timescale of data feature (e.g., similarity of fast-feature and long-memory hidden node) (Figure 3-3 A and B).

We then quantified the "timescale-selectivity" - e.g., whether the slow-changing feature was more correlated with long-memory node than other nodes (no-memory and short-memory nodes) (Figure 3-3 B). We therefore calculated timescale-selectivity as the average of the difference between the on-diagonal and the off-diagonal elements of the similarity matrix (Figure 3-3 B).

Measure of learning efficiency. Learning efficiency was measured using the reconstruction error of the test data, computed as the MSE across all 3 subcomponents of each data sample.

### 3.3. Results

We first confirmed that all the AE models could learn to reconstruct the input. The most efficient architectures (architectures with lowest test error) were the networks with recurrence and multiscale gating AE, and the feedforward memoryless AE (Figure 3-2).


Figure 3-2. Reconstruction test error (MSE loss, for individual items) during training across 5 different AE models.
All the curves in this plot have been averaged over 50 runs with different random initialization. (The [LM + reset] model, shown in green, mostly overlaps with [multiscale LM + reset] model.)

Networks equipped with both recurrence and multiscale gating could successfully un-mix the data, learning separated representations for the quickly and slowly changing features within the data stream (See "AE with Memory and Multiscale Gating" in Figure 3-3 C). The individual hidden state units in these AE models were selectively more correlated with their corresponding data features (e.g., the slow-changing feature was more correlated with the long-memory node than with the other nodes; Figure 3-3 C). These findings generalized across different synthesized datasets, different learning rates, and different recurrence (memory) coefficients.


Figure 3-3. Quantifying the similarity between internal representations and data features that vary on fast, medium, and slow timescales.
A) Illustration of which network-units and which training-data elements contribute to each element of the similarity matrix. For instance, the top-left element of the matrix shows the similarity between the fast feature of the data and the no-memory internal representation (node 1). B) Illustration of how timescale selectivity is computed. C) Similarity matrices for 3 groups of models: feedforward $\mathrm{AE}, \mathrm{AE}$ with memory, and AE with memory and multiscale gating. D) Timescale selectivity and final test error for different AE models. Blue bars show the timescale selectivity. Each bar shows the $95 \%$ confidence interval for results from 40 runs with different random initializations. Red dots show the mean final test error across 40 runs. The memory coefficients of the models shown in (C) and (D) are as follows: leaky memory: 0.6 ; Multiscale LM: $0,0.3,0.9$; LM \& multiscale gating: 0.6 ; Multiscale LM and multiscale gating: $0,0.3,0.9$.

We found that models with recurrence and multiscale gating showed significantly higher timescale selectivity (Figure 3-3 D). Overall, the AE models with recurrence showed higher loss compared to feedforward AE. However, in the models that had both recurrence and multiscale gating, the small increase in the loss was accompanied by a significant increase in timescale-selectivity scores (Figure 3-3 D).

## Why might recurrence and gating mechanisms benefit the learning of timescale-separated representations?

The two autoencoder models that had both recurrence and multiscale gating mechanisms were most successful in learning internal representations that tracked distinct timescales of the input. Slowly (or quickly) varying features were extracted by slowly (or quickly) varying subsets of the network, analogous to a matched filter (see also (Mozer et al. 1992)). Features that change on different timescales may correspond to different levels of structure in the world (Wiskott and Sejnowski 2002). Thus, by adding recurrence and multiscale gating to a simple feedforward AE model, we equipped it with an ability to separate different levels of structure in the environment. Moreover, because intrinsic dynamics vary on multiple scales in the human brain (Honey et al. 2012; S. M. Smith et al. 2013; Raut, Snyder, and Raichle 2020; Murray et al. 2014) this implies that slowly-varying brain circuits may be biased to extract slowly-varying structure from the world (Honey, Newman, and Schapiro 2017).

Why did the feedforward (memoryless) model produce slightly lower reconstruction error than models with recurrence?

There is a cost to using AE models with recurrence (rather than feedforward AE models) to reconstruct data that varies on multiple timescales: the overall test error increases slightly. This most likely occurs because slowly changing internal states are ineffective for reconstructing quickly changing
features. In other words, we attribute this (small) additional error to be problem of reconstructing input from an internal representation that is mismatched to the data. Consistent with this interpretation, we found that if a model's "slow" hidden units (i.e., its medium and long memory units) were correlated with the fast-changing features in the training data, the model's per-feature error was worse (Figure 3-4). This slight increase in reconstruction error is, however, accompanied by a significant benefit: learning more temporally interpretable, un-mixed representations of a multi-scale data stream.


AE with multiscale leaky memory and multiscale gating


Figure 3-4. Relationship between the correlation of hidden nodes with fast output, and the reconstruction error for fast output.
Top) [Multiscale leaky memory] model: y-axis shows the difference between test reconstruction error for fast feature (e.g. error of reconstructing fast feature in [multiscale leaky memory] model - error of reconstructing fast feature in [no memory] model); x-axis in the left plot shows the correlation of fast output with no-memory hidden nodes, x -axis in the middle plot shows the correlation of fast output with short-memory hidden nodes, x -axis in the right plot shows the correlation of fast output with long-memory hidden nodes. Bottom) Plots show similar results shown at the top row for [multiscale leaky memory + reset] model.

## How does the magnitude of memory coefficients interact with efficiency and timescale selectivity of the AE models?

Although equipping AE models with recurrence and gating enabled them to learn temporally interpretable representations, it also slightly increased their overall test error (Figure 3-2, Figure 3-3 D). Indeed, in all AE models, the greater the memory coefficients (i.e., linear self-recurrence), the greater the test error (Figure 3-5 B). Especially when models lacked memory gating, the higher memory coefficients were associated with inferior reconstruction accuracy and reduced timescale selectivity and lower efficiency (higher test error). But when the AE models had multiscale gating in addition to recurrence, there was only a slight reduction in learning efficiency, and this was accompanied by much greater timescale selectivity (Figure 3-5 B). Thus, in practical settings, the memory coefficients may be adjusted to trade off timescale selectivity (when we want to learn separated representations for distinct sources) and test error (when we wish to optimize the accuracy of reconstruction of momentary input).


Figure 3-5. Timescale selectivity and final test error for different AE models.
A) Results of similarity matrices for 3 groups of models: feedforward AE, AE with memory, and AE with memory and multiscale gating. Each similarity matrix shows the similarity pattern for a model with a specific set of memory coefficients shown above it. B) The colored bars show the timescale selectivity. Error bars show the $95 \%$ confidence interval for 40 runs with different ransom initializations. The gray dots show the average of final test error for 40 runs. For each group of models (e.g., uniform memory, etc.), we tested 3 models with 3 sets of memory coefficients. From left to right, memory coefficients increase gradually. For instance, for uniform memory, memory coeffects of all the internal nodes in the models left model were 0.3 , for the middle model were 0.6 , and for the right model were 0.9 .

### 3.4. Discussion and Conclusions

In this Chapter, we explored the efficacy of brain-inspired mechanisms to enhance unsupervised learning from data streams that contain both fast and slow temporal structure. Inspired by the observation that different areas of cortex display different rate of state-shifts, we implemented a multiscale memory resetting mechanism: circuits in sensory cortex display frequent, rapid state-shifts, which occur more often than those in the higher-order association cortex. We then asked whether more infrequently resetting circuits would be biased to represent the more slow-varying features of the multi-timescale data.

We found that AE models equipped with recurrence and multi-timescale gating could successfully learn to reconstruct the input, and, moreover, that they learned representations which selectively separated multiple timescales of the data stream (Figure 3-3). Specifically, we found that when individual nodes in the network were imbued with slow dynamics (and infrequent resetting), these nodes became more correlated with data features that varied slowly across training examples. If distinct timescales in the data stream reflect distinct data generators, then these neural network nodes can be understood as "un-mixed" representations may provide a more "meaningful" description of the input data (Mitchell 2020; Mahto et al. 2020; Jain et al. 2020).

The local linear recurrent networks we tested exhibited more interpretable internal representations, even though they were trained with a learning rule that did not employ any temporal information. Specifically, all networks were trained incrementally using backpropagation with a loss function that only depended on the immediate state of the network. Architectures with recurrence and gating can thus exploit temporal structure in a way that is computationally simpler and more biologically plausible than backpropagation through time (Lillicrap et al. 2020; Ilya Sutskever 2013).

With respect to biological plausibility, we note that the linear-recurrence-plus-gating system worked well for autoencoder, for which there are simple activation-based learning rules that do not require the propagation of partial derivatives (Lee et al. 2015). Therefore, it is possible that our model could be extended to a setting without any backpropagation at all.

On the computational side, we emphasize that the gradients computed for the recurrent networks were, in a sense "inaccurate", because the update rule was unaware of the recurrent leak connections. Nonetheless, the overall classification accuracy in the recurrent networks was higher than in feedforward nets, for which the gradients should be more accurate. This indicates that training a recurrent neural network as if it is a feedforward network can be effective, and that backpropagation through time may not always be necessary, depending on the dataset.

We propose two main directions for future extension of these results. First, our autoencoder models were trained to reconstruct the present stimuli. Future work could extend our autoencoder architecture to a predictive architecture so that the model would predict the next stimulus rather than the present one (Arora and Cai 2021). Second, it would be interesting to investigate the broader consequences of learning in the context of recurrent internal states: for example, human internal representations of natural sensory input sequences appear to be smooth in time, in contrast to the representations of most feedforward nets (Hénaff, Goris, and Simoncelli 2019). Training neural networks with smooth data and an internal leaky memory could potentially reduce the discrepancy between the representational spaces acquired by artificial neural networks and the "smooth" representational spaces learned by humans.

In sum, in this Chapter, we identified simple mechanisms which enabled neural networks to generate internal representations that separated distinct timescales of the data, without propagating gradients in time.

# Chapter 4: Determining How Human Language Processing is Affected by Interruptions 

### 4.1. Background and Motivations

In Chapters 2 and 3, we explored learning biologically-plausible integration mechanisms in neural networks, comparing their effectiveness when it comes to incremental learning from a sequence of examples with different levels of autocorrelation. In this Chapter 4 and the next, we shift our focus away from learning, and toward online comprehension and prediction of linguistic sequences. Specifically, we characterize the behavior of humans and neural language models when processing linguistic data with interrupting incongruencies.

Experiencing moments of incongruencies while performing a task is an inevitable part of our daily experience. For instance, while performing a primary task of reading a research article, we may be distracted by an email notification and quickly read the email, before returning to our primary task. Here, we refer to these incongruent portions of the temporal stream as "interruptions".

As noted in the Introduction, the literature suggests that when humans encounter interruptions while reading, they will be slower when resuming the reading after interruptions, and this resumption lag is longer for longer interruptions (Foroughi et al. 2015; Foroughi, Barragán, and Boehm-Davis 2016; Glanzer, Fischer, and Dorfman 1984). Additionally, some studies have also shown that interruptions can disrupt participants' deeper textual understanding while leaving their superficial comprehension and memory intact (Foroughi et al. 2015). However, some studies posit that interruptions do not disrupt our comprehension due to LTWM capabilities of our cognitive processes (Ericsson and Kintsch 1995). Prior research also focused on the similarity of the
interruption to the primary task and concluded that if reading interrupting content that is similar to the content of the primary reading task, the disruption is more severe (Ledoux and Gordon 2006).

Despite prior research, inconsistencies among the results make it difficult to draw connections between the findings of various studies. First, the empirical findings regarding the disruptive effects of interruptions are inconsistent because of the use of varying designs and interruption tasks, as well as different criteria for measuring them. Next, the proposed WM-based and LTWM-based models that were proposed to explain the observed behavioral data are quite abstract and do not necessarily lead to different predictions. Finally, it is still uncertain whether the disruption caused by having more similar content would also extend to the similarity of the cognitive processes involved in the main task and the interruptions. To address this, in this Chapter, we revisit the question of effects of interruptions on reading using various manipulations in one paradigm and a large sample of participants in each condition.

### 4.1.1. Research Questions

It remains unclear when reading a narrative: (i) how processing incongruencies with low or high similarity to the reading task (similarity in terms of cognitive processing and in terms of information content) modulates how humans process the narrative; (ii) how text processing is influenced after different types of incongruencies; (ii) how our subsequent memory of information is affected by different types of incongruencies. Hence, in this project, we set out to address the following three research questions.

While reading a narrative,
i. How does encountering different types of interruptions influence our ongoing processing?
ii. How does encountering different types of interruptions modulate our memory of preinterruption information?
iii. How does encountering different types of interruptions modulate our memory of postinterruption information?

## Significance

Our goal is to characterize the kinds of interruptions that produce larger and smaller effects on (1) ongoing processing difficulty in reading and on (2) subsequent memory. Thus, in this Chapter, using behavioral experiments, (1) we operationalize processing difficulty using reading times and comprehension metrics to probe the effects of these interruptions on the ongoing processing of the information; (2) we operationalize subsequent memory using delayed recognition memory of information that precede and follow different types of interruptions.

In the short term, such data can be practically useful by providing some general guidelines for minimizing the deleterious effects of interruption in real-world settings. In the longer term, these data, all collected within a common paradigm, may constrain more concrete process-level models that explicitly characterize WM and LTM updating and interference processes happening at each moment during discursive reading (Budiu and Anderson 2004).

### 4.2. Research Design and Methods

### 4.2.1. Primary Task

For the main stimuli, we used a story because it has rich temporal properties and can have shortpersistent and long-persistent features. "So Much Water So Close to Home" is an interesting short story ( $\sim 2300$ words), by Raymond Carver, detailing the tensions between a woman and her husband,
who she suspects may have committed a murder. The reading will be self-paced. Participants will read the, story sentence by sentence, with each individual sentence presented centrally. When participants press a key to proceed, the current sentence is erased from the screen and replaced by the next.

### 4.2.2. Experimental Conditions

When reading the narrative sentence by sentence, participants occasionally encountered interruption trials during which they are asked to perform a secondary task. In a between-subjects design, each participant saw only one type of interruption, and that type of interruption depended on the experimental condition to which they are assigned (Figure 4-1).

(Control) Unfilled/Pause Interruptions

Figure 4-1. Schematic of the information flow in the interrupted reading task.
Top: schematic of encountering interruptions during reading a narrative. Bottom: types of interruptions that we use in this experiment.

In this experiment, we manipulated 2 independent variables: the type of interruptions similarity (similarity of cognitive processing and similarity of content) and the level of similarity (low or high). We also had three additional control conditions. First, there was a Pause interruption condition in which the interruptions were not filled with a secondary task, but participants simply waited. Second, we also tested a condition in which participants were not given any information about encountering interruptions. We refer to this condition as un-signaled interruptions. The un-signaled interruption condition can also be considered as one of the sub-conditions that tested the effects of similarity of content. Third, there was a continuous (no-interruption) condition in which participants read the entire story uninterrupted, providing a baseline for the reading time and memory performance in the absence of interruption (Figure 4-2).


Control - Unfilled/Pause interruptions

Control - Un-signaled interruptions

Control - No interruptions

Figure 4-2. Conditions that we study in the behavioral experiment.

## Interruption Duration and Frequency.

Duration. All interruption conditions testing the similarity of cognitive processes had a fixed duration and were between 18 to 20 sec long. Interruption conditions testing the effects of similarity of content were either timed (had a fixed duration, 18-20 sec long), or varied depending on participants' reading speed (interruptions involving self-paced reading).

Frequency. The interruption trials appeared after reading every 11 to 13 sentences of the story. Each participant saw a total of 17 interruptions. The location of these 17 interruptions within the narrative was shared across all participants.

### 4.2.2.1. Interruptions with Low/High Similarity of Cognitive Processing

Participants were randomly assigned to one of the cognitive-similarity interruption conditions and each only experienced one type of interruption. This led to a between-subjects design.

Geometry interruptions (Low similarity of cognitive processing). Participants were presented with an image (an example shown in Figure 4-3) and asked to count the number of triangles or squares it contained. They were provided 18 seconds to complete the task. Remaining time was indicated by a horizontal time-bar that shrank in size. After 18 seconds, a two-alternative forced choice (2 AFC) question appeared, asking if the image had exactly X number of the asked shape. Participants had to choose between 'Yes' or 'No'. Following a 300 ms delay, they were presented with the next sentence from the story, and then could resume their reading.


Figure 4-3. Schematic of a Geometry interruption trial.
A) An example of a Geometry trial as it appears in the experiment. B) An example 2 AFC question that follows the interruption trial. C) Demonstration of the correct way of answering the interruption question.

Scenario interruptions (High similarity of cognitive processing). For Scenario interruptions, participants had 18 seconds (shown by the same horizontal time bar) to read a brief scenario ( $\sim 2-4$ sentences) sentence by sentence. Next, they were asked to answer a question about that scenario. These scenarios and questions were chosen from Dodell-Feder et al. (Dodell-Feder et al. 2011), a study in which these scenarios were used to localize brain regions involved in theory of mind.

We divided the Scenario conditions into two sub-conditions: the first sub-condition tested situational comprehension with a 2 AFC question, and the second subsection tested verbal working memory with a 2 AFC question. Examples of these two types of question are shown below. These two sub-conditions enabled us to ask how different kinds of engagement with the same interrupting material (i.e., situational comprehension versus surface-level reading of the same text) may alter memory and speed in the primary reading task.

An example scenario:
"When Lisa left Jacob, he was deep asleep on the beach. A few minutes later a wave woke him. Seeing Lisa was gone, Jacob decided to go swimming."
I. An example comprehension memory question

- In this subsection participants were asked a situational or a theory-of-mind question about the scenario.
- Example for situational question: Did Lisa Wake Jacob?
- Example for theory-of-mind question: Does Lisa now believe that Jacob is awake?
II. An example verbal working memory question
- In this subsection participants were asked a verbatim question about the scenario.
- Example for verbatim question: In the preceding segment, did you see the word "surfing"?

Pause interruptions (Control). Participants in the Pause interruption trial were instructed to wait for $\sim 20$ seconds, as indicated by a horizontal time bar that shrinks over time. Once the time bar reached zero, a "Next" button appeared on the screen. The participants clicked this button to resume reading the story. This button click was implemented so that a motor response was required at the end of each Pause interruption trial, similar to the Geometry and Memory interruptions. Additionally, to ensure that the total interruption length in the Pause interruptions was the same as Geometry and Memory interruptions, the fixed duration of Pause interruptions was slightly ( $\sim 2 \mathrm{~s}$ ) longer than those of Geometry and Memory interruptions (18 s). This adjustment was introduced because, after Pause
interruptions, participants only had to click a Next button, while after Geometry and Memory interruptions, they had to answer a 2 AFC question.

## Experiment Instructions

Participants were told to read a story sentence by sentence. They were also informed about the Geometry, Memory, or Pause trials that they would encounter during reading. As part of the instructions, they were shown a demonstration trial similar to the interruption task that would take place in the actual experiment. They were asked to make their best effort to answer the questions in the Geometry and Memory trials correctly. However, no explicit information was provided to participants regarding which task - the story or the intermediate trials - was the main task; they were instructed to pay attention to everything that they read and saw.

### 4.2.2.2. Interruptions with Low/High Similarity of Content

We employed a within-subject design in which each participant would randomly encounter both highsimilarity and low-similarity interruption trials while reading the primary narrative. For each participant, the positions of high- and low-similarity interruptions were randomly assigned such that they would see a combination of either 9 high-similarity and 8 low-similarity interruptions or 8 highsimilarity and 9 low-similarity interruptions. Then for each interruption position, the interrupting text was randomly selected from a pool of 5 possible options at that position.

To identify interrupting text with low or high semantic similarity to the story, we randomly picked several unrelated sentences from the corpus. We then computed the semantic similarity between the interrupting text and the text from the story preceding the interruption. To calculate similarity scores, we generated embeddings of the interrupting text and the preceding text, and we
then calculated the cosine similarity score between the embeddings. To obtain text embeddings, we used the Universal Sentence Encoder (USE) (Cer et al. 2018). The implemented encoder was the Transformer USE model, which encodes sentences into embedding vectors.

We created a pool of interpretation content such that for each of the 17 interruption-positions in the story, we had 5 semantically similar text and 5 semantically dissimilar text to choose from in the interruption pool. To create the interruption pool, the segments of interrupting text ( $\sim 2-4$ sentences) were chosen randomly from the Brown corpus, which contains many categories of text (e.g., fiction, scientific articles, books, and news articles, etc.).

- Sample sentences from the main story:
- "The others stirred the sand with their shoes, said they didn't feel inclined that way. They pleaded fatigue, the late hour, the fact that the girl wasn't going anywhere."
- A sample interruption content with low similarity to the preceding story sentences:
- "Much of the available information comes not from the Federal government but from an exchange of experiences among states. Proposals State and local agencies in the vocational education field must be encouraged to adopt a wider outlook on future job opportunities."
- A sample interruption content with high similarity to the preceding story sentences:
- "At last they concluded that the heavy, full feeling in their stomachs was due to lack of exercise. Walking was the remedy, they decided, but a deck full of chicken coops and pigpens was hardly suitable. Skipping was the alternative."

Although the main goal of this condition was to assess the influence of semantic similarity, we also wanted to know whether this effect was modulated by whether the interrupting material was (i)
timed (so that participants could not control its duration) and (ii) signaled (so that participants knew that they were about to encounter interrupting material). Therefore, independently of the other experimental factors, we divided the semantic-similarity interruption condition into three subconditions: (1) timed interruptions; (2) self-paced signaled interruptions; and (3) self-paced un-signaled interruptions (control). Each participant was assigned to one of these three sub-conditions.

Timed semantic interruptions. In timed semantic interruptions, participants had 18 seconds to read the interrupting text. The remained time was shown by a shrinking time bar. Once the duration was over, in 4 out of 17 interruptions, participants were asked to answer 2AFC questions about whether they saw a particular word in the interruption (verbal working memory question). The occasional verbatim questions were asked to ensure that participants read the interrupting content. In the rest of the interruptions ( 13 out of 17), at the end of the interruption duration (18s) they would be presented with the rest of the story.

Self-paced signaled semantic interruptions. In the self-paced signaled interruptions, participants read the interrupting text self-paced, one sentence at a time, similar to reading the rest of the story. To signal the participants about encountering an interruption trial, the interruption text was written in a different format (purple and italic) than the primary text (black). Identical to the timed semantic interruptions, 4 out of 17 interruptions were followed by a 2 AFC verbal working memory questions.

Self-paced un-signaled semantic interruptions (Control). We also tested a self-paced un-signaled interrupted reading condition. In this condition, participants were not given any information about the story and the occasional unrelated text, so that it was possible they might now be aware that they were processing interrupting material at all. When presented with instructions for this task, they were
simply asked to read some text, sentence by sentence, and alerted that their memory would later be tested on what they read. The story and the interruptions all were written in the same format (black).

This condition enables us to separate out which interruption effects arise from the interruption trials being marked as a clearly distinct task. Moreover, the data from this condition are especially appropriate for comparison between human interruptions (this Chapter) and language model interruptions (Chapter 5). Since the language models we test in Chapter 5 are not provided with any meta-cognitive cues about task states or the occurrence of interruptions, the un-signaled interruption condition enables us to measure human reading times under conditions more like those faced by the language model, for which interruptions are also "un-signaled".

## Experiment Instructions.

The participants were told that they would read a story sentence by sentence. In the timed condition and the self-paced signaled condition, they were informed about encountering occasional unrelated text. They were told to read all the text - the main story and the occasional unrelated text - carefully as their memory would later be tested on everything they read. In the self-paced un-signaled interruptions condition, they were not given any information about the story and the occasional unrelated text. They were only instructed to read some text carefully because their memory would later be tested on everything they read.

### 4.2.3. Dependent Variables

We measured two main dependent variables: 1) reading time and 2) delayed recognition memory (Figure 4-4). Reading time was used to operationalize effects of interruptions on processing difficulty. Delayed recognition memory was used to operationalized effects of interruptions on memory encoding and consolidation.


1) Resumption Lag $\quad \longrightarrow$ Post-interruption reading time $\quad$ Reading time

Operationalize processing difficulty


Figure 4-4. Schematic illustrating the two main dependent variables collected in this study.

1) Resumption lag: we measured the change in the reading time for the first sentence following the interruptions relative to sentences preceding the interruptions. 2) We tested recognition memory regarding the verbal content of sentences in the story that immediately preceded or immediately followed the interruptions.

Recognition memory was tested after participants had completed reading the entire story. On each memory trial, we showed a section from the story with one highlighted sentence. Within the highlighted sentence, a single word or short phrase was missing. Participants were given 4 option to select the word or phrase that they saw the in the actual story. The 4 options in the recognition memory test were balanced in piloting data to ensure that they were approximately exchangeable (i.e., they were equally likely to be chosen by a participant who had not read the story).

- An example recognition memory question:
"My husband eats with a good appetite. But I don't think he's really hungry. He chews, arms on the table, and stares at something across the room. He looks at me and looks away. He wipes his mouth on the napkin. He shrugs, and goes on eating. "What are you staring at me
for?" he says. "What is it?" he says and lays down his fork. "Was I staring?" I say, and shake my head. The telephone rings. "Don't answer it" he says. "It might be your mother," I say.
"Watch and see" he says. I pick up the receiver and listen. My husband $\qquad$
$\square$ stops eating
b stops chewing
$\square$ goes on eating
$\square$ goes on chewing


### 4.2.4. Participants

We recruited participants online through the Prolific platform. Participants were 18 to 65 years old, native English speakers, and all located in United States. A total of 1176 participants were recruited across all conditions. Demographic data of our participants revealed that 526 identified as female, 624 as male, and 26 as non-binary or with unknown gender.

Exclusion criteria. To ensure that our participants remained attentive throughout the experiment, we excluded non-attentive participants by measuring their reading time in correlation to the length of the sentence. We assumed that if participants were attentively reading the story as instructed, there should be a positive correlation between their reading time and the length of the sentence. We excluded any participants who displayed a correlation less than 0.2 between their reading time and the sentence length, excluding sentences immediately following interruptions. The length of a sentence was measured as the number of characters it contained.

### 4.2.5. Statistical Analyses

To investigate the statistical significance of the results, we used permutation test as described below.

Testing whether the means of two conditions are different. The null hypothesis is that the data points in each condition are drawn from identical distributions, and therefore, the difference between their means is zero. For comparing the difference between two groups with $n 1$ and $n 2$ number of data points, we first calculated the true difference between the group means. We then combined the data points from both groups into a pool of all data points. We then repeated 10,000 sampling of $n 1$ examples from the pool without replacement. For each of 10,000 sampling, we calculated the mean of the $n 1$ examples as the average of group 1 . Using the mean of pool of combined data, we calculated the mean of group 2 , for each of 10,000 repetitions. We then calculated the difference between the mean of group 1 and mean of group 2, for each sampling repetition. This gave us a distribution of 10,000 differences between the mean of group 1 and mean of group 2 . We then compared the true difference between the mean of group 1 and the mean of group 2 against the distribution of 10,000 values for difference of the means. Finally, p-value was calculated as the frequency of true difference of the means being lower than the values in the distribution, divided by 10,000 . Here, p -value represents the probability of obtaining the observed difference between the means (true difference), assuming the null hypothesis is true.

### 4.3. Results

### 4.3.1. Reading Time

All interruptions (Geometry, Pause, verbal WM, and situation comprehension) led to a significant increase in reading time following the interruptions. Figure $4-5$ shows the change in RT per character for the sentence following the interruptions relative to the sentences preceding the interruptions,
normalized by subtracting the change in RT per character in intact (uninterrupted) condition. To gain a sense of what RT per character means in terms of the actual time, an average sentence has 50 characters in it. Hence, a 20-unit increase in RT per character would mean 1 second increase in the reading time of an average sentence $(20 * 50 / 1000(\mathrm{~ms})=1 \mathrm{~s})$.

We did not observe a difference between two sub-categories of memory interruptions: Scenarios plus verbal working memory questions, and Scenarios plus comprehension questions. Therefore, for the statistical analysis in this section, I refer to the combination of two sub-categories of memory interruptions as Scenario interruptions. We found that change in RT per character for Scenario interruptions (verbal WM and comprehension combined) was significantly higher than those in Geometry interruptions (permutation test for difference between Scenario and Geometry, $\Delta$ (RT per character $)=5.57, \mathrm{p}$-value $=0.05)$. Change in RT per character for Pause interruptions was higher than Geometry interruptions but the difference did not reach the significance level ( $\Delta(\mathrm{RT}$ per character $)=2.27, \mathrm{p}$-value $=0.19)$. Scenario interruptions also showed a higher increase in RT per character compared to Pause interruptions, but there was not a significant difference between Pause and Scenario interruptions $(\Delta(\mathrm{RT}$ per character $)=1.03, \mathrm{p}$-value $=0.384)$.


Figure 4-5. Change in RT per character for the first sentence following the interruptions with high and low similarity of cognitive processes to the reading task.
For each interruption, we calculated the change in RT per character by calculating the difference between the RT per character of the first sentence subtracted by the average of RT per character of a few sentences preceding that interruption. Error bars show standard error of the mean. (n.s. $=$ not statistically significantly different (p-value $>0.05$ ); * $=$ p-value $<0.05$ )

We did not find any difference in the change in RT per character following low-similarity versus high-similarity interruptions. There was no reliable difference in any of the 3 sub-conditions of the semantic-similarity interruptions (Figure 4-6) (e.g. in Timed sub-condition, for low- vs. highsimilarity: $(\Delta(\mathrm{RT}$ per character $)=3.56, \mathrm{p}$-value $=0.258)$.


Figure 4-6. Change in RT per character for the first sentence following the interruptions with high and low similarity of content to the reading task.
Results shows the change in RT per character in 3 sub-conditions (Timed, Self-paced w signal, Self-paced w/o signal) testing the effects of content similarity. Error bars show standard error of the mean. (n.s. $=$ not statistically significantly different ( $p$-value $>0.05$ ))

We also compared the change in RT per character for content-similarity interruptions to the cognitive-similarity interruptions (Figure 4-7). The overall change in RT per character for timed and self-paced-signaled (Figure 4-7, right) was comparable to those in Scenario interruptions (Figure 47, left) interruptions (mean RT per character for Self-Paced with Signal $=15.5$, mean RT per character for Verbal WM = 20.3). However, the self-paced interruptions without signal were clearly different from other conditions, as they exhibited negligible change in RT per character after the interruptions which was not different from zero (e.g., bootstrap test, $\Delta$ (RT per character for low-similarity interruptions in Self-Paced w/o Signal) $=2.2, \mathrm{p}$-value $=0.84$ ).


Figure 4-7. Comparing the change in RT per character following interruptions in cognitive-similarity conditions and content-similarity conditions.
Left) Change in RT per character for the first post-interruption sentence in interruption conditions for testing the similarity of cognitive processing. Right) Change in RT per character for first post-interruption sentence in interruption conditions for testing the similarity of interruption content.

We were surprised that we observed near-zero resumption effect in the reaction times when the interruption was un-signaled, and therefore checked whether participants were sensitive to the content of the interruption at all. To do so, we examined the reading times during (rather than after) the interruption (Figure 4-8). We found that in both of the self-paced interruption conditions, there was a significantly increased RT per character for low-similarity interruptions compared to highsimilarity interruptions ( $\Delta$ (RT per character for low- versus high-similarity in signaled condition) $=$ 36.68, p -value $<0.001$; ( $\Delta$ (RT per character for low- versus high-similarity in un-signaled condition) $=29.93$, p -value $<0.001$ ).


Figure 4-8. RT per character before, during, and after interruptions in content-similarity interruptions. Left) RT per character before and after the interruptions for timed interruptions. Middle) RT per character before, during, and after the interruptions for self-paced interruptions with signal. Right) RT per character before, during, and after the interruptions for self-paced un-signaled interruptions. Error bars are bootstrapped standard errors of the mean. ( $* * *=$ p-value $<0.001$ )

### 4.3.2. Recognition Memory

We calculated how memory was altered by different types of interruption, by computing the change in 4AFC recognition performance relative to the Intact (uninterrupted) condition. In the Intact condition, the accuracy of information at pre-interruption positions was $49.3 \%$, and the accuracy of information at post-interruption positions was $51.7 \%$. The change in memory accuracy was computed both for information in the sentences that preceded an interruption and in the sentences that followed an interruption (Figure 4-9).

Pause interruptions significantly increased memory accuracy of preceding interruptions (permutation test for Pause vs. Intact: $\Delta \mathrm{Acc}=5.8 \%, \mathrm{p}$-value $=0.001$ ). Recognition memory of information following verbal WM interruptions was also enhanced (permutation test for Verbal WM vs. Intact: $\Delta \mathrm{Acc}=3.3 \%$, p -value $=0.003$ ). Conversely, Geometry interruptions numerically decreased recognition memory for the sentences that preceded an interruption (permutation test for Geometry
vs. Intact: $\Delta \mathrm{Acc}=-2.7 \%$, p -value $=0.11$ ), though the effect was not statistically significant. We did not observe a reliable difference in pre-interruption recognition memory when participants encountered comprehension interruptions (permutation test for Comprehension vs. Intact: $\Delta \mathrm{Acc}=$ $0.6 \%$, p-value $=0.31$ ). Pre-interruption recognition memory in verbal WM interruptions was significantly higher than comprehension interruptions (permutation test, $\Delta \mathrm{Acc}=2.7 \%$, p -value $=$ 0.033). The difference between Pause and verbal WM conditions was not statistically significant (permutation test, $\Delta \mathrm{Acc}=2.5 \%, \mathrm{p}$-value $=0.14$ ). In terms of effects of similarity of cognitive processes on recognition memory, we found that memory of pre-interruption information for Geometry interruptions (low cognitive similarity) was significantly lower than Scenario interruptions (high cognitive similarity) (permutation test, $\Delta \mathrm{Acc}=6.8 \%, \mathrm{p}$-value $<0.001$ ).


Figure 4-9. Change in recognition memory of information pre- and post-interruptions relative to intact, in cognitive-similarity interruption conditions.
Change in recognition memory for pre- and post-interruption information in conditions testing the effects of cognitive similarity of the interruptions relative to the intact (uninterrupted) condition. A) Change in pre-interruption memory. B) Change in post-interruption memory. ( $* * *=\mathrm{p}$-value $<0.001$ )

We next examined the effects on memory for sentences that followed an interruption. Recognition memory of information following interruptions decreased relative to the Intact baseline in Geometry and Scenario interruptions but not in Pause interruptions (Permutation test: Pause vs. Intact: $\Delta \mathrm{Acc}=-1.5 \%, \mathrm{p}=0.23$; Geometry vs. Intact: $\Delta \mathrm{Acc}=-7.2 \%, \mathrm{p}<0.001 ;$ Verbal WM vs Intact: $\Delta \mathrm{Acc}=-3.4 \%, \mathrm{p}=0.002 ;$ Comprehension vs. Intact: $\Delta \mathrm{Acc}=-5.8 \%, \mathrm{p}<0.001)$. Post-interruption recognition memory in comprehension interruptions was lower than verbal WM, but the effect was only marginally significant $(\Delta \mathrm{Acc}=2.4 \%, \mathrm{p}$-value $=0.049)$. Post-interruption recognition memory
was numerically lower in Geometry than comprehension interruptions ( $\Delta \mathrm{Acc}=1.4 \%, \mathrm{p}$-value $=0.09$ ) and verbal WM interruptions $(\Delta \mathrm{Acc}=3.8 \%, \mathrm{p}$-value $=0.066)$. Finally, we found that memory of postinterruption information for Geometry interruptions (low cognitive similarity) was significantly lower than Scenario interruptions (high cognitive similarity) (permutation test, $\Delta \mathrm{Acc}=2.7 \%$, p -value $<$ $0.001)$.

Neither the high- nor low-similarity interruptions appeared to substantively affect recognition memory of information preceding the interruptions (absolute changes in 2AFC accuracy all $<2 \%$ (Figure 4-10 A). However, both the high- and low-similarity interruptions worsened recognition memory for material following the interruptions (Figure 4-10 B). These reductions in memory were similar for high- and low-similarity interruptions, except in the control un-signaled condition, where we observed marginally larger memory-loss in the low-similarity condition (permutation test, low-vshigh similarity, $\Delta \mathrm{Acc}=-4.6 \%, \mathrm{p}$-value $=0.06)$.

| Timed | Self-Paced | Self-Paced |
| :---: | :---: | :---: |
|  | with Signal | w/o Signal |
|  | (Control) |  |



Figure 4-10. Change in recognition memory of information pre- and post-interruptions relative to intact, in content-similarity interruption conditions.
Change in recognition memory of pre-interruption (A) and post-interruption (B) information for low- and highsimilarity of interruptions content. Error bars show standard error of the mean. (n.s. $=$ not statistically significantly different ( p -value $>0.05$ ); * $=\mathrm{p}$-value $<0.05$ )

Finally, we compared the pre- and post-interruption memory accuracy for the contentsimilarity interruptions (high and low similarity reading) to the cognitive-similarity interruptions (Geometry, Scenarios, and so forth) (Figure 4-11). The change in recognition memory for contentsimilarity interruptions were analogous to those of comprehension interruptions: no difference in preinterruption memory and significant decline in post-interruption memory. We did not find any difference between recognition memory data of the 3 sub-conditions of content-similarity
interruptions (e.g., $\Delta \operatorname{Acc}$ (between self-paced conditions with versus without signal) $=2.4 \%, \mathrm{p}$-value $=0.185)$.


Figure 4-11. Comparing the overall change in recognition memory between conditions testing the effects of cognitive similarity and conditions testing the effects of content similarity.
( A and C ) show the recognition memory from cognitive-similarity interruption conditions. ( B and D ) show the recognition memory from content-similarity interruption conditions.

### 4.3.3. Additional Analyses

### 4.3.3.1. Accuracy in Interruption Trials

Interruptions questions were designed to match in their level of difficulty. To that end, we had tested the interruption trials, when not inserted within the story. We balanced the difficulty level such that accuracy in Geometry questions, verbal working memory questions, and comprehension questions
were $87 \%$ ( $\pm 0.3 \%$ ). When the interruptions were inserted inside the story, we found the accuracy of Geometry interruptions dropped significantly (p-value $<0.001$ ). On the other hand, the accuracy in comprehension interruptions increase significantly (p-value $<0.001$ ). There was not a difference between the accuracy in verbal WM questions when tested alone and when inserted within the story $(p$-value $=0.24)($ Figure 4-12 $)$.


Figure 4-12. Accuracy in interruption trials for Geometry, verbal WM, and comprehension interruptions.
Dashed line ( $87 \%$ accuracy) shows the baseline accuracy in interruption trials when tested alone, not within the story. Chance level is at $50 \%$ ( 2 AFC questions). Error bars show standard error of the mean.

### 4.3.3.2. Transportation and Lingering Scores

We used Green and Brock's transportation questionnaire to measure participants' immersion level while reading the story (Green \& Brock Narrative Transportation Scale, 2000). Participants in Pause interruptions reported a slightly higher transportation compared to intact condition. Also, Geometry and Scenario interruptions showed lower transportation scores. Although there was a numerical difference, we did not find a significant difference between the transportation score of different types of cognitive-similarity interruptions compared to intact (e.g. $\Delta$ (Transportation for Intact versus Geometry $)=0.11, \mathrm{p}$-value $=0.16)($ Figure $4-13 \mathrm{~A})$. The biggest difference in transportation score
among different types of cognitive-similarity interruptions was observed between Pause and Geometry interruptions $(\Delta$ (Transportation $)=0.19, \mathrm{p}$-value $=0.051)$.

Transportation score in content-similarity interruptions were significantly lower than intact (e.g. $(\Delta$ (Transportation for intact versus self-paced with signal) $=0.25, \mathrm{p}$-value $=0.019)$. There was not any difference between the transportation scores among the 3 sub-conditions of content-similarity interruptions (Figure 4-13 B).


Figure 4-13. Self-reported transportation scores for different interruption conditions.
Score range was between 1 (not at all transported) to 7 (very much transported). Transportation score at 4 shows the neutral level. Error bars show standard error of the mean.

To measure whether the story was lingering in mind during the cognitive-similarity interruptions, we asked participants if they were intentionally or unintentionally reflecting on the story during interruptions. Self-report lingering was significantly lower in Geometry interruptions compared to Pause and Scenario interruptions ( p -value for Pause versus Geometry $=0.009 ; \mathrm{p}$-value for Geometry versus verbal $\mathrm{WM}=0.03$; p -value for Geometry versus comprehension $=0.08$ ). We did not observe any difference in lingering between the Pause and Scenario conditions (Figure 4-14).


Figure 4-14. Self-reported lingering of the primary narrative during performance of interruption tasks.
Percentage of participants who reported experiencing intentional or unintentional lingering of the main story during the interruptions. Error bars show $95 \%$ confidence interval of 10,000 bootstrapping with replacement.

### 4.4. Discussion and Conclusions

In this Chapter, we investigated how encountering different types of reading interruptions influence our processing and subsequent memory of a narrative. We investigated two main axes along which interruptions may vary. Along the first axis, we tested interruptions that similar or dissimilar to reading in terms of the cognitive processes they involve. Along the second axis, we tested interruptions whose internal semantic content was similar or dissimilar to the semantic content of the narrative.

Similarity of cognitive processing was an important factor in determining the effects of the interruptions. Among these interruption conditions, we found that participants were, in general, slower to read the primary text after encountering an interruption involving more similar cognitive processes (Scenario conditions, Figure 4-5) relative to more dissimilar cognitive processes (Geometry condition). On the other hand, the more cognitively dissimilar interruptions (Geometry) decreased recognition memory for sentences both before and after the interruption (Figure 4-9). Indeed, Geometry interruptions were the only type that negatively impacted the consolidation of preceding information. When participants encountered Scenario interruptions, thought to be more cognitively similar to reading, the interruption either improved the consolidation of prior memory (verbal WM condition) or did not change it (comprehension condition) (Figure 4-9). Encountering Pause interruptions, also, significantly enhanced recognition memory for preceding information, consistent with the findings that pauses at event boundaries aid memory consolidation (Ben-Yakov, Eshel, and Dudai 2013). Recognition memory for material following the interruptions was impaired in all conditions except Pause interruptions, with Geometry interruptions, the most dissimilar, generating the largest decrease (Figure 4-9).

In contrast to the similarity of cognitive processing, the similarity of semantic content in the interruptions had a much smaller effect on reading times and memory. We did not find any difference between the resumption reading time following low- versus high-similarity interrupting content (Figure 4-6). Also, the degree of content similarity did not affect consolidation of pre-interruption memory (Figure 4-10 A). Consistently, when participants were given a signal about the occurrence of interruptions, there was no difference between consolidation of information following low- versus high-similarity interrupting content. Only when participants did not have any signal about the
occasional unrelated content, they showed worse consolidation following less similar interrupting content (Figure 4-10 B).

The results from the content-similarity interruptions (high and low semantic similarity) were consistent with our observations when varying cognitive process similarity (Geometry, Pause, and Scenario interruptions). In terms of cognitive similarity, reading unrelated text regardless of its content, is very similar to reading a narrative. Both the resumption reading time and the memory consolidation findings were consistent between sub-conditions of content-similarity interruptions (especially timed and self-paced with signal) and highly similar cognitive interruptions (comprehension and verbal WM) (see Figure 4-7 and Figure 4-11).

Our data suggest that when investigating the disruptive nature of interruptions, one needs to differentiate between the resumption lag and the memory effects. For instance, resuming reading after Geometry interruptions was faster relative to Pause and memory interruptions. However, the quicker resumption in this case does not represent a less disruptive interruption because Geometry showed a much higher negative impact on memory consolidation. Therefore, when comparing different types of interruptions on their negative impact for an ongoing task, we must determine what aspects of the performance are most important for the task. Negative impacts on reading time versus memory might draw a contrary conclusion on disruptiveness of an interruption.

In contrast to the literature which indicated that effects on textual memory were negligible (Glanzer, Dorfman, and Kaplan 1981; Glanzer, Fischer, and Dorfman 1984; Ledoux and Gordon 2006), we observed reliable effects of interruption on a detailed recognition test for the contents of the sentences in the text. Foroughi et al. (Foroughi et al. 2015) had already shown that deeper probes
of textual understanding could reveal interruption effects; now, we have found that even more surfacelevel verbatim memory for the text is affected by interruption.

What potential mechanisms underlie the memory effects and resumption delays induced by interruptions? It could be that when the main task and the interruptions engage similar cognitive processes, there is a higher interference between the ongoing processes which in turn makes it harder to resume the main task after the interruption as reflected in higher resumption lag. On the other hand, when the main task and the interrupting task engage similar cognitive processes (e.g., parsing a sentence or constructing a situation model), our cognitive processes seem to be capable of separately process unrelated information with minimal interference. One possibility is that our cognitive processes can identify the change in the information stream, potentially create an event or situational representations, and process unrelated information separately. This theory was supported by reading time differentiating low- and high-similarity interrupting content, but equally quickly resuming afterward (Figure 4-8).

Our results also shed lights on potential underlying mechanisms modulating the effects of cognitive similarity and content similarity on memory. It could be that engaging less similar cognitive processes reduces the memory by lowering the possibility of lingering. In fact, in Pause interruptions, participants reported the highest lingering during the interruptions and showed the highest increase in pre-interruption memory (see Figure 4-14 and Figure 4-9 A). However, different types of interruptions might reduce the post-interruption memory for different reasons. Geometry interruptions might reduce post-memory because of interference caused by using less related cognitive processes, whereas comprehension interruptions could diminish post-memory because of the continuation of ongoing processing (lingering) in high-similarity cognitive processes. Further
investigation is needed to explore the effects of interruptions on subsequent memory in future research.

The findings of this research project are subject to limitations that may be addressed in future work. To begin with, our method of measuring sematic similarity between interrupting texts and the primary text (Universal Sentence Encoder) may primarily involve lexical information, rather than deeper situational information conveyed by the sentence (Cer et al. 2018). Thus, further research is necessary to differentiate the effects of token-level information from high-level semantics contained in a sentence. A second limitation is that this project employed one text, a short story, as the main stimulus. To further investigate the effects of semantic properties of the interruptions on reading, future studies should evaluate and compare the effects of semantic interruptions on a wider variety of primary texts in different styles. Lastly, our experimental conditions provided evidence for situations in which the interruption and the primary task have similar cognitive processes, however, we only had one condition (Geometry interruptions) that involved cognitive processes that were very different from the main task. Future research should further explore a wider selection of interrupting tasks with dissimilar cognitive processes to reading. Finally, although this study reports new memory effects and reading time effects arising from interruption, it has not yet established how they are related. For example, when participants exhibit a longer-than-usual resumption delay on a specific trial, does this also mean that they will be more successful in avoiding memory interference on that trial? Further work, involving across-individual and across-trial correlations, will be required to address this important question.

In summary, in Chapter 4, we investigated how encountering various types of interruptions while reading influences readers' ongoing processing and retention of the information. Our findings can be used in the short term to provide general guidelines for reducing the negative consequences of
interruption in real-world situations. In the long run, these results can help develop more complex process-level models that describe the updating and interference processes that occur during reading in working memory and long-term memory.

## Chapter 5: Determining How Processing in Neural

## Language Models is Affected by Interruptions

### 5.1. Background and Motivation

In the previous Chapter, we looked at how interruptions while reading can affect humans' understanding and subsequent memory of the information. In this Chapter, we explore how contemporary neural language models process linguistic data that contains incongruencies.

Neural Language Models (NLMs) are powerful and flexible models supporting robust language predictions when processing coherent data streams. However, when we process language data in the real world, we may experience incongruencies, such as a sudden change in topic from one sentence to the next (Figure 5-1). When humans encounter interruptions in language processing, the content and length of the interruptions affect their comprehension performance (Ledoux and Gordon 2006; Foroughi et al. 2015a). This effect in language comprehension is reflected in longer reading times following the incongruent information. NLMs and human brain share some computational principles as they process natural language: both involve in continuous predictions, and both use prior context to make predictions (Goldstein 2021). Therefore, it is possible that NLMs could be influenced similarly by processing incongruent information, or that they could use similar approaches to mitigate the costs of interruption.


My sister, who is 4 years younger than me, is a great painter and plays a couple of instruments. She is the artist in our family. My cousin also plays a couple of instruments. The oil price has increased by $30 \%$ in the past year. Since oil prices and levels of inflation are often connected, the increase in oil price will likely cause higher inflation. When we have a family gathering, sometimes he brings his guitar and play some of our favorites. He's really fun to be around.

Figure 5-1. Example of a situation with a transient change in a temporally coherent information stream.

However, it remains unclear how NLMs integrate and separate information at moments of incongruency in prior context and how their predictions are influenced by inconsistent prior context. We hypothesized that the predictions generated by NLMs will be especially affected when their prior contexts are contaminated by incongruent information that (i) is similar to the main information sequence, rather than distinct and (ii) has a long duration. The impairment of NLM prediction quality manifest as an increase in their perplexity scores for the veridical word sequences.

In this Chapter, we test two kinds of NLMs architectures: a recurrent NLM (LSTM, (Hochreiter and Schmidhuber 1997; Schijndel and Linzen 2018)) and an attention-based NLM (GPT2, (Vaswani et al. 2017; Radford et al. 2020). And, we have two main motivations: First, we want to understand whether and when these powerful models are successfully able to integrate information
over time, despite the insertion of interrupting incongruent material; Second, we aim to compare the performance of these models against humans facing the same interruptions (from Chapter 4), to determine whether the models can predict which kinds of interruptions and incongruencies humans will struggle with.

Our central question, here, is not whether NLMs have the same performance and the same representational capabilities as humans. We want to explore how robust NLMs are to different kinds of interruptions and how this varies as a function of architecture. However, we do also want to test performance of the LMs against humans. Therefore, in Chapter 4, we exposed human participants to high-similarity and low-similarity interruptions in a setting where they did not have any knowledge that there was any interrupting content. Our goal in doing so was to put humans and LMs on a more equal footing, facilitating the comparison between them. If a particular LM is disrupted by the same kinds of interruptions that humans are, then that LM could provide a useful practical predictor of when and where humans will be especially impacted by interruption (even if the LM does not have the same language competence as a human).

### 5.1.1. Research Questions

It is uncertain how contemporary language models (both recurrent LSTMs and feedforward Transformer models) are impacted by incongruencies in the prior context in their input stream. Therefore, in this Chapter we address the following research questions:

- How does the insertion of incongruent text in an otherwise coherent text modulate the predictions of language models? How do these effects depend on the length, location, and semantic confusability of the inserted text? What role NLMs' architecture play in the
magnitude of this impact? And finally, as a practical matter, can language models enable us to predict which passages of incongruous text humans will find difficult to process?


## Significance

Language comprehension is one of the most complex human cognitive feats, and neural language models (NLMs) are (currently) the most successful machine language models for parsing, abstracting, and generating human language data (Kelly and Reitter 2018). Despite the purported computational commonalities between NLMs and the human brain and cognition (e.g., (Goldstein et al. 2022)), it remains unknown whether they exploit incongruent prior information similarly.

Studying these models in a naturalistic setting, similar to the linguistic data humans typically encounter in the real world, is important for at least two reasons. First, we can better understand how NLM performance is impacted by incongruities in prior context. It would be interesting to see how systems with the ability to understand and generate language data handle and process incongruent information. Also, given that these models are widely used in various real-life applications (e.g., email services, question answering chatbots, etc.), understanding them allows us to be aware of their limitations. Second reason) We can compare how interruptions influence language processing in NLMs versus humans. Understanding NLMs can provide some new insights in how we can study human language processing.

### 5.2. Methods

### 5.2.1. Language Models

We tested two pretrained language models: the GPT-2 model (Radford et al. 2020; HuggingFace (Wolf et al. 2020)) and an LSTM model (Hochreiter and Schmidhuber 1997; Schijndel, Mueller, and Linzen 2019).

### 5.2.1.1. GPT-2 Transformer LM.

GPT-2 is a large Transformer-based LM with the objective of predicting the next word, given all the previous words in a fixed-length context (Radford et al. 2020). Here, we used "GPT2-large" model which has 36 attention layers with 1.5 billion parameters. For computing word-by-word perplexity, we used a maximum context size of 1024 tokens. We implement GPT-2 using the HuggingFace library.

### 5.2.1.2. Long Short-Term Memory LM.

LSTM is a recurrent deep learning model that incorporates the past by reusing the information from previous time steps and through dedicated memory cells. The model that we implemented here has 2 LSTM layers with 1600 units in each hidden layer (Schijndel, Mueller, and Linzen 2019).

### 5.2.2. Experiment Design

### 5.2.2.1. Stimuli

## Primary text

We tested two main primary texts: One primary text was an American Psychological Association (APA) article ( $\sim 2500$ words), titled "Can this marriage be saved?", which is about research on factors that influence the success of a marriage (Miller, 2013). Another primary text was a short story ( $\sim 2300$
words) by Raymond Carver, titled "So much water, so close to home", which narrates the tension between a couple. The same story was used in the behavioral experiment in Chapter 4.

The first primary text (APA article) was used to investigate the effects of incongruent prior context on the predictions of NLMs. Testing the second primary text (the narrative) had two objectives: (1) to replicate the results with a different primary stimulus; and (2) to compare the performance of NLMs and human participants under the same conditions (Human results are from Chapter 4). By testing NLMs and human participants under the same conditions, we mean the using same primary text, the same interrupting material, and evaluating performance for the same target sentences.

## Interrupting text

To assess how NLMs perform with incongruities in prior context, we generated the incongruent context by randomly selecting unrelated sentences from Brown Corpus and incorporating them into the prior context. Brown Corpus is a collection of modern American English, comprised of approximately one million words, sourced from a diverse range of areas (e.g., fiction, science, technology, reviews, religions, hobbies, and so on (Brown Corpus, 2022).

### 5.2.2.2. Operationalization

One of our research objectives in Chapters 4 and 5 was to understand of how interrupting information affects the online processing of language models and humans. To measure the processing difficulty in humans, in Chapter 5, we used the reading time per character, relying on the common assumption that the longer it takes to read a sentence, the more difficult it is to process. To investigate how
interrupting material impacts language models' capacity to process prior context, here in Chapter 4, we used perplexity measures.

Perplexity measures. We evaluated the models using perplexity measures. Perplexity (PPL) is a common evaluation method for assessing LM's performance. PPL is the exponentiated average negative $\log$-likelihood of a sequence. Intuitively, if a model assigns a high probability to the test data, it means that it is not perplexed (not surprised) by the test data, suggesting it is a good language model. So, a lower perplexity would identify a better model.

If we have a tokenized sequence $X=\left(x_{0}, x_{1}, \ldots, x_{t}\right)$, then the perplexity of $X$ is defined as Eq. 5-1

$$
P P L(X)=\exp \left(-\frac{1}{t} \sum_{i}^{t} \log p_{\theta}\left(x_{i} \mid x_{<i}\right)\right)
$$

In Eq. 5-1, $\log p_{\theta}\left(x_{i} \mid x_{<i}\right)$ shows the $\log$-likelihood of the model for the i-th token $\left(x_{i}\right)$ given the prior context $\left(x_{<i}\right)$.

### 5.2.2.3. Experimental Paradigm

To investigate how NLMs' prediction is influenced by having incongruency, we followed these steps: 1) Given the intact primary text, we chose a random sentence and use it as the target sentence; 2) We then calculated the perplexity of the NLM for the target sentence, when the prior context is the intact context in the original text preceding the target sentence (Figure 5-2Figure 5-2); 3) To create the incongruent prior information, we picked a sentence randomly from the Brown corpus and insert it before the target sentence; 4) Then we calculated the perplexity of NLM in processing target sentence, when the prior data that it uses for its prediction has both the original prior context and the
added unrelated sentence (Figure 5-2); 5) Finally, we compared the perplexity (PPL) of the language model with intact prior text and incongruent prior text.

## Intact text:



My husband eats with a good appetite. But I don't think he's really hungry. He chews, arms on the table, and stares at something across the room. He looks at me and looks away. He wipes his mouth on the napkin. He shrugs, and goes on eating. "What are you staring at me for?" he says. "What is it?" he says and lays down his fork. "Was I staring?" I say, and shake my head. The telephone rings. "Don't answer it," he says. "It might be your mother," I say. "Watch and see," he says. I pick up the receiver and listen. My husband stops eating. "What did I tell you?" he says when I hang up. ...


My husband eats with a good appetite. But I don't think he's really hungry. He chews, arms on the table, and stares at something across the room. He looks at me and looks away. He wipes his mouth on the napkin. He shrugs, and goes on eating. "What are you staring at me for?" he says. "What is it?" he says and lays down his fork. "Was I staring?" I say, and shake my head. The telephone rings. "Don't answer it," he says. "It might be your mother," I say. "Watch and see," he says. I pick up the receiver and listen. The purpose of our installation is to recover some of the fresh water, estimated at 200 million gallons per day, carried as vapor in the lower hundred meters of air, sweeping over each kilometer of the windward side of the island. My husband stops eating. "What did I tell you?" he says when I hang up. ...

Figure 5-2. Examples of intact and incongruent prior context.
Top) Intact text, where the prior context has the original (uninterrupted) information; Bottom) Incongruent text, where the prior context consists of an incongruent price of information (the unrelated sentence inserted at the end of the original context.)

Change in PPL of target sentence after adding unrelated sentence to the prior was calculated as follows:

$$
\text { Change in PPL }=\frac{\text { Incongruent PP }(\text { target sentence })}{\text { Base PPL }(\text { target sentence })}-\frac{\text { Intact PP }(\text { target sentence })}{\text { Base PPL }(\text { target sentence })}
$$

Where Base PPL, Incongruent PPL, and Intact PPL are defined as follows:

Base Perplexity (target sentence): PPL (target sentence)
Intact Perplexity (target sentence): PPL (target sentence | Prior context)
Incongruent Perplexity (target sentence): PPL (target sentence \| Prior context + Unrelated sentence)

### 5.2.2.4. Experimental Conditions

What does make an incongruency more disruptive in language models? We first started with the simplest condition and assess how models' perplexity for the target sentence change when they have 1 sentence of incongruency preceding the target sentence. We then examined the impact of three moderating factors: (i) length of the incongruent information; (ii) semantic similarity of the incongruent information to the target sentence text; and (iii) distance of the incongruent information from the target sentence (Figure 5-3).


Figure 5-3. Three potential moderating factors in modulating the disruptive effects of interruptions.

Length of the interruptions. To investigate how length of the incongruent material modulate the
NLMs' performance, we tested the models with both a set of 1 -sentence interruption and a set of 4sentence interruptions. We measured the change in perplexity of the target sentence in both cases (see Figure 5-5).

Semantic similarity of the interruptions. In this analysis, we examined how the semantic properties of incongruent material would modulate models' confusability.

We first tested the effects of semantic similarity of the interruptions to the target sentence, on processing the target sentence. Using the same semantic similarity methods outlined in Chapter 4, we calculated the semantic similarity between the interrupting text and the target sentence. The similarity score was calculated, as before, as the cosine similarity of the embeddings obtained from the Transformer-based USE model (Cer et al. 2018).

Based on the similarity score of a wide range of randomly chosen sentences, we divided the similarity scores into 6 bins (lowest similarity centered around -0.2 ; highest similarity bin centered around +0.3 , Figure 5-4).


Figure 5-4. An example of a target sentence and two unrelated sentences with low and high similarity scores.

Additionally, to facilitate a close comparison between effects of semantic similarity on processing in both NLMs and humans, we tested them in the same conditions described in Chapter 4. In this condition, the primary text was a narrative, and the semantic similarity was calculated based on the similarity between the interruption material and a few sentences preceding the interruption (see Figure 5-7).

Distance of target sentence from the interruptions. To assess how NLMs recover from interruptions as they recede further into the past, we measured perplexity while varying the distance of the incongruent material to the target sentence. To that end, for a given incongruent context, we tested the (change in) perplexity of the first sentence following the interruption (lowest distance), the second sentence following the interruption, the third sentence following the interruption, and so on (see Figure 5-10).

### 5.3. Results

### 5.3.1. Effects of Interruptions Length

We found that the insertion of even one unrelated sentence to the prior context significantly increased the perplexity both the LSTM model and GPT- 2 when processing the target sentence (One-sample ttest: LSTM: t -statistic $=8.15$, p -value $<0.001$; GPT-2: t -statistic $=23.23$, p -value $<0.001$ ). Additionally, the detrimental effect of interruptions was significantly higher for longer interruptions compared to shorter interruptions (Paired t-test: LSTM: t-statistic $=13.99$, p-value $<0.001$;GPT-2: t-statistic $=13.03$, p-value $<0.001$ ) (Figure 5-5).


Figure 5-5. Change in perplexity of NLMs with incongruent prior context relative to intact prior context. Right) Schematic of a 1 -sentence and 4 -sentence interruption prior to target sentence. Left) Percentage change in perplexity of LSTM and GPT when processing a target sentence, given incongruities in prior context due to a 1 -sentence or 4 -sentence interruption. Each bar shows the data from 600 datapoints: there were 100 randomly selected target sentences followed by randomly interruptions from 6 levels of similarity $(100 * 6)$. Error bars show standard error of the mean, after excluding outliers that were more than 3 times the interquartile range from the median. The primary text was the APA article. ( ${ }^{* * *}=\mathrm{p}$-value $<0.001$ )

### 5.3.2. Effects of the Semantic Similarity of Interruptions

For the LSTM language model, we observed a negative correlation between the similarity score and the magnitude of change in models' perplexity. Interruptions with low similarity to the target sentence increased the models' perplexity (Figure 5-6 A). Surprisingly, however high-similarity interruptions showed a different impact, in some cases even lowered the models' perplexity. The negative correlation between similarity and change in perplexity remained, and was even numerically larger, for longer interruptions (Figure 5-6 C). Using a linear least-squares regression, for 1 -sentence interruptions, we found Pearson correlation coefficient of -0.11 (slope $=-0.35$, significantly different from zero, p -value $<0.001$ ), whereas for 4 -sentence interruptions, Pearson correlation coefficient was -0.19 (slope $=-0.96$, significantly different from zero, p -value $<0.001$ ).

In contrast to the LSTM model, GPT-2 was not influenced by the semantic similarity of the interruptions. For both 1 -senetence and 4 -sentence interruptions, there was no correlation between the similarity score and the magnitude of change in models' perplexity (Figure 5-6 B and D) (Pearson correlation coefficient for 4 -sentence interruptions $=0.03$; regression slope not different from zero; $p$-value $=0.56)$.


Figure 5-6. Effects of semantic similarity of interruptions to the target sentence on change in perplexity of NLMs when processing the target sentence.
A) Percentage of change in perplexity of LSTM when processing incongruent context composed of one interrupting sentence across a range of similarity scores. B) The same as A, for GPT-2 model. C) Percentage of change in perplexity of LSTM when processing incongruent context composed of 4 interrupting sentences across a range of similarity scores. D) The same C, for GPT-2 model. The primary text used for this result was the APA article.

We confirmed the same pattern on the effects of semantic similarity for our second primary text, the narrative. Again, we observed that the increase in LSTM perplexity was higher for lowsimilarity interruptions compared to high-similarity interruptions (paired t -test: statistic $=7.83$, p -value < 0.001) (Figure 5-7 A). However, for GPT-2, we did not observe any difference between lowsimilarity and high-similarity interruptions (paired t-test: statistic $=0.44$, p -value $=0.66$ ) (Figure 5-7 B).


Figure 5-7. Effects of semantic similarity of interruptions to the prior context on change in perplexity of NLMs when processing the target sentence.
A) Percentage of change in perplexity of LSTM when processing incongruent context with low- or high-similarity score. B) The same as A, for GPT-2. We had 85 data points for each bar: total of 17 target sentences with 5 different samples for low-similarity interruptions $(17 * 5=85)$ and 5 different samples for high-similarity interruptions. Error bars show standard error of the mean. (n.s. $=$ not statistically significantly different; $* * *=p$-value $<0.001$ )

To compare the effects of semantic properties of the interruptions on processing in NLMs and humans, we compared how they process information following low- versus high-similarity interruptions (Figure 5-8). Recall that the reading time of human participants (following the interruption) was not influenced by whether the interruption was composed of low- or high-similarity material (Figure 5-8 C).


Figure 5-8. Effects of interruptions' semantic characteristics on processing in NLMs compared to humans. A and B) The same results as in Figure 5-7 C) Change in humans' reading time per character when processing a target sentence following a low-similarity or high-similarity interruption. Error bars show standard error of the mean. NLMs and humans were tested on the same primary text (the narrative) and interruption content. (n.s. $=$ not statistically significantly different; ${ }^{* * *}=\mathrm{p}$-value $<0.001$ )

To gain a better understanding of the effects of the semantic properties of interruptions on ongoing processing in NLMs, we compared how LSTM and GPT-2 process information during the interruptions, relative to humans (Figure 5-9).

We found that humans and LSTM processed interruptions differently, but with some qualitative similarities. When encountering interruptions, LSTM showed a significant increase in perplexity of low-similarity interruptions (paired t-test: statistics=3.14, p -value=0.002), but not for high-similarity interruptions (paired t-test: statistics $=0.74$, p -value $=0.46$ ) (Figure 5-9, LSTM panel). Nonetheless, there was a numerical increase in perplexity for both types of interrupting material. This pattern qualitatively matches the human data, where we observed a significant increase in their reading time when encountering both low- and high-similarity interruptions. However, humans returned to their original reading times following both low- and high-similarity interruptions, whereas the LSTM showed an elevated perplexity following low-similarity interruptions (paired t-test: statistics=5.37, p value $<0.001$ ) (Figure 5-9).

We found more striking disparities in interruption handling between humans and GPT-2.
Although neither humans nor GPT-2 demonstrated any difference between following low- versus high-similarity interruptions (Figure 5-8 B and C), their behavior when initially encountered interruptions was vastly different. GPT-2 did not demonstrate any increase in perplexity when it encountered either low- or high-similarity interruptions. Humans, however, showed a higher reading time for both interruption types, with a significantly greater increase for low-similarity interruptions
(Figure 5-9).


Figure 5-9. Effects of low- versus high-similarity interruptions on processing in LSTM, GPT-2, and human participants during and after interruptions.
Left) Perplexity of LSTM and GPT-2 for the sentence preceding the interruptions (before), first sentence during the interruptions (during), and the first sentence following the interruptions (after). Y-axis shows the raw perplexity of the sentence given its prior context. Right) Reading time per character for human participants when reading the sentence preceding the interruptions, the first sentence during the interruptions, and the first sentence following the interruptions. Error bars show standard error of the mean. LSTM, GPT-2, and human participants were tested on the same primary text (the narrative) and interruption content.

### 5.3.3. Effects of Distance from Interruptions

We observed a gradual decrease in the detrimental effects of interruptions as the target sentence was shifted further from the incongruent material. This effect was observed for both LSTM and GPT-2, and for both primary texts, the APA article, and the narrative (Figure 5-10).


Figure 5-10. Effects of distance from interruptions on perplexity of NLMs.
A) Percentage of change in perplexity of LSTM and GPT-2 when processing the n-th sentence (e.g., first sentence, second sentence, and so on) following the interruptions. The results in (A) are from using the APA article as the primary text. B) The same as (A) but using the narrative as the primary text.

### 5.4. Discussion and Conclusions

In Chapter 5, we explored how NLMs respond to interrupting moments in language data and how length, location, and semantic confusability of the interruptions, as well as NLMs' architectural constraints, affect their predictions. Our research was designed to determine the impact of these incongruencies on LSTM and GPT-2, which are typically trained to reliably predict language in consistent data streams. We also compared these models with humans in their handling of incongruent text segments.

The presence, length, and distance of interruptions had similar effects on LSTM and GPT-2. Both the LSTM and GPT-2 faced higher processing difficulty when prior context included interruptions: even one unrelated sentence prior to a target sentence significantly increased NLM perplexity (Figure 5-5). The disruptive impact was increased for longer interruptions. In both LSTM and GPT-2, longer interruptions induced higher processing difficulty (Figure 5-5). Conversely, the disruptive effects of interruptions on both models were decreased when the incongruent material was placed at a greater distance (Figure 5-10).

The semantic properties of the interruptions produced dramatically different impacts on the LSTM and GPT-2. The LSTM's predictions were more disrupted by interruptions that were semantically dissimilar from the original context (Figure 5-6 A and C, Figure 5-7 A). In contrast, GPT-2's predictions were essentially invariant to the various degrees of semantic similarity of the interruptions (Figure 5-6 B and D, Figure 5-7 B). One possible interpretation of this effect is that GPT-2 is able to discount the interrupting material in making its predictions, because it can find more highly matching material elsewhere in its context buffer.

The observed discrepancies between the effects of the semantic properties of interruptions on LSTM's and GPT-2's predictions may stem from the difference in their architectural constraints. The recurrent architecture and limited-size hidden states of LSTM necessitate that the model must identify the most relevant features of prior context for subsequent predictions. Thus, when the model cannot store all details of its prior context, it is incentivized to represent a semantic gist of past information (Armeni, Honey, and Linzen 2022; Khandelwal et al. 2018). This hypothesis was supported by the evidence showing the dependence of LSTM on the semantic characteristics of interruptions. In contrast, we expected GPT-2's predictions to rely more heavily on verbatim properties of the prior context due to its "perfect memory" of the past, which is enabled by a fixed-length window of prior information input.

Despite GPT-2's overall higher capabilities, LSTM was more sensitive to tracking the change in the information sequence. GPT-2's perplexity was disrupted when the incongruent material was in the prior context but not when it processed incongruencies given an intact prior context. On the other hand, LSTM demonstrated a higher processing difficulty when facing low-similarity interruptions even given an intact context. LSTM's ability in detecting low-similarity interruptions could come from maintaining a "leaky" and abstract version of the past, like a moving average of the context history (Figure 5-3).

Our findings revealed disparities in the way humans and NLMs process incongruent material in a mostly consistent context. Humans did not experience an increase in reading time when returning to the original context after interruptions, regardless of whether the interruption was of low or high similarity (see Figure 5-8 C). This does not mean, however, that humans are not affected by the semantic properties of interruptions; rather, they exhibited a significant difference in response to different similarity levels during the interruptions (Figure 5-9). In contrast, neither LSTM nor GPT-

2 could identify the change between the narrative and a sudden high-similarity interruption (see "during interruptions" in Figure 5-9). Furthermore, neither of the models could return to the same level of perplexity after interruptions as before (Figure 5-9).

There was a qualitative resemblance between how the LSTM and humans processed incongruencies (Figure 5-9). Both humans and the LSTM demonstrated a significant increase in processing difficulty when first encountering interruptions. And, in both humans and LSTMS, there was a greater increase when the interrupting material had low similarity to the primary text. Finally, in both humans and the LSTM, the indices of processing difficulty decreased following interruptions when the original context resumed. In contrast to humans and the LSTM model, GPT-2's predictions were hardly altered at all during the interruptions; instead, the interruption only impacted GPT-2's prediction after it was complete, when it altered for the resumed primary text. Why did human reading times and LSTM perplexity shift in an analogous manner? One possibility is that both of these indices track a very local predictability of the information stream, based on the immediate word-frequency and the context of the past several words, as in an n-gram model. This is in contrast to GPT-2, a model whose strength in incorporating long-range context may have reduced the influence of transient shifts (a four-sentence interruption) in the information.

The distinction between processing of interruptions in humans and NLMs could arise from the difference in their memory capabilities. Humans exploit a variety of short-term memory (verbatim and semantic) and long-term memory (semantic and episodic) systems simultaneously. This combination of mechanisms may enable humans to keep track of both abstracted semantic / situational and verbatim properties of the information stream. Additionally, episodic memory capabilities of humans may enable humans' cognitive processes to identify boundaries in the information, create and store events information, and reload it as needed.

What architectural modifications could improve the susceptibility of high-performing language models to interruptions? Despite GPT-2 impressive and human-level performance in many real-world tasks, it did not process incongruent context similarly to humans. Currently, no language model uses a combination of all human-like memory mechanisms. Equipping large-scale language models, such as GPT-2, with short- and long-term memory mechanisms to detect changes in both short- and long-term, could enable them to process semantic properties of information more sensitively. Additionally, providing these models with a capacity to separately store irrelevant material could make them resilient when facing incongruent context.

The work in this Chapter is subject to several limitations which may be addressed by future work. First, because GPT-2 is a larger model trained on a larger dataset than our LSTM, we cannot confidently generalize our findings to feedforward Transformer architectures and recurrent LSTM architectures in general. Future work should employ an LSTM that is more closely matched in terms of training corpus, model size and average prediction performance (see also (Armeni, Honey, and Linzen 2022)). Second, GPT-2's apparent lack of sensitivity to the semantic similarity of interruptions may be due to the characteristics of the method that we used to calculate semantic similarity. In other words, GPT-2 may use semantic similarity information, but the semantic properties that it captures may differ from those captured by our implemented method, Universal Sentence Encoding (Cer et al. 2018), which may prioritize token-level or syntactic similarity. Future research could explore this further by differentiating between semantic properties and particular tokens by using semantically similar interruptions that involve different tokens, as well as semantically dissimilar interruptions that comprise similar tokens. Third, to estimate the generalizability of our findings regarding architectural constraints, future studies should evaluate the effects of interruptions on another and perhaps a higher performing LSTM, as well as another attention-based language model. Fourth, it is also unclear
whether the position of the incongruencies in the primary context affects susceptibility to interruptions. To address this, future research could investigate if inserting disruptors within an event or at the transition between two events would produce equal effects on the models.

This Chapter has explored how processing incongruent contexts affect the functioning of NLMs. Our results shed light on the shortcomings of LSTM and GPT-2 when faced with incongruities in their prior context. Additionally, we explored in what ways LSTM and GPT-2 process incongruent language data differently from humans. The contrast between human and NLMs behavior can be used to suggest modifications to NLMs for greater resilience to disruption - for example, by augmenting them with memory systems. The comparison of humans and NLMs may also further our ability to predict human language processing, as when the perplexity of the LSTM model qualitatively tracked the changes in human reading times during the interruptions.

## Chapter 6: General Discussion and Conclusions

What are the implications of temporal correlation in data for learning and comprehension? How can temporally correlated real-world data be leveraged for learning, particularly in brain-inspired architectures? What effects do transient changes in the information stream have on contemporary machine learning models, and how do these effects compare to what is seen in human behavior? In this thesis, I addressed these questions using both computational and empirical methods. As each of the four preceding Chapters contain a more targeted discussion of the specific results, here I review and summarize the broader contributions of this dissertation.

### 6.1. Summary of Research Contributions

### 6.1.1. Efficacy of Brain-Inspired Integration and Separation Mechanisms for Category Learning

Cortical circuits exhibit two characteristics that may influence how they learn category categories from a sequence of temporally correlated examples, as we commonly encounter in the real world. First, our brain dynamics appear to combine information over time, as there is ubiquitous autocorrelation in cortical dynamics. Second, neural circuits sometimes shift their context rapidly at "event-boundaries", which appears to be related to resetting of context representations. It was unknown how these neural circuits' characteristics (autocorrelation and boundary resetting) influence category learning from temporally correlated data. Therefore, we examined the efficacy of two brain-inspired mechanisms leaky memory and memory gating - for incremental category learning from temporally structured data. We found, firstly, that equipping neural networks with these brain-inspired mechanism enables them
to learn more efficiently from temporally autocorrelated data, relative to a conventional feedforward network. Second, we found that when performing representation learning, these biologically plausible models were able to flexibly adapt to the autocorrelation level, so that they could take advantage of repeating structure without suffering from the interference of unrelated prior information.

### 6.1.2. Efficacy of Brain-Inspired Integration and Separation Mechanisms for Learning Representations from Multi-Timescale Data

In the real world, we may need to learn from data with multiple levels of autocorrelation. Moreover, in real-world settings, there are no pre-defined labels to support the learning. It was unknown how or whether a learning mechanism with brain-like architectural constraints could exploit multiple timescales of data to learn multi-timescale representations. We tested the efficacy of brain-inspired leaky memory and multiscale memory gating mechanisms for unsupervised representation learning. We found that autoencoder models equipped with recurrence and multi-timescale gating could successfully learn to reconstruct the input, and, moreover, that they learned representations which selectively separated multiple timescales of the data stream.

### 6.1.3. How Human Language Processing is Affected by Interruptions

In the real world, our cognitive processes may experience a transient change in the information stream, such as encountering interruptions, while carrying out a primary task. Experiencing interruptions when reading is unavoidable in our daily life, however, the consequences of encountering different types of interruptions for how we process the information remains unclear. Despite decades of research, there
were conflicting findings on which kinds of interruptions most impacted online reading comprehension and memory. We investigate how encountering many different types of interruptions, all tested within a common paradigm, would influence our processing and subsequent memory of a narrative. We explored two main axes along which interruptions may vary: (i) interruptions that similar or dissimilar to reading in terms of the cognitive processes; (ii) interruptions whose internal semantic content was similar or dissimilar to the semantic content of the narrative. Our data showed that resumption lags were smaller when the interrupting task was cognitively dissimilar from reading (e.g. a simple geometry task), but the similarity of the internal content of the interruption (e.g. its lexical and semantic similarity) had near-zero effect on resumption lags. Strikingly, we did not observe any resumption lag when participants were not told they would be experiencing interruptions. Moreover, we found consistent effects of interruption on detailed textual memory, in contrast to many prior claims that human reading comprehension was largely robust to interruption.

### 6.1.4. How Processing in Neural Language Models is Affected by Interruptions in the Prior Context

Neural Language Models (NLMs) are powerful and flexible models that can process coherent data stream, leading to robust predictions. However, when dealing with real-world language data, changes in the topic of a sentence from the previous one, can lead to incongruencies in the models input stream. It remained unexplored how NLMs process information in the presence of interrupting incongruent material: whether they can separate out the incongruent material to prevent it from influencing their predictions, and which kinds of incongruencies were most disruptive to their predictions. We tested two NLMs: a recurrent LSTM model and a feedforward attention-based model called GPT-2. We explored how NLMs respond to interrupting moments in language data and how
length, location, and semantic confusability of the interruptions, as well as NLMs' architectural constraints, affect their predictions. Our goal was to explore whether and when these models can effectively combine relevant information over time, despite the insertion of interruptions; and further, to compare the performance of NLMs against humans in order to determine which interruptions and incongruencies humans find difficult to handle.

We observed that the perplexity of the LSTM model qualitatively matched changes in human reading times during incongruent passages of text. Both the LSTM and humans showed a significant increase in processing difficulty when encountering material that was different from the content of the main text. Unlike humans and the LSTM model, GPT-2's predictions remained largely unchanged during the interruptions; it was only after the interruption was over and the primary text resumed that the GPT-2 predictions shifted to accommodate the new context.

### 6.2. Future Directions

### 6.2.1. Testing Biologically-Constrained Neural Networks for Learning from Naturalistic Information Sequences

## Category Learning

In Chapter 2, we first investigated the influence of autocorrelation in sequence of training examples on category-learning in feedforward neural networks. We then identified brain-inspired integration and separation mechanisms that enabled these models to exploit autocorrelation in data sequences for learning more efficiently. Future research should explore the effects of autocorrelation in data on
category-learning in more complex neural networks models for object classification, such as convolutional neural network (CNN) models.

Consistent with our prior findings, our preliminary data showed that feedforward CNNs also suffer from autocorrelation in exemplar sequences. We ran an exploratory experiment in which for the CNN model, we employed ResNet-18 (pretrained with ImageNet dataset (He et al. 2016)) to categorize Fashion MNIST examples. We found that similar to the simple feedforward neural networks tested in Chapter 2 (Figure 2-2 A), learning was slower for higher levels of autocorrelation, and fastest when any autocorrelation was avoided. Further research is required to investigate whether equipping CNNs with our biologically plausible integration and separation mechanisms would enable these models to exploit the autocorrelation in training sequences for higher learning efficiency.

## Representation Learning

In Chapter 3, we investigated the temporal properties of simple autoencoder models' internal representations by using a synthetic dataset that had multi-timescale autocorrelation. Future research could explore the effect of equipping CNN models with leaky memory and reset mechanisms on their capability to learn interpretable temporal representations from data structures which are more realistic and temporally complicated, such as videos from the real world.

Our preliminary data suggested that when training a CNN with frames of a video dataset with natural and complex temporal structure, internal representations of higher levels of CNN demonstrate multiple timescales. We tested a CNN model with sequential data from frames of a real-world video (Figure 6-1 A). For the CNN model, we employed ResNet-18 (He et al. 2016). We took the internal representations of the last hidden layer in ResNet-18, which was the output of the average pooling
layer, and analyzed it to see whether it contains multiple timescales (Figure 6-1 B). In our preliminary analyses, we measured the temporal autocorrelation in the ResNet-18 internal representations (vector of size $1 * 512$ ), we examined how these hidden representations change over time (over different iterations). To this end, we calculated how fast or slow the autocorrelation of each of 512 features in the internal representations change over time. We called a feature fast-changing if its autocorrelation drops below the threshold with fewer lags (e.g. lag of 1 or 2 ). In contrast, a feature was called slowchanging if its autocorrelation drops below the threshold with more lags (e.g. lag of 4 or 5 ). We used an arbitrary threshold equal to 0.35 but using other thresholds is also possible. Using lower threshold allows for getting more distinct timescales. We found that internal representations in higher levels of ResNet demonstrate multiple timescales, some changing faster over time and some changing more slowly (Figure 6-1 C and D). Therefore, consistent with our prediction, we found that when a CNN model is exposed to real-world information stream that contains multiple levels of slowness, internal representations in its higher levels also reflect multiple timescales.
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Figure 6-1. Real-world video with multiple levels of autocorrelation.
(A) Frames of a real-world video used as the input to the model shown in section B. (B) Input and output of the pretrained ResNet-18. Input: frames of the video shown in A; Output: values of ResNet-18 last hidden layer before Softmax. (C) A sample fast-changing feature and a sample slow-changing feature of the values taken from ResNet model. (D) Change in the consecutive values of a fast (left) vs slow (right) feature.

Future research could explore whether equipping CNN models with leaky memory and reset mechanisms enables them to learn interpretable temporal representations from temporally complicated data structures, such as videos from the real world.

### 6.2.2. Effects of Lingering during Interruptions on Subsequent Memory

The results of Chapter 4 indicated that participants' memories of the information preceding the interruptions varied depending on the type of interruption. When some material was followed by a Pause interruption, recognition memory for that material was significantly enhanced, whereas it marginally declined when the reading material was followed by Geometry interruptions (Figure 6-2 A). Moreover, participants from Pause interruptions reported the highest level of lingering of the story in their minds during the interruptions, while those in the Geometry interruption condition reported the lowest (Figure 6-2 B).


B
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Figure 6-2. Memory of pre-interruption information versus lingering during interruptions.
A) Change in accuracy of recognition memory of information preceding interruptions relative to Intact condition. B) Percentage of Participants who reported lingering on the main story during interruptions.

If lower subsequent memory is associated with lower lingering, individuals with lower lingering may demonstrate lower memory. Therefore, a promising line of future inquiry would be interesting to explore the individual differences in participants' memory performance and their lingering scores.

A more general possibility is that engaging in an interrupting activity that requires different cognitive processes than reading reduces the chances of lingering of information that precede the interruption, thus disrupting the encoding of that information. Here, we use the term "lingering" to describe the act of reflecting, either consciously or unconsciously, on information that has been previously read. If lower lingering during Geometry interruptions is the cause of the decreased recognition memory, then modulating the lingering level should also modulate the memory performance. One might test this hypothesis by asking participants in the Pause condition to intentionally linger on the preceding material or to avoid lingering on it. We expect that those who actively linger will show an improvement in memory encoding, while those who actively avoid lingering will show a decrease in memory.

### 6.2.3. Effects of Semantic Properties of Information on Processes in NLMs and Humans

In Chapters 4 and 5, we tested the semantic similarity of interruptions to the main text within a limited range of similarity scores between -0.2 to 0.3 . In humans, we found that when encountering highsimilarity interruptions, participants were able to identify the change in the information flow reflect in an increase in their reading time. Additionally, GPT-2 did not show any difference between processing low- versus high-similarity interruptions. One possibility is that our current high-similarity interruptions ( $\sim 0.3$ cosine similarity) are still sufficiently distinct from the main text that both humans
and GPT-2 can recognize that they are distinct and then process them separately without difficulty or confusion. In contrast to humans and GPT-2, the LSTM not only was not negatively affected by semantically similar interruption, it actually benefited from these interruptions (as reflected in decrease in perplexity).

Future studies should explore a broader array of semantic similarity, including interruption content that has a higher level of similarity to the primary text. In an extreme case of similarity, the interruptions would be so semantically similar to the primary context that they would seem to be part of the main context. Humans and GPT-2 might also benefit from such interrupting material, although it may not be considered an "interruption" anymore.

We ran an exploratory experiment to test the effects of extremely similar interruptions on LSTM and GPT-2. To create extremely similar interruptions, we utilized an Transformer language model called PEGASUS (Zhang et al. 2020), which is fine-tuned for paraphrasing, to automatically paraphrase the target sentence from the main text, and implemented it using HuggingFace library (Wolf et al. 2020). These interruptions had a similarity score of around 0.85 , which is much higher than the scores previously tested $(\sim 0.3)$.

Our initial findings indicate that GPT-2, similar to the LSTM, may benefit from the inserted interrupting context if the interruptions are very similar to the main text. GPT-2's perplexity dropped drastically (up to $80 \%$ reduction) when the interruptions were paraphrases of the target sentence. Interestingly, LSTM's perplexity was only slightly lower than that of the randomly selected interruptions (up to $30 \%$ reduction), despite the fact that the target sentence and the paraphrased sentence contained a lot of the same tokens. The small change in LSTM's response to similar interruptions ( $\sim 0.3$ ) versus extremely similar interruptions ( $\sim 0.85$ ) supports what prior research
suggested - that LSTM relies on the gist of the information rather than specific tokens (Armeni, Honey, and Linzen 2022).


Figure 6-3. Effects of extremely similar interruptions on LSTM and GPT-2.
Left) Change in perplexity of LSTM. Blue points show data for interruptions that are randomly selected from corpus with similarity score around 0.3 . Yellow points show data for interruptions that are paraphrased of the target sentence. Middle) Change in perplexity of GPT-2 for the same interruptions. Right) Schematic of how similarity is captured in current analysis. Each dot shows data from one target sentence. The primary text used in this experiment was the APA article.

The presence of repeated tokens could explain the drastic drop in GPT-2's perplexity when processing the target sentence following a paraphrase. To further our understanding of the effects of semantic similarity on how humans and NLMs process incongruencies, future studies should investigate other paraphrasing methods that convey the same information without using the same tokens. Additionally, they should design interruptions that contain overlapping tokens whose contextual meaning differs across the two instances. By examining the proposed conditions in both humans and NLMs, we can gain better insights into how each model utilizes the semantics of data and how this is distinct from individual tokens.

Additionally, future research should examine other semantic-capturing methods for designing semantically similar and dissimilar material. In our current studies, we extracted semantic properties of data using USE method which may only captures a subset of mostly lexical similarity (Cer et al.
2018). Further research is needed to investigate other semantic-capturing methods, possibly utilizing a more cutting-edge language model, to capture deeper aspects of semantic properties conveyed by a sentence such as situational information rather than just lexical information.

### 6.3. Conclusions

In this thesis, I pursued four lines of investigation into the costs and benefits of integration and separation for learning and comprehension in humans and machines. The first two studies focused on learning and tested the efficacy of brain-inspired constraints for exploiting temporal correlation in data for higher learning efficiency and for learning temporally interpretable representations. The third and fourth studies examined the performance of modern pretrained neural language models and human behavior when processing information with transient moments of incongruencies.

In summary, our findings have identified mechanisms by which both humans and machines can take advantage of temporal continuity in the environment for learning about, comprehending and predicting our dynamic world. I hope that the methods and results in this dissertation will be useful for future studies investigating learning and comprehension from real-world temporally structured data in both artificial and biological neural networks.
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