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Abstract  
 

Most models of word production assume that in the process of producing a target word, 

multiple distractors also get activated, both other words (at the lexical level) and other 

phonemes/letters (at the segmental level). Thus, a selection mechanism is needed to select 

the targets at each level. While selection is one of the mechanisms that has received a 

considerable amount of attention in the spoken production literature, minimal amount of 

research has been dedicated to understanding this mechanism in written production. In fact, 

although written language is an integral part of our everyday life, written language 

production is the most under-researched language domain. 

The work presented in this dissertation enhances our understanding of the selection 

mechanisms involved in written word production. Specifically, we investigated whether 

the selection mechanism(s) are: (1) shared across cognitive domains (language vs non-

language), (2) shared across levels of processing (lexical vs segmental), and (3) internal or 

external to the network that supports the mapping of representations across levels of 

processing. To this end, we collected behavioral data from a group of individuals with post-

stroke aphasia and a group of aged-matched healthy control individuals, using two 

experimental tasks: the written Blocked Cyclic Naming task and the Simon visual-spatial 

compatibility task. Structural (gray matter) neuroimaging data were also collected for the 

post-stroke aphasia group. 

The results of the data analyses undertaken provide no evidence of a shared mechanism 

between the language and non-language domains investigated. With respect to levels of 

processing, the findings reveal that selection at the lexical and segmental levels is 

supported by distinct mechanisms. Finally, the evidence indicates that selection processes 
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involved in written word production are supported by a mechanism that is external to the 

representational mapping system, and that this external mechanism relies on left-

hemisphere inferior frontal and orbitofrontal regions of the brain. These findings 

significantly advance our understanding of the selection mechanisms involved in written 

language production, which has important theoretical implications for understanding the 

writing system and for theories of word production more generally, as well as having 

translational implications related to naming therapies in aphasia and beyond. 
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Chapter 1: The Mechanisms of Word Production: from Mapping to 

Selection 
 

1.1. Mapping & Selection in Word Production 
 

This dissertation focuses on an important component of word production that is still not 

well understood: selection. Specifically: How do we select the lexical item (i.e., the word) 

that expresses the meaning we wish to communicate, and how do we then select the 

appropriate segments (i.e., the phonemes or the letters) to express that lexical item? More 

work has been devoted to understanding selection in the domain of spoken word 

production, while these processes have been scarcely investigated in written word 

production. Selection processes are assumed by various models of written word production 

but are not directly investigated. Therefore, the exact mechanisms that support them are 

still minimally understood. The findings from the investigation undertaken in this 

dissertation extend our current understanding of written word production by providing a 

deeper understanding of the selection processes involved in written word production. 

With this goal in mind, it is important to first provide an overview of the word production 

framework that this work relies on. Most models of single word production (across both 

the spoken and the written modalities) accept that single word production involves at least 

two major processes: first there is a mapping process that maps different levels of 

representation, followed by a selection process that allows a single item to be processed 

further. The mapping across different levels of representation is captured by the basic ‘two-

stage’ model of single word production discussed by various theories (Figure 1) (e.g., Dell, 

1986; Levelt et al., 1999; Rapp & Goldrick, 2000; Roelofs, 1992). 
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Figure 1. A generic representation of the ‘two-stage’ model of single word naming, with 

three levels of representations: Semantic, Lexical and Segmental. Stage 1 represents the 

mapping from the Semantic to the Lexical level (i.e., meaning-driven stage), while Stage 

2 represents the mapping from the Lexical to the Segmental level (i.e., form-based stage). 

For purposes of illustration the units at the Segmental level are orthographic units (i.e., 

letters) but they would be phonological units (i.e., phonemes), in spoken production. Also, 

for simplicity of illustration purposes, not all relevant segments of the four lexical items 

are represented. 

 

The ‘two-stage’ model assumes that at least two processing stages are required to get from 

semantic representation to sublexical representations. First, there is a ‘meaning-driven’ 

stage, during which the activation of a set of relevant semantic features or nodes serves as 

the basis for activation at the lexical level, including activation of the target lexical item 

(Figure 1 – Stage 1). All theories of lexical retrieval assume at least one lexical level, but 

the nature of the representations at that level vary across theories. The lexical level units 

can be modality-specific (e.g., lexemes, see Caramazza, 1997) and/or modality-neutral 

(e.g., lemmas, see Levelt et al., 1999). Specifying the exact representational content of units 

at the lexical level is unnecessary for the goal of this project. The second stage is ‘form-

based’, during which activation from the lexical level serves as the basis for activation at 

the segmental level. In spoken word production, the segments correspond to the word’s 
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constituent phonemes (Figure 1 – Stage 2). It should be noted that additional stages have 

been proposed by some theories, such as a morphological encoding stage, but discussing 

these additional processing stages is beyond the scope of the current project (see for 

example Dell, 1986; Roelofs, 1992, 1996). 

As evident from Figure 1, different words are generally assumed to share semantic 

features1, as well as segmental features. The activation of the semantic features results in 

the activation of multiple lexical items at the lexical level that share at least a subset of 

those features. For example, as shown in Figure 1 (Stage 1), activation of the feature equine 

will spread activation to HORSE, and ZEBRA, but not to DOLPHIN or SQUID. On the 

other hand, activation of the feature mammal would spread activation to HORSE, ZEBRA, 

and DOLPHIN, but not to SQUID. The activation of the multiple lexical items that share 

semantic features will lead to the activation of their respective segments, some of which 

are shared amongst them (Stage 2). For example, the co- activation of ZEBRA and HORSE 

will lead to the activation of the segment that they share (i.e., ‘r’) and of the segments that 

are specific to each of them (e.g., ‘h’ for HORSE, and ‘z’ for ZEBRA). 

However, the characterization of the mapping between levels does not explain how the 

target items at the two levels are eventually selected. Given that multiple items are active 

at the two levels, a selection process is required to select the target(s). At the lexical level 

the target needs to be selected among the other activated lexical items, and at the segmental 

 
1 The notion of distributed representations with shared semantic features among items that are 

related in meaning is used here to describe the idea that such items share semantic information. 

However, not all theories agree on the idea of shared semantic features. Others argue that there are 
links that connect different concepts that vary in nature and number, and that each activated concept 

sends activation to neighboring concepts (see for example Roelofs, 1992). 
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level the target’s constituent segments need to be selected among other segments that may 

be simultaneously active. If lexical selection is not successful, the most probable error is a 

semantic error (e.g., HORSE for zebra)2. If selection at the segmental level fails, then 

segmental errors are expected (e.g., SEBRA for zebra, where the initial segment (‘z’) is 

replaced by a segment of a semantically related item (‘s’ from horse). 

The distinction between the mapping process and the selection process is essential for our 

understanding of word production. The mapping process defines which items will be active 

at a given timepoint and to what degree. This predicts the level of difficulty in producing 

the target item. However, the behavioral pattern observed as a response to this difficulty 

depends on the selection process. Whether performance will, for example, be characterized 

by delays in production or by certain types of errors (such as semantic errors, or omissions). 

The distinction between the two processes also makes clear that, as Nozari and Hepner 

(2019) point out, the selection process can only select representations that have been 

activated (i.e., selection operates over the mapping), while the mapping process cannot 

select amongst the multiple activated representations without a selection rule/process. 

The selection rule/process is the way in which the system decides how to select an item. 

As will become evident in a subsequent section, where I discuss different accounts of 

selection, the implementation of selection differs across accounts (Howard et al., 2006; 

Levelt et al., 1999; Oppenheim et al., 2010). In its simplest form, the selection rule could 

be: at a fixed timepoint, “select the most highly activated item”. Alternatively, the selection 

 
2 While semantic errors are usually considered to be the most probable error type when lexical 

selection is not successful, other accounts of selection (see subsequent section) in fact predict 

increased omission errors (for discussion see Nozari & Hepner, 2019). 
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rule can be based on a difference criterion, according to which an item is selected only if 

its activation is different from that of the other activated items by a certain amount. The 

difference in activation levels between items defines the level of conflict in the system. 

Specifically, the smaller the difference in activation levels between items, the greater the 

conflict, and vice versa. In other words, when selection is based on a difference criterion, 

an item will be selected only when the level of conflict in the system drops to a certain 

point (i.e., when the difference in activation levels between items is large enough). In order 

to assess the activation levels of the relevant items (i.e., the level of conflict among 

activated items) relative to the criterion, and to possibly adjust this criterion, conflict-

monitoring mechanisms have been proposed to operate over selection during word 

production (Nozari & Hepner, 2019). These monitoring mechanisms can, in turn, engage 

other mechanisms that may be external to the representational mapping system (e.g., an 

activation booster mechanism) to help the process of meeting the difference criterion 

(Nozari & Hepner, 2019; Oppenheim et al., 2010) and, hence, selection. 

In summary, single word production relies on two distinct sets of processes: mapping and 

selection. While both processes are discussed in the literature, so far, more emphasis has 

been given to mapping and selection is still minimally understood. With the aim of 

advancing our understanding of selection, this dissertation focuses on (a) the specificity of 

the selection mechanism(s) involved in word production and (b) the locus of operation of 

the selection mechanism(s) with respect to representational mapping processes. In the next 

section, I outline the key questions that dissertation will address. 
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1.2. Key Questions Regarding the Architecture of Selection 
 

As evident from the discussion in the previous section, the selection process is an integral 

part of single word production. Previous work has focused on when the need for selection 

arises and the internal operation of selection processes (e.g., the nature of the selection 

rule), by studying patterns of behavior in situations of high conflict, that is, in situations 

with high selection demands. The relevant evidence and the different accounts put forward 

to explain the findings of these investigations are discussed in subsequent sections of this 

chapter. However, as mentioned above, important architectural properties of selection are 

still minimally understood. This dissertation addresses these gaps in our understanding of 

selection in word production by investigating three distinct questions. 

The first two questions investigate the specificity of the selection mechanism(s) involved 

in word production with respect to cognitive domains and levels of processing. The idea 

that multiple representations are active at the same time competing for selection is not 

specific to the word production, or even to the language system. Across different cognitive 

domains, we are constantly required to select one representation over another. 

Additionally, as discussed earlier, within the word production system, the need for 

selection arises at two distinct levels of processing, the lexical level and the segmental 

level. Two questions arise then with respect to the specificity of the selection mechanism(s) 

involved in word production: 

Question 1: Is/Are the selection mechanism(s) shared across cognitive domains? 

Question 2: Is/Are the selection mechanism(s) shared across levels of processing? 



 7 

The third question concerns the locus of operation of the selection mechanism(s) in word 

production. As discussed, the need for selection arises because the representational 

mapping system allows for multiple items to be active at the same time. It is possible that 

the mechanism responsible for implementing selection is internal to the process of mapping 

representations across the different levels. However, this is not necessary, and as briefly 

discussed above, arguments for external mechanisms involved in selection have also been 

proposed in the literature. The third question therefore asks: 

Question 3: Is/Are the selection mechanism(s) internal or external to the representational 

mapping network? 

Providing answers to these questions will allow us to better characterize the functional 

architecture of selection in single word production. This is important both for 

understanding selection processes specifically, as well as for understanding the word 

production system more generally. In the next section I provide an overview of the research 

on selection is spoken word production that highlights evidence that relates to the issues 

introduced here. 

1.3. Evidence for Selection in Spoken Word Production 
 

In this section, I discuss how selection processes are experimentally investigated. The basic 

idea is that certain experimental manipulations can influence difficulty in word naming by, 

for example, manipulating the similarity between the target word to be named and the 

context (e.g., the distractor words in an experimental task). The costs in performance that 

have been most often investigated have usually taken the form of increased naming 

latencies in healthy individuals (younger adults: Belke et al., 2005; Damian et al., 2001; 
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older adults: Schnur et al., 2006, Experiment 1) as well as increased error rates in 

populations with language impairments, such as aphasia (Nozari, 2019; Schnur et al., 

2006). 

A variety of research paradigms have been used to investigate single word production, such 

as the picture-word interference task (Glaser et al., 2013), the primed and speeded picture 

naming task (Vitkovitch et al., 1993; Vitkovitch & Humphreys, 1991), the continuous 

paradigm where multiple exemplars that share a feature are named one after the other 

(Brown, 1981), and the blocked cyclic naming paradigm (Brown, 1981). The latter is the 

most widely used paradigm for studying mapping and selection processes in naming and it 

is discussed in more detail below. 

1.3.1. The Blocked Cyclic Naming Paradigm 

 

In the blocked naming paradigm sets of pictures are named multiple times (e.g., a set of 

five-six pictures is presented once and then it is repeated with the items presented in a 

different order for some number of cycles— with each repetition of the set corresponding 

to a cycle). The critical manipulation is the ‘naming context’ in which these sets of pictures 

appear, with sets of items either sharing one or more specific features (i.e., homogeneous 

or related context) or not sharing any features (i.e., heterogenous or unrelated contexts). 

The original version of this paradigm was used to study lexical competition/selection via 

the naming of items that shared a semantic category (Brown, 1981) (e.g., naming horse, in 

the context of zebra, lion, giraffe compared to naming horse in the context of unrelated 

items such as bed, car, glass). However, the same paradigm has also been used for studying 

competition/selection between items that share, for example, phonological or orthographic 

segments (e.g., Breining et al., 2016; Breining & Rapp, 2019) (e.g., pig in the context of 
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fig, pin and tin). The basic finding is that items that are repeatedly named in related contexts 

are named more slowly or with more errors, compared to items named in unrelated 

contexts. This effect is attributed to the competition/inhibition between items with shared 

features that is exacerbated with repetition, discussed as cumulative interference (Howard 

et al., 2006) or the growth effect (Schnur et al., 2006). 

It is worth noting, however, that interference is not the only type of effect observed in 

studies that have used the blocked cyclic naming paradigm. As studies have consistently 

shown, naming an item after processing a related (or identical) item leads to faster 

responses for the later item (Hartsuiker et al., 2005; Huttenlocher & Kubicek, 1983; 

Sperber et al., 1979) – an effect referred to as “priming”. This is explained in terms of 

spreading activation principles according to which activation spreads more between related 

than unrelated items. In that case, the more similar the prime and the target are, the greater 

pre-activation of the target by the prime, which results in faster naming of the later item. 

Given that the blocked cyclic naming paradigm involves the repetition of items that are 

highly related, facilitation effects are to be expected. Indeed, -in addition to the interference 

effects that have formed the focus of most investigations- facilitation effects are commonly 

reported in the blocked cyclic naming paradigm from the first to the second presentation 

(i.e., cycle) of items (Belke et al., 2005; Damian & Als, 2005; Navarrete et al., 2012; Schnur 

et al., 2006). Belke et al. (2005) was one of the first studies to point out that interference is 

observed only after the first cycle. The authors argue that the reason interference effects 

are observed after the first cycle is because repetition serves to strengthen the activation 

levels of the relevant representations (i.e., of the target and the related distractors), which 

may result in facilitation in the short term but will eventually lead to observable 
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interference effects. Figure 2 presents the pattern of effects commonly reported in the 

literature for the blocked cyclic naming paradigm as reported in Schnur et al. (2006), 

showing a facilitation effect from Cycle 1 to 2, and an interference effect of related context 

(i.e., ‘Hmg’= Homogeneous in Figure 2) that only emerges (or becomes visible) at Cycle 

2 as a difference between related and unrelated conditions (see difference in RT levels 

between the two conditions in Cycle 2 in the figure below). 

Figure 2. Figure from Schnur et al. (2006) showing the typical pattern of effects reported 

in the blocked cyclic naming paradigm. Mean response times for the two conditions (Hmg 

= Homogeneous (i.e., related context) and Mixed (i.e., unrelated context) are presented in 

milliseconds (ms) across the four cycles used in their experiment. 

 

It is important to note that, while facilitation effects are widely observed in studies that use 

this experimental paradigm, very little work has been done to understand the mechanisms 

that give rise to the seemingly contradictory effects of facilitation and interference during 

word naming. In the next section, I discuss in more detail the studies that have documented 

interference and facilitation in spoken word production. 

1.3.2. Interference Effects 

 

There is unequivocal evidence that orally naming (at least twice) sets of items that are 

semantically similar induces interference. As shown in Figure 2, while in Cycle 2 there is 
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a decrease in response times compared to Cycle 1 (i.e., the facilitation effect discussed 

above), the response times for the related context (i.e., ‘Hmg’ in Figure 2) in Cycle 2 are 

already higher compared to the unrelated context (i.e., ‘Mixed’ in Figure 2). As described 

above, studies with healthy young individuals have replicated this effect numerous times 

by showing that responses are slower for items named in related compared to unrelated 

contexts, (but, as discussed, primarily after the first presentation cycle) (Belke, 2008; Belke 

et al., 2005; Damian et al., 2001; Kroll & Stewart, 1994; Navarrete et al., 2012; Nozari et 

al., 2016; Vigliocco et al., 2002). Comparable interference effects have also been reported 

for older healthy individuals (Crowther & Martin, 2014; Schnur et al., 2006). 

Lexical selection in spoken word production has also been studied in individuals with post-

stroke aphasia. As might be expected, when post-stroke aphasic individuals were tested 

using the blocked-cyclic naming paradigm, they showed better performance (i.e., fewer 

errors and/or shorter RTs) in blocks of semantically unrelated words compared to blocks 

of semantically related words, presumably due to the greater interference effects during 

selection in blocks of related compared to unrelated words. This effect has been reported 

in single case studies (Biegler et al., 2008; McCarthy & Kartsounis, 2000; Nozari, 2019; 

Wilshire & McCarthy, 2002), as well as in a group study (Schnur et al., 2006). 

In contrast to lexical selection, the interpretation of results of previous work examining 

segmental selection in spoken word production have been more controversial. A 

facilitation effect has been repeatedly reported when words appear in blocks with other 

words that share their initial segments (e.g., pill in the context of pig, pan and pot). 

However, it has been argued that overlap in the initial segment is understood to be a special 

case of similarity because it allows for strategic preparation (Damian & Bowers, 2003; 
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Meyer, 1990; Nozari et al., 2016). In other words, given that the initial segment is known, 

the speaker can prepare to produce this segment even before the appearance of the stimulus, 

which leads to faster response times (which are measured as time to initiate the spoken 

response) with shared initial segments. In contrast, experiments that have investigated 

effects of segmental overlap with items that predictably share non-initial positions, such as 

overlap in final segments (e.g., hut, nut; Nozari et al., 2016) or with items that 

unpredictably shared segments across word positions (e.g., pot, peg, leg, log, pig, pill; 

Breining et al., 2016) have reported robust interference effects. Importantly, in the 

experiment where items unpredictably shared segments across word positions, interference 

effects were also observed when considering only items that shared their initial segment 

with most items in a block. This result indicates that the facilitation effects found in past 

work were due to predictability and not because the overlapping segments were the initial 

segments. When non-initial segments are shared across items, regardless of how 

predictable the overlap, advance preparation is not possible, and facilitation is not 

observed. In sum, the evidence favors the conclusion that, as has been well- documented 

with semantic overlap, shared segmental overlap across items also creates interference in 

naming. 

It is worth noting that Nozari et al. (2016) investigated selection using a modified version 

of the blocked cyclic naming paradigm. Instead of presenting participants with blocks of 

five or six items for cyclic naming, participants were repeatedly presented with pairs of 

pictures to remove any potential differences across experimental conditions in terms of 

working memory demands and their impact on repeatedly naming the same set of items 

(see Crowther & Martin (2014) for relevant evidence). Pairs belonged to one of three 
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conditions: semantic overlap (e.g., hat/wig), initial-segment overlap (e.g., pen/pot) and 

final-segment overlap (e.g., cup/map). For both the semantic overlap and the final-segment 

overlap conditions, the results showed that words named in the context of related items 

(i.e., pairs with semantic/final-segment overlap) were named more slowly compared to 

words named in the context of unrelated items. In the initial-segment overlap condition, 

they found facilitation effects which, as discussed above, are explained in terms of advance 

preparation for production. These results show that the version of the paradigm they used 

(i.e., with sets of only two items) elicits effects similar to the classic blocked cyclic 

paradigm, which uses larger sets. This point that will become relevant when discussing the 

design of the experimental task used in the current study. 

1.3.3. Facilitation Effects 

 

Research on word production has prioritized the study of interference effects because they 

are thought to be theoretically more informative than facilitation effects. The study of 

interference effects has given rise to competing accounts of selection which are discussed 

in a subsequent section. However, as discussed earlier, even within the blocked cyclic 

naming paradigm behavioral facilitation effects are also observed. Facilitation effects in 

word production are often thought to index priming: it is well-established that naming an 

item after processing a related (or identical) item leads to faster responses for the later item 

(Hartsuiker et al., 2005; Huttenlocher & Kubicek, 1983; Sperber et al., 1979). This is 

explained in terms of spreading activation principles: the more similar the prime and the 

target, the greater the connectivity between them and, with spreading activation, the greater 

the pre-activation of the target by the prime, resulting in faster naming of the later item. 

However, the handful of studies that have investigated facilitation effects in more detail in 
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the blocked cyclic naming paradigm indicate that the facilitation effects observed in this 

paradigm may -at least in part- be the result of a different process. 

Belke (2008) investigated the hypothesis that follows from a ‘biased-selection account’, 

according to which the levels of activation of the items competing for selection at the 

lexical level are influenced both by the mapping (bottom-up) process, as well as by top-

down processes relating to the task goals. According to the authors, the top-down processes 

bias the activation of the target depending on the goal of the task. In the blocked cyclic 

naming paradigm, these top-down biases give rise to the facilitation effects observed from 

Cycle 1 to Cycle 2. The idea is that, after naming the items once in the first cycle, the 

participants use the knowledge about the items in the set and the task design to bias the 

target items for selection. To evaluate the hypothesis of top-down biases, they tested the 

prediction that the ability of the system to apply these biases will be affected when the 

capacity of this top-down modulation system is reduced, such as when there is increased 

working memory load. To achieve this, they combined the blocked cyclic naming task with 

a digit retention task and showed that, when the working memory demands were high, there 

was no facilitation effect in the related condition from Cycle 1 to Cycle 2. Rather, 

interference effects were observed starting from Cycle 1. The authors concluded that the 

top-down biases play an important role in word production, but that the implementation of 

those biases is capacity demanding and may be affected when another task is using the 

necessary resources. 

 Navarrete et al. (2012) examined how manipulating within-category semantic distance can 

affect the pattern of facilitation and interference effects observed within the blocked cyclic 

naming paradigm. They reported that - in cycle 1- naming an item in a semantically related 
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context is faster compared to an unrelated context, but only when the items in the related 

blocks were closely related in meaning (i.e., short semantic distance). Importantly, the 

facilitation effect in the first cycle disappeared when unrelated filler naming trials were 

interleaved with the target naming trials (similar effects were also reported in Damian & 

Als, 2005), while the semantic interference effect that emerged for later cycles remained 

stable, despite the presence of interleaving unrelated filler items. The authors argued that 

while interference effects seem to be long-lasting, facilitation effects appear to be more 

transient, explaining them in terms of short-lived repetition priming. 

Despite the minimal attention that facilitation effects have attracted in the study of selection 

in word production, the findings discussed above show that at least some portion of the 

facilitation effects observed in the blocked cyclic naming paradigm might be driven by 

mechanisms external to the representational mapping components of word production. 

While the exact mechanism that gives rise to these effects has not been adequately 

investigated or described in the literature, the findings discussed above show that this 

mechanism may be sensitive to task-specific goals whose facilitatory contribution to word 

production becomes less efficient or, maybe, simply less obvious when the conflict within 

the representational mapping system increases. 

1.3.4. Selection at Different Levels of Processing 

 

While theories of selection have primarily focused on the lexical level of processing, as is 

evident from the review of the relevant literature, selection demands have been documented 

at both the lexical and segmental levels of processing. However, only a few studies have 

examined both lexical and segmental processing in the same individuals. In a study that 

proposed an account of an error-detection mechanism (a mechanism that is triggered by 
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high conflict situations during response selection), Nozari et al. (2011) provided evidence 

of level- specificity in error detection. The results showed that the ability to detect lexical-

level or segmental-level errors could be selectively impaired in aphasia, and that this 

impairment was correlated with the extent of damage to the specific level of processing 

that generated the error. Based on these findings of level-specific processing, Nozari et al. 

(2016) hypothesized that if level-specific processing relies on level-specific selection 

mechanisms then there should be no correlation between selection effects at the two levels 

of processing. The authors assessed this hypothesis in the spoken modality and reported a 

small but statistically nonsignificant correlation between the contextual similarity costs 

(related vs. unrelated contexts) for the semantically and segmentally related pairs. Nozari 

and colleagues also assessed the internal consistency of their selection cost measure and 

found that the consistency of their measure was average (0.63 for the segmental selection 

cost and 0.44 for the semantic selection cost). While the authors acknowledged that caution 

was needed for the interpretation of a null result, especially in the context of intermediate 

internal consistency of the measure, they argued that the results support the conclusion that 

there are level-specific selection mechanisms for semantic and segmental selection, at least 

in spoken word production. 

Finally, the same study also investigated whether there is a single post-monitoring control 

mechanism that operates at the output level, or whether there are two independent post-

monitoring control mechanisms, one at the level of lexical selection and one at the level of 

segmental selection. Post-monitoring control is defined as the process following the 

detection of an erroneous response, which involves suppressing that response to find a 

better alternative. Post-monitoring control was studied using a reversal cost - the cost 
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associated with having to switch the names of two objects (e.g., if there are two items (A 

and B) to be named repeatedly, when you see a picture of A you say B, and vice versa). 

The authors reported no interaction between the contextual similarity costs discussed above 

and the reversal cost, but reported a positive correlation between the reversal costs for 

semantically and segmentally related pairs. According to the authors, these results, support 

a model in which selection control is enforced separately at each selection level, but that 

monitoring control operates only on the outcome of both selection processes, and 

concluded that monitoring control is external to the selection mechanisms. 

To the best of our knowledge, this is the only study that has directly investigated whether 

the selection mechanism is shared between the two levels of processing. Therefore, further 

research is required to gain a deeper understanding of the level-specificity of the selection 

mechanism(s) in word production. 

1.4. Accounts of Selection 
 

In order to explain the empirical observations discussed above, various accounts of naming 

have been proposed. Three accounts of selection are discussed here which implement 

distinct selection mechanisms. The accounts reviewed here focus on selection at the lexical 

level, but we are assuming that, independently of whether the selection mechanism is 

shared or separate for lexical and segmental processing, similar mechanisms guide 

selection demands at the two levels. 

In their seminal work on lexical access, Levelt et al. (1999) proposed an account of lexical 

selection that relied on excitatory processes. In their framework, retrieval starts by 

enhancing the level of activation of the target item, and given the interconnected structure 
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of the lexical network, activation spreads through the network such that each activated node 

sends activation proportionate to its own activation level to direct neighbors (e.g., LION 

activates HORSE). The spread of activation between neighboring nodes results in multiple 

items being co-active, a situation that requires selection. The selection algorithm they 

implement defines the selection probability of an item as the ratio of its activation to that 

of the other items (called ‘Luce ratio’). In other words, item selection depends on the 

activation level of the target item relative to the sum of the activation of all co-active items, 

which, as discussed above, is referred to as a difference criterion. Because the degree of 

activation of the co-active items influences the time to select a target, this is considered to 

be a “competitive” account of selection3. This account by Levelt and colleagues almost 

exclusively relies on chronometric data (i.e., reaction times), and, based on a plethora of 

experimental evidence, they argued that this selection ration predicts the time required to 

select an item. This account provides a very intuitive explanation of the interference effects 

observed in the blocked cyclic naming paradigm. In a semantically related block (e.g., a 

block with HORSE and LION), the repeated access to the same semantic features (e.g., 

‘mammal’ and ‘animal’) leads to accumulation of activation for the items in the block, 

since they receive activation every time those shared features are activated. This 

accumulation of activation among the co-activated words leads to increased competition 

for selection among activated items. On the other hand, in an unrelated block (e.g., a block 

with HORSE and BED), since the items do not share semantic features, there is less 

 
3 Note that ‘non-competitive’ accounts of selection are also discussed in the literature (e.g., Mahon 

et al., 2007), in which the activation levels of the co-active representations do not influence selection 

– they have neither lateral inhibition nor a differential activation criterion for selection. 
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accumulation of activation across the items in the set, hence, less increased competition for 

selection. 

An alternative account is offered by Howard et al. (2006), which relies both on shared 

activation as well as on inhibitory processes. Their model assumes that there is a lateral 

inhibition mechanism by which the activation of each item delays the production of every 

other related item. Specifically, when semantic features are activated (e.g., ‘animal’ and 

‘mammal’), activation is sent to all the items that share those features (e.g., LION and 

HORSE). However, the active lexical items also inhibit one another: each lexical item 

sends inhibitory activation to all the other lexical items proportionally to its own activation. 

This means that competing items that are highly active will inhibit a target item more 

strongly (e.g., if LION is more activated than HORSE, then LION will inhibit HORSE 

more than HORSE will inhibit LION). Under this account, a word is selected only upon 

reaching an absolute activation threshold. The time to reach threshold is affected by its 

activation level, which changes over time depending on how much inhibitory activation it 

has received from the competing items. The higher the activation of competing items, the 

higher the inhibitory activation a target will receive and, therefore, the greater the selection 

difficulty. Under the lateral inhibition account, in the blocked cyclic naming paradigm, the 

competing items in related blocks are highly active because (a) on a naming trial they 

receive activation from the semantically related target and (b) they have served as targets 

in prior trials. The high activation of the competing items translates into high inhibition of 

the target item, hence a delay in reaching the absolute activation threshold needed for 

selection. This type of framework is also referred to as a “competitive” account of 

selection3 because the activity of the co-active items influences time to selection. Note that 
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the competition is a very different type than in the Levelt et al. account, as, unlike in the 

Levelt et al. account, there is ‘active” inhibition of the target from competitors. 

Finally, Oppenheim et al. (2010) proposed an account of the mapping process which relies 

on permanent changes in the network (such as changes in connection weights) rather than 

temporary changes (such as changes in activation levels). Specifically, they propose a 

mechanism of incremental learning that both strengthens and weakens connections 

between representations. This mechanism of incremental learning permanently increases 

the strength of the connections between the item produced and its features (i.e., excitatory 

connections), but also decreases the strength of the connections between those features and 

any competing items (i.e., inhibitory connections). This provides an alternative account of 

various phenomena in the naming literature, including the interference effects observed in 

BCN. For example, after retrieving HORSE, the connections between HORSE and the 

semantic features ‘animal’ as well as ‘mammal’ will be strengthened, but the connections 

between the features ‘animal’ and ‘mammal’ with LION will be weakened. As a result, 

when the semantic features ‘animal’ and ‘mammal’ are activated again in the future, it will 

be easier to select HORSE compared to LION. These changes in the strength of the various 

connections shape the fine-grained structure of the lexical network. Specifically with 

regard to selection, Oppenheim et al. (2010) building on Dell (1986) posit that when 

multiple items are co- activated, an external booster mechanism comes into play that 

repeatedly, non-linearly amplifies each (already activated) items’ activation until one item 

achieves the required separation from competitors and a winner can be selected. Note that, 

as in the Levelt et al. framework, the winner is selected based on a difference criterion, that 

is when the difference in activation levels among activated items reaches a certain criterion. 
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As discussed, both the Levelt et al. (1999) account and the Oppenheim et al. (2010) account 

rely on a difference criterion to achieve selection. However, none of these accounts explain 

how this difference criterion is established by the production system. Nozari and Hepner 

(2019) argued that the task goals (e.g., fluency vs. accuracy) and the state of the production 

system (i.e., healthy vs damaged) determine the magnitude of the difference criterion. 

Specifically, they proposed a flexible-criterion model of selection, according to which the 

selection criterion flexibly adjusts depending on the circumstance to best accommodate 

these two aspects of production: task goals and state of the production system. Their 

proposal predicts a trade-off between accuracy and response time (fluency). Once the 

criterion has been set, a conflict monitoring mechanism compares the level of conflict (i.e., 

the difference in activation levels between items) to this criterion and if the level of conflict 

is below that criterion selection proceeds, but if it is higher, then selection is delayed to 

allow for further processing. Depending on how the selection criterion has been adjusted, 

high-conflict circumstances give rise to different patterns of behavior. For example, 

individuals with damage in their production system can either show a profile characterized 

by many omission errors (i.e., producing no response) and long response times relative to 

neurotypicals, or a profile characterized by many semantic errors with little increase in 

response times. Both types of profiles have been reported in the literature and can be 

explained by differences in criterion settings. 

In summary, the different accounts of word production discussed in this review, assume 

different selection mechanisms, some of which rely on a difference criterion, which in 

some cases is argued to be monitored/enforced by external mechanisms (e.g., the booster 

mechanism proposed by Oppenheim and colleagues), or on a lateral inhibition mechanism 
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combined with an absolute activation threshold, as in the Howard et al. lateral inhibition 

framework. However, research that specifically investigates the innerworkings of the 

selection process is scarce. While adjudicating between the different accounts of selection 

is beyond the scope of this work, the adjustable criterion framework proposed by Nozari 

and Hepner (2019), moves significantly forward in better understanding the innerworkings 

of selection. 

1.5. Selection in Written Word Production 
 

As is evident from the discussion above, our current understanding of selection in word 

production mostly relies on findings from studies on spoken word production. However, 

word production has been shown to involve analogous computational processes and stages 

in the written and spoken modalities, and computational demands at each stage are assumed 

to be similar. Therefore, we assume that the need for selection arises at similar stages 

during word production in the two modalities and that many cognitive aspects of the 

selection mechanisms are similar across them. Note, however, that this does not mean that 

we are assuming that selection in written and spoken word production are supported by the 

same cognitive mechanisms. This is still an open question. Before discussing the small 

number of studies on selection in written word production, I first present the cognitive 

architecture of written word production to explain how it relates to the two- step model of 

single word production introduced earlier (see Figure 1). 

1.5.1. The Cognitive Architecture of Written Word Production 

 

Most of the evidence regarding the cognitive processes involved in written word 

production comes from studying individuals who have acquired written language 

production impairments, a condition known as acquired dysgraphia. Studies on acquired 
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dysgraphia, primarily subsequent to stroke but also in cases of neurodegenerative disorders, 

like Primary Progressive Aphasia, have formed the basis for the development of the 

cognitive architecture of written word production framework depicted in Figure 3 below 

(see Caramazza and Miceli, 1990; Rapp et al., 2015; Tainturier and Rapp, 2001). This 

model has been used to understand written language production across a variety of 

languages, such as English (e.g., Tainturier and Rapp, 2001; Rapcsak et al., 2009; Rapp et 

al., 2015), Italian (e.g., Miceli et al., 1985; Caramazza et al., 1987), Swedish (e.g., 

Johansson-Malmeling et al., 2021), Arabic (e.g., Boumaraf et al., 2022), and even non-

alphabetic languages such as Chinese (e.g., Han et al., 2007). 

 

Figure 3. The cognitive architecture of written word production. 
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The system schematized here has three discrete ‘routes’ for the processing of written 

words: the Semantic and Non-Semantic Lexical routes, and the Sub-Lexical route. The 

starting point can be visual, acoustic, or conceptual, while the output is orthographic. As 

will become clearer below, the type of input and some of the characteristics of the target 

orthographic item to be produced determine how these routes are engaged. The letter 

representations generated by all three routes correspond to abstract, symbolic letter 

representations (lacking form or sound) that are then assigned specific formats depending 

on the modality of output, e.g., letter shapes for written spelling and letter names for oral 

spelling, key stroke hand movement patterns for typing, etc. 

In an intact system, in order to write the name of a picture (or object), the Semantic Lexical 

route is primarily used. The first step is object recognition, which leads to the activation of 

the picture’s meaning in the semantic system. In the context of picture/object naming, the 

activation of the meaning in the semantic system, takes the form of the activation of a 

lexical-semantic representation. Note that the activation of the lexical-semantic 

representation would serve as the starting point for word spelling in “spontaneous” writing, 

when a person is writing based on an internally generated meaning. After this point, the 

stored lexical orthographic representation needs to be retrieved from orthographic long-

term memory (LTM). These stored representations contain information about the abstract 

letter identities and their position. Subsequently, the orthographic working memory (WM), 

also known as the graphemic buffer, is responsible for maintaining this information active 

during the serial process of written word production, across all modalities of production 

(i.e., written spelling, oral spelling, typing etc.) (Buchwald & Rapp, 2004). 
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During spelling to dictation, in which the input is spoken words, the object recognition 

process is replaced by an auditory processing stage, responsible for recognizing the 

phonemes that make up the auditory word form. If the input is a familiar real word, such 

as ‘window’, it can be successfully processed either by the Semantic Lexical or the Non-

Semantic Lexical route. For both routes, after the initial auditory processing stage, the 

lexical phonological representation is activated in phonological LTM. 

The Semantic Lexical and the Non-Semantic Lexical routes diverge at the next step. In the 

Semantic Lexical route, the phonological representation provides access to the lexical- 

semantic representation which, in turn forms the basis for the retrieval of the lexical 

orthographic representation from orthographic LTM. On the other hand, in the Non-

Semantic Lexical route, the lexical phonological representation is directly linked to the 

lexical orthographic representation. In other words, the Non-Semantic Lexical route does 

not engage the semantic processing component, hence the name non-semantic lexical route. 

Evidence for the Non-Semantic Lexical route has been primarily based on studies of 

individuals with aphasia who correctly spell irregular words (i.e., words with low 

probability letter-sound mappings which need to be retrieved from long term memory to 

be spelled correctly, such as yacht), even though their comprehension of those items is 

limited/absent (e.g., Goodman-Schulman & Caramazza, 1987; Hillis & Caramazza, 1991; 

Patterson, 1986). Additional evidence for the Non-Semantic Lexical route also comes from 

a study investigating the effects of semantic neighbors on the selection of orthographic 

word forms (Breining & Rapp, 2019). Breining and Rapp reported that the effects of 

competition among semantic neighbors were minimal during spelling to dictation, but was 
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greatly increased during the picture naming task, indicating that the Non-Semantic Lexical 

route can play a primary role in the spelling to dictation task4. 

The Sub-Lexical route is responsible, primarily, for the spelling of auditorily presented 

unfamiliar words or pseudowords, such as ‘foit’, as these items do not have lexical 

phonological, semantic or orthographic representations to be retrieved from LTM, as well 

as for the spelling of familiar words when, for example, the Lexical Semantic route 

unavailable5. This route supports the mapping of phonemes onto single or multiple-letter 

orthographic units via phonology-to-orthography conversion processes. The item spellings 

generated by this route rely on information learned about the systematic relationships 

between sounds and letters. This means that such item spellings will reflect the phoneme-

grapheme probabilities of the language (i.e., a phoneme will be converted into the 

grapheme that it is more frequently mapped onto in the lexicon of that language), which is 

the reason they are typically referred to as “regular” spellings (i.e., spellings with high 

probability letter-sound mappings). The sequence of graphemes that is generated in this 

way is maintained by orthographic WM, as is the case for the output of the semantic and 

non-semantic lexical routes. 

Real words only have one correct spelling. For example, only FLAME (and not PHLAME) 

is considered to be a correct spelling for the real word /fleɪm/. In order for a real word, 

familiar or unfamiliar, to be spelled correctly via the Sub-Lexical route, it needs to be a 

“regular” word (i.e., a word with high probability letter-sound mappings, which predicts a 

 
4 Note that analogous processes have been proposed for reading (for a review see Navarrete et al., 2016). 
5 There is also a plethora of evidence suggesting that both/all routes are engaged during the spelling 

of both (un)familiar real words and pseudowords (for a review see Rapp & Fischer-Baum (2015). 
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high likelihood of being generated by the phonology-to-orthography processes), such as 

‘map’. If it is an ‘irregular’ word (i.e., a word with low probability letter-sound mappings), 

such as ‘yacht’, the Sub-Lexical route will provide the most highly probable letter-sound 

mappings, which is likely to correspond to an incorrect spelling. On the other hand, in the 

case of pseudowords (in languages such as English) multiple spellings may be plausible. 

For instance, both FEEP and PHEEP would count as correct spellings of the pseudoword 

/fip/. Nonetheless, the output is expected to reflect the probabilities of letter-sound 

mappings. In the case of /fip/, the most likely/common response would be FEEP, since the 

most highly probable mapping of the /f/ sound is the F letter, and not the PH letter 

combination. 

Finally, it is important to understand how the cognitive architecture of spelling presented 

in Figure 3 corresponds to the ‘two-stage’ model of single word naming presented in Figure 

1. Stage 1 of the single word production model (i.e., the ‘meaning-driven’ stage) 

corresponds to the mapping between the lexical semantic representations and the 

orthographic LTM representations. On the other hand, Stage 2 of the single word 

production model (i.e., the ‘form-based’ stage) is often assumed to correspond to the 

mapping between the orthographic LTM and the representations in orthographic WM. 

1.6. Evidence for Selection in Written Word Production 
 

Research on selection processes in written word production is scarce and mostly restricted 

to studies with healthy individuals. In fact, the first evidence on selection in the written 

modality comes from studies that investigated selection in both modalities: either both 

lexical and segmental selection (Nozari et al., 2016), or segmental selection only (Breining 

et al., 2016). Both of these studies have been discussed in the section on the evidence from 
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the spoken modality. What is important to highlight is that the pattern of results reported 

in the two studies was similar for the two modalities. 

Lexical selection in written word production was also investigated by Breining and Rapp 

(2019) in a set of three experiments with healthy young individuals, using reaction time 

data6. In the first experiment, the blocked cyclic written picture naming paradigm with 

semantically related and unrelated lists, of six items per block, they replicated the semantic 

interference effect reported for spoken word production. However, in the second and third 

experiments, which used a spelling to dictation task instead of written picture naming, no 

semantic interference effects were observed. As discussed above, the authors explained the 

discrepancy between the results from written picture naming and spelling to dictation tasks 

in terms of the difference in semantically-mediated lexical selection demands between the 

two tasks (see Figure 3). Specifically, while the picture naming paradigm requires lexical 

retrieval based on the semantic features of the target item (stage 1 in Figure 1), the spelling 

to dictation task does not necessarily require semantically-based selection and can be 

carried out via the non-semantically mediated lexical route. 

The only research on selection in written word production in non-typical individuals was 

reported by Breining (2016), in a study involving individuals with post-stroke dysgraphia. 

The goal of that work was to examine the effects of lexical and segmental selection 

demands on (re)learning the spellings of words in individuals with dysgraphia as well as 

in neurotypical adults. Specifically, an incremental learning framework (see the 

 
6 Reaction time data in written naming tasks are usually collected using a graphics tablet, 

measuring the time between onset of stimulus presentation to the time the writing surface 

of the tablet is touched to start writing. 
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Oppenheim et al. (2010) model introduced above) was proposed to investigate the effects 

of training in semantic and segmentally related blocks versus unrelated blocks. The results 

showed that both semantic and segmental interference provided a desirable level of 

interference that improved long-term retention in the dysgraphia group, presumably due to 

a desirable level of difficulty introduced by the interference. However, no clear evidence 

of interference on retention was reported for the neurotypical adults. Beyond the 

significance of these findings with respect to word learning and naming treatment in 

acquired dysgraphia, the contrasting results for the two groups, highlight the importance of 

studying word production across populations to achieve a deeper understanding of the 

mechanisms and the processes involved in naming. 

1.7. Gaps in our Understanding of Selection in Written Word Production 
 

As discussed, the current theoretical models of language production assume that during 

word production, either spoken or written, a process of selection takes place, both at the 

lexical and at the segmental levels. Support for specific models of selection comes 

primarily from research that manipulates the level of conflict in the mapping process at the 

two levels and evaluates the behavioral consequences—primarily the effects of 

interference. However, there is still much that is not known about these selection 

mechanisms, especially as concerns written word production. It is important to note that, 

while the investigation of selection discussed in the dissertation focuses on written word 

production, it will be important to determine if the two language modalities do or do not 

share selection mechanisms. However, investigating the modality-specificity 

(written/spoken) of the selection mechanism(s) is beyond the scope of this dissertation. In 

this section, I review again the three key questions that this dissertation addresses relative 
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to the gaps in our current understanding of the relevant issues, and briefly present the 

general methodological approach we used to address these questions. 

Question 1: Is/Are the selection mechanism(s) used in written word shared across 

cognitive domains? 

An important aspect of selection that merits further investigation is the domain-specificity 

of selection mechanisms. In other words, is/are the selection mechanism(s) involved in 

written word production specific to orthographic processing (i.e., domain-specific 

mechanism/s), or is/are they shared with other domains of cognitive processing, such as 

visual-spatial processing (i.e., domain- general mechanism)? Given the central role that 

visual-spatial processing plays in written language production, this choice is especially 

relevant for written as compared to spoken word production. 

Question 2: Is/Are the selection mechanism(s) shared across levels of processing in 

written word production? 

A deeper understanding of selection also requires a better characterization of the specificity 

of the selection mechanisms with respect to the two levels of processing (lexical versus 

segmental). Little research has been devoted so far to understanding whether the 

mechanism of selection is shared between the two levels of processing, or whether separate 

mechanisms support selection at the two levels. Previous research that has addressed the 

question of level-specificity has focused on spoken word production and provided evidence 

in favor of level-specific processes (e.g., Nozari et al., 2016). 
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Question 3: Is/Are the selection mechanism(s) internal or external to the 

representational mapping network in written word production? 

This final question concerns the locus of operation of the selection mechanism and 

addresses the unresolved issue of whether selection mechanisms are internal and/or 

external to the representational mapping system. A mechanism that is internal to the 

representation mapping system will operate within the representation network alongside or 

as an integral part of the mapping process. On the other hand, a selection mechanism that 

is external to the representational mapping system will work independently of the 

representation network and operate over the outcome of the mapping process. As discussed 

earlier, Nozari et al. (2016) argued for a monitoring control mechanism in spoken word 

production that is external to (and interacts with) the selection mechanism. By the same 

logic, the selection mechanism(s) could either be external or internal to the representational 

mapping system. In the case of external selection mechanism(s), it would also be important 

to understand if and how this mechanism(s) relates to other external mechanisms involved 

in word production, such as the top-down biasing mechanism introduced earlier in the 

discussion that has been related to facilitation effects. 

In order to address these questions, both behavioral and neuroimaging (structural gray 

matter) data were collected. The general approach was to (a) analyze the behavioral data 

to understand the cognitive costs associated with selection across levels of processing and 

cognitive domains and how they relate to one another; and (b) analyze the behavioral data 

in relation to the structural brain data to understand how the brain instantiates (as evaluated 

through the integrity of the gray matter) selection mechanisms. It is important to note that, 

while cognitive questions are usually addressed using behavioral data, neural data can also 
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contribute to answering cognitive questions (Henson, 2005). As a result, the questions 

addressed in this dissertation can be examined with multiple lines of evidence, potentially 

increasing the confidence in the conclusions we reach. Before reporting on the behavioral 

and neural evidence for selection from the current study, the next chapter provides a 

comprehensive review of the studies that have investigated the neural bases of written word 

production and selection. 
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Chapter 2: Neural Bases of Written Word Production & Selection 
 

As discussed in the previous chapter, selection is the final step in lexical retrieval. 

However, given the interaction of the different processes during lexical retrieval (such as 

the mapping of the different representations) one cannot study selection in isolation from 

the other processes. Following the discussion of the relevant behavioral evidence in the 

previous chapter, the current chapter provides a comprehensive review of the studies that 

have investigated the neural basis of written word production and selection. 

2.1. Neural Bases of Written Word Production 
 

The two major sources of evidence regarding the gray matter bases of the processes 

involved in written word production (Figure 3, Chapter 1), come from stroke-lesion studies 

with individuals with acquired dysgraphia and fMRI activation studies with neurotypical 

adults. In both of these, the left inferior temporal occipital region has been extensively 

associated with orthographic LTM. Damage to the orthographic LTM is characterized by: 

a) greater difficulty spelling irregular words compared to regular words, because the long-

term memory representations of word spellings cannot be accurately retrieved, b) greater 

difficulty with low frequency compared to high frequency words, presumably because 

orthographic representations of high frequency words are, more resilient to damage, c) 

prevalence of phonologically plausible errors (PPEs; e.g., writing SOSS for ‘sauce’, which 

phonologically matches the target but is not orthographically correct) because when  words 

cannot be retrieved from orthographic LTM, the Sub-Lexical route (Figure 3) is available 

to generate plausible spellings; d) finally, absence of length effects (i.e., per letter accuracy 

is comparable for letters in longer and shorter words). In a seminal study, Rapcsak & 

Beeson (2004) reported all these effects in a study of individuals with focal damage to the 
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left temporo-occipital cortex, indicating that this region supports orthographic LTM. 

Similar effects in individuals with damage in the left temporo-occipital regions, including 

structures like the left fusiform gyrus, have since been reported in several studies (Purcell 

et al., 2014; Rapp et al., 2015; Tsapkini & Rapp, 2010) (see Figure 4 below). 

Other research associates orthographic LTM with damage to the left inferior frontal gyrus 

(LIFG). LIFG consists of the Brodmann Areas 44, 45 and 47 (henceforth, BA44, BA45, 

BA47, respectively). For example, Hillis et al. (2002) provided evidence that 

hypoperfusion in this region is associated with difficulty accessing lexical orthographic 

representations. Rapp et al. (2015) reported an association of orthographic LTM with both 

the left frontal (LIFG and central operculum) and the left ventral temporal cortex: 

individuals with a spelling profile consistent with an impairment in orthographic LTM (as 

described just above) had a lesion in one of these two regions, but crucially, not in both 

(see Figure 4). This shows that either these regions together represent a distributed network 

of areas that supports orthographic LTM, or that each region alone supports a different 

mechanism within the orthographic LTM system. Finally, it is worth noting that while the 

left angular gyrus was for a long time considered to support orthographic LTM (Dejerine, 

1892), the most recent evidence does not support this argument (Rapcsak & Beeson, 2004; 

Rapp et al., 2015). 

The functional neuroimaging literature with neurotypical participants also supports roles 

for the LIFG and the left occipital temporal regions in orthographic LTM. Specifically, 

there is evidence based on activation recorded while neurologically healthy individuals 

spelled words while undergoing scanning- of lexical frequency effects in these two regions, 

in the absence of word length effects (Rapp & Dufor, 2011; Rapp & Lipka, 2011). 
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Additionally, there is evidence that Japanese Kanji forms, which require orthographic LTM 

processing, induce higher activation in the left fusiform compared to the Kana forms, which 

do not require such processing (Matsuo et al., 2001). Generally consistent with these 

findings, functional neuroimaging meta-analyses have also reported associations between 

activation in these two regions with central spelling processes (Planton et al., 2013; Purcell 

et al., 2011) (Figure 4). The term “central spelling processes” is used to refer to 

orthographic LTM and WM, as well as with phonology-to-orthography mapping, and to 

differentiate these processes from peripheral spelling processes, such as those responsible 

for generating the motor actions needed for producing written words (such as in 

handwriting, typing etc.). 

Deficits to orthographic WM (see Figure 3, Chapter 1) are associated behaviorally with 

length effects – the longer a word, the more challenging it is to maintain the identity and 

the order of its constituent letters. In Rapp et al. (2015), individuals in the chronic post-

stroke phase whose spelling profiles were characteristic of orthographic WM impairment 

had lesions in the left parietal cortex centered on the intraparietal sulcus (see also Buchwald 

& Rapp, 2004) (see Figure 4). However, in the acute post-stroke phase, orthographic WM 

impairments have also been associated with damage in the left precentral, premotor, and 

the left post-central regions (Cloutman et al., 2009) as well as left occipital regions, 

specifically BA18/19 (Hillis et al., 2002). 

While orthographic WM has scarcely been investigated in neuroimaging studies, the same 

parietal region identified in lesion studies (described just above) was identified in a meta-

analysis of neuroimaging studies (Purcell et al., 2011; Figure 4) to be associated with 

central spelling processes. Convergent evidence is provided by another study that found 
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that activity in the left intraparietal sulcus/superior parietal lobule and left posterior 

superior frontal sulcus/superior frontal gyrus was sensitive to word length but not word 

frequency (Rapp & Dufor, 2011). 

 

Figure 4. The results of the lesion-mapping study on spelling with post-stroke aphasia 

individuals by Rapp et al. (2015) (left) alongside the findings from the meta-analysis of 

functional neuroimaging studies of spelling in neurotypical adults by Purcell et al. (2011) 

(right) (figure from Rapp et al. (2015)). In both studies, areas in the frontal and temporal 

regions of the brain showed relationships with orthographic long-term memory, while areas 

in the parietal regions in the brain showed relationships with orthographic working 

memory. 

 

Deficits to the phonology to orthography conversion mechanism are associated with 

disproportionate behavioral difficulties in spelling unfamiliar words or pseudowords 

compared to familiar words. This type of performance is generally associated with 

lesions/disruption in perisylvian areas with -to this point- no clear convergence on specific 

regions within this broad area. This was the case in a group of individuals with lesions 

overlapping in the LIFG/frontal operculum, precentral gyrus, and the insula, and to a lesser 

degree the left superior temporal gyrus and supramarginal gyrus (Henry et al., 2007). 

Similar behavioral profiles have also been associated with lesions to the left supramarginal 

gyrus and the left angular gyrus a (Hillis et al., 2002; Philipose et al., 2007). In a study with 

individuals with Primary Progressive Aphasia, nonword spelling scores were shown to 
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correlate with gray matter volumes in the left perisylvian region, with the peak atrophy 

located in the LIFG (Henry et al., 2012). In the neuroimaging literature with neurotypical 

individuals, the spelling of pseudowords relative to real words was associated with 

increased activity the left posterior LIFG/operculum, the precentral gyrus, and the insula 

(DeMarco et al., 2017), as well as with the superior temporal gyrus (Ludersdorfer et al., 

2015). In Japanese, the Kana forms, which rely on sublexical processing, have shown an 

association with the pre-motor cortex (Omura et al., 2004). 

2.2. Neural Bases of Selection 
 

The neural underpinnings of selection in the language domain have been investigated 

mostly with respect to semantic processing. A plethora of converging evidence provides 

support for the claim that the LIFG supports semantic and/or lexical level selection, by 

showing associations between the LIFG and high-conflict situations (see Figure 5 for 

LIFG). It is worth pointing out, that the homologous area in the right hemisphere has not 

been previously implicated in semantic and/or lexical level selection.  

 

Figure 5. The three Brodmann areas (BA44, BA45 and BA47) that together comprise the 

LIFG. ‘X’ indicates the x-coordinate in MNI space that each slice was taken from. 

 

In the discussion that follows evidence for both semantic and lexical level selection are 

discussed. The relevant evidence comes both from studies on production as well as on 
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comprehension. As discussed in Chapter 1, in production, first semantic level 

representations are activated, followed by the activation of lexical level representations. 

On the other hand, in comprehension, first lexical level representations are activated, 

followed by the activation of semantic level representations. While the extent to which 

production and comprehension systems share representations and processing systems is 

still debated (Allport, 1984; Rapp & Lipka, 2011; Schiller & Meyer, 2005), for the purpose 

of this dissertation we assume that equivalent (which does not necessarily mean shared) 

mechanisms support production and comprehension and the relevant evidence is discussed 

together. As reviewed below, the evidence ranges from brain activation studies to studies 

of individuals with post-stroke aphasia with damage in this region, as well as 

neurostimulation investigations.  

A seminal study supporting the involvement of LIFG in lexical selection is that of 

Thompson- Schill et al. (1997). Using three tasks in which the selection demands were 

manipulated, using fMRI they showed that this area supports the selection of information 

among competing alternatives from semantic memory. The first task was a production task 

in which subjects were asked to generate verbs in response to visually presented nouns that 

either induced low competition (e.g., KITE, which strongly evokes the verb fly) or high 

competition (e.g., WHEEL, which evokes several different verbs, like turn, spin or roll). 

The other two tasks were comprehension tasks. One of them was a classification task, in 

which subjects had to judge whether a word matched a picture either in its identity, which 

would be a low selection demand condition (e.g., the word FORK matching the picture of 

a fork) or a feature belonging to it, which would be a high selection demand condition as 

multiple features are associated with a given item (e.g., the word SMALL matching the 
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picture of an apple). In the other comprehension task, subjects had to judge the similarity 

of a probe word to a number of alternatives. In the low selection demand condition, 

judgment was to be based on global similarity (e.g., TICK – FLEA/WELL), whereas in the 

high selection demand condition, selection was based on a specific feature, like color, while 

ignoring other features (e.g., SEAGULL – CROW/DOVE). All three semantic retrieval 

tasks showed effects of selection demands in overlapping regions in the LIFG, specifically 

in BA44, with higher activity for the high selection demand condition compared to the low 

selection demand condition. 

Other fMRI activation studies have since corroborated these findings by showing, for 

example, that priming semantic competitors of target picture names is correlated with 

increased activation in the LIFG (BA47/45 in de Zubicaray et al., 2006; BA45 in Moss et 

al., 2005). Bedny et al. (2008) also used the priming paradigm and relied on the logic of 

fMRI adaptation to predict that trials in which participants were asked to judge the 

relatedness of word pairs with semantic overlap (e.g., SUMMER-FAN, CEILING-FAN) 

should show adaptation in regions implicated in meaning activation, while pairs that 

included an ambiguous word (e.g., ADMIRER-FAN, CEILING-FAN) were expected to 

produce more activation in regions that resolve competition (i.e., selection- demand areas). 

The results showed that the activity in and around the LIFG, with peaks in the anterior 

cingulate and BA44/9, depended on the amount of semantic ambiguity (i.e., lexical 

competition), and not on the amount of semantic overlap, implicating these regions in 

lexical competition rather than in meaning activation. A relationship with lexical 

competition points to a potential role of this area in lexical selection processes, which these 
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authors understood as a mechanism responsible for resolving competition at the lexical 

level. 

Other studies have more specifically provided evidence of the necessity (i.e., a causal role) 

of the LIFG in selection among competitors. Thompson-Schill et al. (1998) examined the 

ability of a group of individuals with lesions in the LIFG to perform the verb generation 

task described above. The lesioned group showed an impairment in generating 

semantically appropriate verbs for nouns with high selection demands, with accuracy 

correlated with the size of the lesion in BA 44. Schnur et al. (2008) showed that in the 

cyclic blocked naming paradigm both the degree of activation of the LIFG in normal 

speakers and the extent of damage to the LIFG (specifically, BA44) in aphasic speakers 

was associated with behavioral interference effects in situations of high semantic conflict, 

providing strong evidence for the hypothesis that this area is involved in selection during 

word production. Additional evidence comes from Schnur et al. (2006) who used the 

blocked cyclic naming task and showed that the increased selection demands in sets of 

semantically related items affected a group of aphasics with frontal damage more than a 

group with damage elsewhere, providing additional evidence for the role of the frontal 

regions in lexical selection. Vuong & Martin (2011) additionally showed that a patient with 

LIFG damage took an abnormally long time (compared to individuals with lesions that 

spared the LIFG) to resolve lexical ambiguities in sentence contexts that were biasing 

toward the subordinate meaning of an ambiguous word (i.e., in contexts with increased 

selection demands). 
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Finally, other evidence comes from Transcranial Magnetic Stimulation (TMS) studies that 

target the LIFG. Hindy et al. (2009), for example, examined participants' mouse-movement 

trajectories who received TMS in the LIFG right after the presentation of an ambiguous 

stimulus and a probe item that appeared with or without some delay. Based on their 

findings, the authors argued that the LIFG successfully resolves competition in ambiguous 

contexts when there is no delay in presenting the probe, but when there is a delay, the 

stimulation interferes with the LIFG’s function. In a different study, Whitney et al. (2011) 

asked participants to decide whether a word had a strong (e.g., PEPPER) or a weak (e.g., 

GRAIN) association with the probe word (SALT). The results showed an effect of 

stimulation of the LIFG for the weak-association condition (where the conflict among 

items is assumed to be greater) but not for the strong-association condition (where the 

conflict among items is assumed to be lower), further supporting the idea that this region 

supports the resolution of semantic competition. 

Relevant to this discussion is evidence showing that the integrity white matter tracts with 

connections in the frontal lobe has been associated with performance on tasks that require 

lexical selection, consistent with the idea that the LIFG might support a selection 

mechanism, at least at the lexical level. For example, selection control has been associated 

with the integrity of the left inferior fronto-occipital fasciculus (IFOF) and left uncinate 

fasciculus (UF).  

Duda et al. (2010) found supporting evidence for the role of the UF in semantic control by 

showing that, in a group of healthy individuals, the integrity of this tract was related to 

performance in a homonym meaning decision task, while no other tracts showed this 

relationship (but see Nugiel et al., 2016). Additional evidence for the role of the UF in 
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semantic control comes from Harvey et al. (2013), who examined the relationship between 

the integrity of ventral white matter tracts and semantic control during comprehension in a 

group of stroke-induced aphasic individuals. The authors found that higher UF integrity 

predicted performance on (a) the retrieval of word meanings while selecting the appropriate 

response to successfully reject semantically related representations (as in a word-picture 

verification task) and (b) the ability to retrieve semantic knowledge about particular 

relationships among meanings while ignoring other semantic relationships (as in a semantic 

picture matching task). 

While the evidence discussed here is specific to semantic competition, if the LIFG supports 

a lexical selection mechanism then it should be able to support selection of targets under 

competition at the lexical level not only when the competition arises because of semantic 

similarity, but also in any instance where the activation of the target representation is 

subject to high selection demands. This is supported by studies showing that the LIFG 

supports the selection of low frequency target items (Sahin et al., 2009), providing evidence 

that the selection mechanism implemented by the LIFG operates over lexical selection 

more generally, and it is not specific to the level of semantic processing.  

In summary, a long line of research, studying both gray matter and white matter, has 

provided evidence that the LIFG supports lexical selection mechanism(s). However, the 

exact nature of this mechanism(s) is still far from understood. In addition, it is also 

important to understand how the LIFG relates to selection mechanisms across cognitive 

domains and levels of processing. In the next section I discuss evidence relevant to these 

questions. 
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2.3. Specificity of Selection in the LIFG: Cognitive Domains & Levels of 

Processing 
 

The investigation of the neural bases of selection effects may allow us to gain a further 

understanding of the specificity of selection mechanisms across cognitive domains and 

levels of processing in word production, which are the focus of Questions 1 and 2 of this 

dissertation. Such investigations are important to gain a more comprehensive 

understanding of selection as a cognitive mechanism, and - given the findings reviewed in 

the previous section - evidence from the LIFG can be particularly useful. 

There is a lot of evidence implicating frontal regions, often extending beyond the LIFG, in 

selection processes across different cognitive domains, not limited to the semantic 

processing that was the focus of the discussion above. For example, there is evidence that 

the left prefrontal cortex (which the LIFG forms a part of) supports selection of motor 

responses in spoken language production (Tremblay & Small, 2011), in non-verbal 

perceptual tasks (Hazeltine et al., 2003; Zhang et al., 2004), spatial processing (Rowe et 

al., 2000) as well as in motor response selection (Di Russo et al., 2006). However, the 

extent to which these frontal regions instantiate the same or different mechanisms across 

language and non-language domains is still a matter of debate. To be able to address this 

question, selection across domains would best be studied in the same group of individuals. 

Relevant evidence also comes from a TMS study by Whitney et al. (2011b) in which 

participants had to perform two tasks: a semantic selection task (select which word is 

related in meaning with a target word) and a non-semantic, perceptual selection task (select 

which item resembled a target item in terms of its global shape or its local elements). 

Stimulation over the anterior LIFG increased the reaction times for the semantic task, but 
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not for the perceptual non-semantic task. These results support a domain-specific role of 

the anterior LIFG in lexical level selection. Finally, of potential relevance is the claim by 

Buckner (2003) who argued for a functional-anatomic gradient of the frontal lobe overall, 

with posterior frontal regions contributing to domain-specific processes (such as verbal 

versus non-verbal processing) and more anterior regions contributing to more abstract, 

domain-general processes that operate over different domains (such as, long-term memory 

retrieval and speech generation). 

In addition to the specificity of selection with respect to different cognitive domains, there 

is also the question of how the LIFG supports selection across the two levels of processing 

involved in word production: lexical and segmental. There is some consensus that there is 

a division within LIFG with respect to semantic and phonological processing, with more 

anterior and ventral parts of the LIFG supporting semantic processing, and more posterior 

parts supporting phonological processing in general (Buckner et al., 1995; Gitelman et al., 

2005; Gough et al., 2005; McDermott et al., 2003; Paulesu et al., 1997; Poldrack et al., 

1999; Shivde & Thompson-Schill, 2004). 

With respect to selection, relevant evidence comes from the comprehension literature. In a 

TMS study by Gough et al. (2005) who showed that, compared to no stimulation, 

stimulation over the anterior part of the LIFG selectively increased the response latencies 

for synonym judgements, but not in homophone judgments. In contrast, the opposite 

pattern was observed when the posterior part of the LIFG was stimulated. The same 

dissociations were previously reported in an fMRI activation study (Devlin et al., 2003). 

This double dissociation provides support for functionally distinct subdivisions of the 

LIFG, with more anterior parts of this region supporting lexical level processing, and more 
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posterior parts supporting segmental level processing. In addition, in an fMRI study with a 

semantic judgment (abstract/concrete words) and a phonological judgment task (short/long 

sounds), Gold & Buckner (2002) showed that while some areas specifically supported 

either lexical level selection (area BA 21) or segmental level selection (area BA 40), other 

areas supported selection at both levels (BA 44 and BA 45/47). However, most relevant to 

the current investigation is a production study by Schnur et al. (2008), who, using the 

blocked cyclic naming paradigm, provided evidence that the activation in the LIFG was 

associated with semantic interference, but not with phonological interference. While in this 

study it is not specified whether the activation related with semantic interference was in 

the anterior or the posterior portion of the LIFG, the absence of a statistically significant 

relationship between the activity in the LIFG and phonological interference provides 

further evidence in support of the hypothesis of level-specific selection mechanisms. 

2.4. Role of the LIFG in Selection 
 

The evidence discussed so far identifies a clear relationship between the LIFG and level of 

conflict in the system, both with respect to production as well as with respect to 

comprehension. While the conflict in the system is resolved with selection, the exact role 

of the LIFG in selection, specifically in production, which is the focus of this study, is still 

not well understood. While it is beyond the scope of this dissertation to investigate the way 

in which the LIFG supports selection in word production the discussion of the nature of 

selection more generally is nonetheless highly relevant to our question on whether the 

selection mechanism(s) is/are internal or external to the representational mapping system 

in written word production (Question 3). The idea is that if selection in word production is 

external to the representational mapping system, then one would expect that, neurally, the 
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selection mechanism should be supported by different brain area(s) than those brain areas 

that support the representational mapping system. Based on the above discussion, the LIFG 

seems to be a good candidate for hosting an external selection mechanism for word 

production. In that regard, it may be helpful to understand how the LIFG is argued to 

support selection. 

As discussed in Chapter 1, the Oppenheim et al. (2010) framework of word production 

assumes a booster mechanism that repeatedly amplifies each (already activated) item’s 

activation until a winner can be selected. This booster is engaged only to the extent that is 

necessary to select one item, which means that the number of ‘boosts’ needed to select one 

item is defined by the level of conflict in the system. The greater the conflict (which, as 

defined earlier, is the difference in activation levels between items), the more ‘boosts’ of 

activation will be needed to tease their activation levels apart. Given findings of increased 

activation in the LIFG in situations of increased selection demands, Oppenheim and 

colleagues hypothesize this booster mechanism to be a function instantiated in the LIFG. 

Therefore, one hypothesis is that the LIFG supports the booster mechanism which is a 

mechanism engaged only to the extent needed. 

In Chapter 1, I also discussed a study by Belke et al. (2008) which provides evidence that 

selection in word production engages a top-down mechanism that biases the activation of 

the target. The ability to engage these top-down processes depends on the task goals and 

the availability of the task relevant items. Therefore, in a task like the blocked cyclic 

naming where the task goals are clear and the relevant items are introduced in the first 

cycle, Belke et al. suggest that the effect of these biases is reflected in the decrease in 

response latencies from cycle 1 to cycle 2 (i.e., from the first to the second presentation of 
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an item). In a review of relevant neuropsychological and neuroimaging studies,Belke and 

Stielow (2013) then argued that the LIFG might support this top-down biasing mechanism, 

Riès et al. (2015) also provided support for this account, but further argued that the use of 

this top-down biasing mechanism depends on the task demands and it is not assumed to be 

engaged in every instance of word production. 

Finally, Anders et al. (2017) implicate the LIFG in the adjustment of the decision criterion 

for selection. As discussed, selection is achieved when an item reaches a certain threshold, 

or when the difference in activation levels between items is of certain magnitude, and that, 

furthermore, the selection criterion can be adjusted (Nozari & Hepner, 2019) based on task 

demands and other considerations. Anders and colleagues specifically argued that the LIFG 

supports the ability to adjust the decision criterion, specifically the criterion for selection 

in word production. 

In sum, the precise role and, in all likelihood, multiple roles of the LIFG in selection is still 

a challenging open question. However, the hypotheses discussed here contribute to our 

understanding of selection in word production as they lay out possible processes involved 

in the selection of a word (e.g., from teasing apart the activation levels of the relevant items 

via repetitive boosts of activation, to biasing the target based on top-down information and 

adjusting the criteria for selection) and force us to think about how the mechanisms that 

support these processes might relate to one another. With respect to the investigation of 

selection in this dissertation, the possible roles of the LIFG in selection discussed above 

are important to be considered when addressing the question of the location of operation 

of the selection mechanism (internal or external). Specifically, based on the literature 

review presented in this chapter, if selection is external to the representational mapping 
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network, it is likely to be instantiated in the LIFG. In that case, it will be important to 

understand how the different roles of the LIFG discussed in the literature relate to such an 

external selection mechanism. 

2.5. Summary 
 

In this chapter, I reviewed evidence regarding the neural bases of written word production 

and selection. The review of written word production highlighted the brain areas associated 

with orthographic long-term and orthographic working memory, with evidence showing 

that orthographic long-term memory is related to the LIFG and the left occipitotemporal 

cortex, and orthographic working memory to the parietal cortex (specifically, the 

intraparietal sulcus). On the other hand, the review of the literature on the neural basis of 

selection highlighted the involvement of the LIFG in selection processes, despite the fact 

that the specificity of the selection mechanisms it supports and the exact role it plays in 

selection are still debated. The evidence discussed here with respect to the brain areas that 

support lexical level and segmental level processing in written word production, as well as 

selection, guide our investigation of the neural data presented in Chapter 4. 
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CHAPTER 3: Behavioral Evidence Selection Mechanisms in 

Written Word Production 
 

This dissertation aimed to provide a deeper and more comprehensive understanding of 

selection in written word production. To adequately address the questions presented in 

Chapter 1, we investigated selection on the basis of both behavioral and neural data. This 

chapter presents the investigation of selection on the basis of behavioral data. To address 

the questions of interest, we collected behavioral data from a group of individuals with 

post-stroke aphasia and a group of age- matched healthy control individuals, using two 

experimental tasks with high selection demands: the written Blocked Cyclic Naming 

(BCN) task and the Simon visual-spatial compatibility task. 

Studying cognitive processing in an impaired population, such as individuals with aphasia, 

can be particularly useful because, for example, behavioral effects we see in neurotypical 

individuals may be magnified in cases of brain damage, which allows us to assess the 

underlying cognitive mechanisms in greater detail. With respect to investigations of neural 

data, the brain damage allows us to understand the causal role of certain brain regions in 

the different cognitive processes, which, for example, brain activation studies with healthy 

individuals do not allow us to do. 

The primary behavioral measures used in the analyses will be the selection costs associated 

with the two tasks. Selection costs will reflect the effect that increased selection demands 

have on performance. As discussed earlier, the BCN task is commonly used to assess the 

behavioral selection costs caused by increased interference among competing lexical 

and/or segmental items. The reason the BCN task has proven to be particularly useful in 

investigating selection is because it allows us to magnify the selection costs in a very 
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controlled manner, as opposed to the selection costs that occur in ‘natural’ language 

production, and this facilitates the study of the underlying mechanisms. For the purpose of 

this study, two selection costs will be extracted from the BCN task: Lexical interference 

and Segmental Interference. To examine the domain-specificity of selection mechanism(s) 

(i.e., whether selection mechanism(s) is/are shared between language and non-language 

domains), we administered a visuo-spatial task with significant selection demands - the 

Simon task (Simon & Rudell, 1967). We refer to the selection cost extracted from this task 

as the Simon Interference. 

The analysis of the behavioral data was used to address Questions 1 and 2, which ask about 

the specificity of the selection mechanism(s). The assumption of this analysis is that, if 

selection mechanism(s) are shared, then we expect to see a correlation of selection costs 

across domains and/or levels of processing. If, on the other hand, selection mechanism(s) 

are (entirely) specific to the different cognitive domains and/or levels of processing in 

written word production then there should be no correlation between the selection costs 

associated with these domains and/or levels of processing. In Table 1, I present the 

correlations investigated for each of the two questions, as well as the hypotheses and 

predictions that stem from them. 

Question 3, which asks whether selection mechanism(s) internal or external to the 

representational mapping network in written word production could not be evaluated using 

behavioral data we collected. This question is addressed in the next chapter, using 

neuroimaging data. However, there is one component of behavior in the BCN task that may 

be relevant to this question. As discussed in Chapter 1, a behavioral facilitation effect is 

observed in the second presentation of items in the BCN task (i.e., a decrease in response 
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latencies from Cycle 1 to Cycle 2). Behavioral facilitation effects are usually discussed in 

the context of repetition priming (i.e., being presented with and/or producing an item that 

is identical or related to the item you previously processed, facilitates processing of the late 

item). Indeed, many studies and experimental designs have shown facilitation effects in 

naming that occurs in the context of semantically related words (Hartsuiker et al., 2005; 

Huttenlocher & Kubicek, 1983; Sperber et al., 1979). However, as discussed in Chapter 1, 

some researchers have associated the facilitation effects specifically observed in the BCN 

task with top-down biasing processes relevant to the task goals and design, that are external 

to the representational mapping network (e.g., Belke, 2008). An additional analysis was 

performed in the current study to further evaluate this hypothesis. This analysis was based 

on the assumption that, given the knowledge the participants have about the design of the 

task (i.e., repetition of two items) and the items themselves (i.e., what the two items are in 

each block) they can anticipate an item based on when they were last presented with that 

item. For example, after being presented with item A once, if item B is presented in the 

next two trials, then the probability for item A increases as it is highly unlikely that item B 

will be the target for a third time in a row. A top-down control process could use 

information regarding the lag between items to “bias” the likely target (via pre-activation), 

potentially resulting in behavioral facilitation effects. We will carry out analyses to 

evaluate this possibility. A possible relationship between top-down control and selection 

is, thus, highly relevant to our question on whether the selection mechanism(s) is/are 

internal or external to the representational mapping system (i.e., Question 3), given that a 

top-down mechanism is, by definition, external to the representational mapping system. 

Thus, to better understand the nature of such a mechanism/s, correlations of interference 
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and facilitation effects at each level of processing effects were also examined (i.e., Lexical 

Interference – Lexical Facilitation, Segmental Interference – Segmental Facilitation). 

Table 1. The hypotheses associated with each of the questions investigated, the predictions 

that stem from these hypotheses and the specific correlation analyses used to test the 

predictions. 

Question 1: Is/Are the selection mechanism(s) in written word production shared 

across cognitive domains? 

Hypothesis Prediction 
Correlations 

Tested 

Shared selection 

mechanism(s) across 

domains 

Correlation between Lexical Interference 

and Segmental Interference with Simon 

Interference 

Segmental 

Interference ~ 

Simon 

Interference 

 

Lexical 

Interference ~ 

Simon 

Interference 

Separate selection 

mechanism(s) across 

domains 

No correlation between Lexical 

Interference and Segmental Interference 

with Simon Interference 

Question 2: Is/Are the selection mechanism(s) shared across levels of processing in 

written word production? 

Hypothesis Prediction 
Correlation 

Tested 

 

Shared selection 

mechanism(s) across 

levels of processing 

Correlation between Lexical Interference 

and Segmental Interference 
Lexical 

Interference ~ 

Segmental 

Interference 

 

Separate selection 

mechanism(s) between 

levels of processing 

No correlation between Lexical 

Interference and Segmental Interference 

 

3.1. Methods 
 

3.1.1. Participants 

 

Stroke-aphasia (SA) participants were nineteen individuals (11 female) with chronic 

(minimum 3 years) aphasia following left hemisphere stroke. Mean age was 63.8 years (SD 



 53 

=12.7). Prior to their stroke, fifteen individuals were right-handed and four were left-

handed. For writing, SA individuals used their premorbidly preferred hand if they were 

able to do so. Otherwise, they used the opposite hand. SA individuals were recruited from 

a pool of individuals with stroke aphasia previously enrolled in research studies of the 

Cognitive and Brain Sciences lab as well as through the Snyder Center for Aphasia Life 

Enhancement (SCALE). Exclusion criteria included: (a) Below normal semantic 

processing, to rule out the possibility of naming difficulties stemming from impairments in 

the semantic system. (b) Difficulty with peripheral motor processes in writing and 

speaking. (c) Severe comprehension deficits that affect the ability to understand task 

instructions. 

Healthy control (HC) participants included nine individuals (6 female), age-matched to the 

stroke cohort (mean age = 61.1, SD =7.3), with no history of psychiatric or neurological 

disorders. All HC individuals were right-handed. These participants were all recruited from 

the Baltimore, Maryland metropolitan area and were tested at Johns Hopkins University. 

All participants, SA and HC individuals, provided consent for research using procedures 

consistent with the Declaration of Helsinki and approved by the Johns Hopkins University 

Institutional Review Board. 

Naming abilities in the written and spoken modalities were evaluated using Subtest 54, 

‘Picture Naming by Frequency’ of the Psycholinguistic Assessments of Language 

Processing in Aphasia (PALPA) (Kay et al., 1996) and Subtest 3, ‘Noun Naming’ from the 

Northwestern Naming Battery (NNB) (Thompson et al., 2012), respectively. The PALPA 

54 subtest consists of twenty high frequency items and twenty low frequency items. The 

NNB Noun Naming subtest consists of fifty-eight nouns from different semantic 



 54 

categories: animals, tools, body parts, colors and other items. Individual performance on 

these tasks, as well as demographic information for all individuals are provided in 

Appendix A. 

3.1.2. Experimental Task 

 

Written Blocked Cyclic Naming Task 

The selection demands in written word production were assessed using a version of the 

Blocked Cyclic Naming (BCN) paradigm in which, as described earlier, small sets of 

pictures are named repeatedly. This task was chosen because it has been shown to induce 

both lexical as well as segmental selection costs, contrary to, for example, the written 

spelling to dictation task which was shown to only induce segmental selection effects (see 

Breining & Rapp, 2019). 

The parameter choices of the experimental paradigm (i.e., number of items per set, cycles 

per block and sets per condition, as well as stimuli presentation parameters) were based on 

the work by Nozari and colleagues (2016). The BCN paradigm usually involves multiple 

sets of 5 or 6 items, repeated in cycles, where each cycle presents each item once, with the 

order of presentation varying across cycles. However, similar to Nozari et al. (2016), the 

current study used pairs, rather than sets, of items to remove any potential differences 

across experimental conditions in working memory demands, which could influence the 

effect of repetition of items in a set (see Crowther & Martin, 2014). While Nozari and 

colleagues wanted to avoid this confounding variable in a group of healthy young adults, 

this could be especially true for individuals with SA given the wide range of impairments 

reported for this group and the variability in the locus of brain damage. The effectiveness 
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of this paradigm was evaluated by Nozari et al. (2016) who replicated basic BCN effects 

reported in previous studies. 

Given that the goal of the task was to investigate the selection mechanisms involved in 

written naming, we wanted to minimize any effects related to deficits arising from lexical 

or segmental representation/mapping. Therefore, for each participant with post-stroke 

aphasia we selected twenty-four items that they could accurately name and spell. To 

achieve this, the individuals in the SA group performed a pretest, during which they were 

asked to orally name and spell a set of seventy-two items twice. The items used in the 

pretest were a set of eighteen lexically related pairs and a set of eighteen segmentally 

related pairs pseudo-randomly shuffled so that no two consecutive items were segmentally 

or lexically related7. During the pretest the participants were first familiarized with the 

names of the items so that they would name the pictures using the “intended” names. 

During the familiarization phase, participants saw each line drawing along with its label, 

the experimenter read the name and the participant repeated the name. After familiarizing 

the participant with all line drawings and their names, the same line drawings were 

presented to the participant for both written and oral naming. This process was repeated 

twice to ensure that participants consistently named and spelled the items correctly. The 

healthy individuals were tested on lists of items that the individual with post-stroke aphasia 

were tested on. To ensure that they could correctly spell all the items in the list they were 

 
7 Two stroke-aphasia individuals (GWL and RBM) were pre-tested on an additional set of thirty 

items, since we were unable to find twenty-four items that they could name and spell twice from 

the original set of seventy-two items. 

 



 56 

assigned to, they were asked to spell to dictation the relevant items prior to the experimental 

session. 

Task Design 

The task included three experimental conditions: lexically related, segmentally related and 

unrelated. The lexical and segmental relatedness conditions each included six pairs of 

words respectively for a total of 12 pairs of words. In the lexical relatedness condition, 

items were related in meaning (e.g., dog/cat)8. In the segmental relatedness condition, items 

shared their orthographic and phonological rhymes (e.g., bear/pear). Unrelated pairs were 

constructed by pseudo-randomly shuffling the words in the related pairs such that the two 

words in the new, unrelated pair had minimal semantic similarity and no segmental overlap. 

Thus, overall, there was a total of 24 pairs of words (12 related and 12 unrelated). 

The same black and white line-drawings used for the pretest were used as experimental 

stimuli. In total, each participant was presented with 24 different pictures, corresponding 

to the 24 words identified from pre-testing. Pictures were presented on a monitor in 

different blocks. An example of a block is depicted in Figure 6. Each block only included 

one pair of items, and each pair of items was presented 5 times within the block for a total 

of 10 trials per block (i.e., 5 presentations of each item in a pair). The order of trial 

presentation within a block was pseudorandomized so that the same picture never appeared 

more than twice consecutively. In the classic design of the BCN task, a cycle has unique 

 
8 Items in the lexical relatedness condition were semantically related based on taxonomic 

relationships (e.g., dog-cat) rather than thematic relationships (e.g., cow-milk), since only 
taxonomically related items have been consistently found to cause interference effects 
(Oppenheim & Nozari, 2021). 
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items, each repeated once before the next cycle begins. However, given that in the present 

study only two items were used in each block and their order was pseudorandomized, 

cycles could not be structured in the traditional manner. Therefore, in the current study, 

cycle is synonymous to the presentation “count “of a given item (e.g., Cycle 2 of item X is 

the second presentation of item X, Cycle 3 is its third presentation, up to Cycle 5). Since 

each pair of items was presented in a different block, there were 6 lexical relatedness 

blocks, 6 segmental overlap blocks and 12 unrelated blocks. The order of the blocks was 

pseudo-randomized such that the same type of condition was never immediately repeated. 

In total, there were 240 trials (10 trials per block x (6 segmental relatedness blocks + 6 

lexical relatedness blocks + 12 unrelated blocks)). 

Trial Cycle Item 

1 1 Dog 

2 1 Cat 

3 2 Cat 

4 2 Dog 

5 3 Cat 

6 3 Dog 

7 4 Dog 

8 4 Cat 

9 5 Dog 

10 5 Cat 

 

Figure 6. Example of a block in the current study. The two items presented in this block 

are dog and cat. Each item is presented five times (i.e., 5 cycles), leading to a total of 10 

trials. 
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Experimental Procedures 

Participants wrote their responses on a Wacom Intuos4 Medium graphic tablet (model: 

PTK-440) using an inking tablet pen. Each response was written on a separate piece of 

paper, measuring 1.5 X 2 inches, that was attached on the writing surface of the tablet 

before the beginning of each trial. By using an inking tablet pen we recorded both their 

written responses (on paper and digitally) as well as information about the location and the 

pressure of the pen on the writing surface, separately for each trial. Information about the 

location and the pressure of the pen on the writing surface were recorded using in-house 

developed scripts in Matlab (version: 9.11.0; MATLAB, 2021). This information was then 

used to calculate reaction times (RTs). RTs were measured from stimulus presentation to 

the time the writing surface was touched. Before the beginning of the experiment, 

participants were familiarized with the task with a practice block (i.e., 10 trials) with two 

unrelated items that were not included in the experimental set of 24 items. At the end of 

the practice block the participant was asked if they had any questions before starting the 

main experiment. 

During the experiment, before each block, participants were re-familiarized with the items 

that would be presented in the upcoming block, to ensure that the intended label would be 

used, similar to Nozari et al. (2016). At the beginning of each trial participants were asked 

to place the pen on a marked starting point on a non-responsive edge of the writing tablet 

approximately 1 inch on the right or the left of the writing surface, depending on the hand 

they were using to write. By having participants always start writing from the same point 

we could get more accurate estimates of the reaction times across trials. Each trial begun 

with a ‘beep’ and fixation cross presented at the center of the screen for 3 seconds. The 
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stimulus was then displayed for 9-16 seconds. Stimulus presentation time varied across 

participants and was decided based on their writing speed as assessed in a short pre-test 

during the familiarization phase. For healthy controls it was kept constant at 9 seconds. In 

every trial, after writing their response, participants were asked to return the hand holding 

the pen to the ‘starting’ point to be ready for the next trial. 

Simon Task 

To examine whether selection mechanisms are orthography-specific versus domain-

general, we also administered a visuo-spatial task with significant selection demands -the 

Simon task (Simon & Rudell, 1967). In the Simon paradigm, a visual stimulus is presented 

on the right or left side of a computer monitor participants are instructed to respond with 

their left hand to one type of stimulus and with their right hand to another. Participants are 

asked to attend to specific stimulus feature (e.g., color), independently of stimulus location 

(left or right of screen). For example, they may be asked to respond with the right hand to 

a blue stimulus and with the left to a red one. Selection demands can be considered 

analogous to those in word naming in that in both cases multiple responses are available 

and potentially competing (left and right button press in the Simon task vs. multiple words 

and segments in word naming) while the correct one must be selected. The Simon task has 

been reliably shown to produce strong visual-motor compatibility effects, such that 

individuals are faster and more accurate on congruent trials (i.e., trials in which the stimulus 

is presented on the same side of the screen as the response key for the trial) versus 

incongruent trials (i.e., trials in which the stimulus is presented on the opposite side of the 

screen relative to the response key for the trial) (Figure 7). Various versions of the Simon 

task have been used, such as with colors (Bialystok et al., 2004), shapes (Hommel, 1993) 
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or letters (Van der Lubbe & Verleger, 2002). The color version of the Simon task was 

chosen for this study. 

 

Figure 7. Representation of Congruent and Incongruent trials of the Simon task. If the task 

instructions are to press the left button when a blue square appears and the right button 

when a red square appears, then congruent trials are those in which a blue square appears 

on the left and a red square appears on the right. Incongruent trials are those in which a red 

square appears on the left and a blue square appears on the right. 

 

Only a handful of studies with individuals with SA have investigated performance in the 

Simon task, but all of them have shown the expected pattern of results (i.e., longer RTs 

and/or more errors in incongruent trials versus congruent trials) (Martin et al., 2012; 

Nozari, 2019; Obermeyer et al., 2020). It is also worth noting that, often in the literature, 

the Simon task is used and discussed in the context of inhibition processes (Martin et al., 

2012; Obermeyer et al., 2020). Response inhibition involves the suppression of irrelevant 

stimuli/information which can interfere with successfully completing a task. However, 

response selection and response inhibition are not necessarily dissociable processes. 

Mostofsky and Simmonds (2008) reviewed behavioral, neuroimaging and lesion effect 

studies and proposed that selection and inhibition are “two sides of the same coin” (p. 758). 
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Task Design 

The experiment began with twelve practice trials, at the end of which the participant was 

asked if they had any questions before starting the main experiment. In total, there were 

120 trials: 60 congruent trials and 60 incongruent trials. Within each congruency condition, 

half of the trials included a blue square and the other half a red square. Trials were presented 

in a pseudo-randomized order, such that no more than two consecutive trials were identical 

(i.e., with respect to congruency and color identity). 

Experimental Procedures 

The experiment was presented on a laptop Dell Latitude 5520 computer with a 15.6-in. 

monitor. The sequence of events and data collection were controlled using the OpenSesame 

program (version 3.3.12; Mathôt et al., 2012). Each trial began with a fixation cross (+) in 

the center of the screen, that remained visible for 800 ms and was followed by a 250-ms 

blank interval. At the end of this interval, a red or blue square appeared on the left or the 

right side of the screen and remained on the screen for 1,000 ms if there was no response. 

Participants were instructed to press the Z key when they saw a blue square and the M key 

when they saw a red square. The timing began with the onset of the stimulus, and a response 

terminated the stimulus presentation; there was then a 500-ms blank interval before the 

onset of the next trial. RTs (stimulus onset to response) were collected and responses were 

marked as correct or incorrect to assess performance accuracy. 

3.2. Statistical Analysis 
 

All analyses were performed in R (R Core Team, 2013), using the ‘stats’ package for the 

linear regression models and the ‘lme4’ package for the linear mixed-effects models 
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(LMEM) (v1.1-31; Bates & Maechler 2009). The variance inflation factor (VIF) was 

calculated for all models, using the package ‘car’ (v3.1-1; Fox 2015; Fox & Monette 1992). 

3.2.1. Written Blocked Cyclic Naming Task 

 

As discussed, 24 unique items were used in each task, and each of these unique items 

appeared both in the context (i.e., within the same block) of a related pair (either lexically 

related or segmentally related) and in the context of an unrelated pair. Given that each 

unique item only appeared in one of the two related conditions, the data were split into two 

subsets, based on relatedness: Lexical subset and Segmental subset. The Lexical subset 

included all the trials of items that appeared in lexically related pairs, and the Segmental 

subset included all the trials of items that appeared in segmentally related pairs. By all trials 

we mean trials from both related and unrelated pairs, so that we could investigate the effects 

of relatedness. For example, if CAT appeared both with DOG in a lexically related pair, as 

well as with BUS in an unrelated pair, then all trials of CAT (both from the lexically related 

pair and the unrelated pair) were included in the Lexical subset. 

The statistical analysis of the written BCN data was based on the data from cycles 1-4. 

Analysis of the variability of response latencies across cycles showed that variability 

decreased from cycle 1 to cycle 4 and then significantly increased from cycle 4 to cycle 5 

(F = 0.870, p = 0.046). This, along with the fact that a fifth cycle is rarely if ever included 

in the BCN task and concerns about observed fatigue, motivated us to exclude cycle 5 from 

analysis. 

Three sets of models were used in our statistical analysis of the written BCN data, that 

investigated: 
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i. Interference effects across all cycles, and across cycles 2-4 only 

ii. Facilitation effects in cycles 1-29 

To evaluate lexical and segmental interference, we quantified the effects of Relatedness. 

The majority of previous studies have quantified effects of relatedness across all cycles 

(Belke, 2008; Belke et al., 2005; Kroll & Stewart, 1994; Navarrete et al., 2012; Vigliocco 

et al., 2002). However, given the usual pattern of results observed in the BCN paradigm 

(see Introduction, Figure 3) with interference effects only emerging after the first cycle, in 

the past, some studies have selectively investigated interference effects starting at cycle 2 

(Breining et al., 2016; Crowther & Martin, 2014; Damian et al., 2001). To get a 

comprehensive understanding of interference effects in this study, we analyzed the data in 

both ways. To investigate lexical and segmental facilitation, we quantified the effect of 

Cycle, comparing performance at Cycle 2 with Cycle 1. 

These models were used to investigate interference and facilitation effects in two different 

ways: group-level effects and individual-level effects. For the group-level effects, the goal 

was to investigate interference and facilitation effects in each group as well as to compare 

the two groups. For the individual-level effects, the goal was, for every individual, to 

calculate selection effect sizes effects to index interference and facilitation effects for 

lexical and segmental processing. These indices of interference and facilitation were used 

in subsequent analyses to address the main questions of interest. 

 
9 One additional analysis of the facilitation effects was carried out using Cycles 1-4. See below for the ‘Lag 

effects’ 
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For all three sets of models, LMEMs (Baayen et al., 2008) were used to separately evaluate 

the Lexical and Segmental data. The analyses focused on RTs10 because while accuracy 

measurements were also collected, the number of errors across conditions and individuals 

was very limited and did not allow us to statistically evaluate performance based on 

accuracy. RTs were measured from the onset of the target to the initiation of a response. 

Omissions, error responses in which participants did not correctly produce the target 

response, responses of RT < 250ms and outliers of RT greater that 2.5 standard deviations 

from each condition’s (lexical relatedness, segmental relatedness and unrelated) overall 

mean, separately for every individual were removed from further analysis. Errors and 

outliers accounted for 8% of the data. Across all analyses, reaction time data were log-

transformed, contrasts were sum coded (i.e., the levels of the independent variable sum to 

0, to compare each level to the overall mean) and continuous variables were mean-centered. 

We determined that all VIF values were below 3, except for the interaction of Frequency 

X Group (see below) for the Segmental data sets, where they ranged between 7.5-9.0 in the 

three models that included this interaction term. 

Interference effects 

For the analysis of interference effects, the dependent variable consisted of all RTs from 

every trial in either the Lexical or the Segmental data subset, for every individual 

participant. Fixed effects were main effects of Relatedness (related vs unrelated), Age and 

Gender, item Frequency and Length, Switch/Repeat, the interaction of these five variables 

 
10 The performance of individuals with post-stroke aphasia is usually assessed based on accuracy, 

but given that we selected items that each SA individual could name and spell correctly, the high 

accuracy values we observed were not surprising. 
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with Group (SA vs HC), as well as main effects of Group and Hand Intactness. The Hand 

Intactness variable indicated whether the hand that the SA individuals used to write was 

the hand that they also used to write premorbidly or not. The Switch/Repeat variable 

indicated whether, on each trial, the item was switched or repeated relative to the previous 

trial11. Random effects were intercepts and slopes for Relatedness by-subject and 

Relatedness by-item. To investigate the statistical significance of group-specific effects, 

follow-up analyses included models specific to each group. The structure of those models 

was identical to the models with both groups, except that the main effect of Group and its 

interactions with the other variables were removed. 

Facilitation effects 

Two sets of analyses were carried out with respect to facilitation effects: 

I. Facilitation effects: For the analysis of facilitations effects, the structure of the 

models was identical to the models used for the interference effects except for replacing 

Relatedness with Cycle. In other words, relatedness was collapsed in the analysis of 

facilitation as facilitation is measured by comparing Cycle 1 and Cycles 2 RTs. 

II. Lag effects: Additionally, in order to investigate the hypothesis that behavioral 

facilitation effects result from top-down biasing processes, an analysis was performed 

which evaluated the effect of Lag on the facilitation effects. The Lag variable indicates the 

number of presentations of the other item in the pair between Cycle 1 and Cycle 2 of the 

relevant item. If the hypothesis that behavioral facilitation effects result from top-down 

 
11 This was particularly relevant in this task design as there were only two distinct items in each block. 
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biasing processes, we would expect that, the greater the lag between Cycles 1 and 2, the 

greater the facilitation effect. This prediction is based on the assumption that, given the 

task design, once a participant produces item A, they then anticipate that in the immediately 

following trial, either item A or item B is equally probable. However, if after producing 

item A they are asked to produce item B once or twice, then item A is more probable than 

item B. This determination would be supported by the top-down control processes 

previously discussed and the activation of the anticipated item could be increased to 

facilitate its selection. 

In addition to investigating the effect of Lag on the facilitation effects observed in Cycle 

2, we wanted to investigate whether, independently of the interference effects we observe 

in later cycles, there is still a facilitatory effect of Lag on performance. In other words, 

while we observe behavioral interference effects in cycles 2-4 as manifested in increased 

response times in the related context versus the unrelated context, it does not mean that 

there are also no facilitation effects from cycle to cycle (i.e., a decrease in RTs from one 

cycle to the next). Our goal was to investigate whether facilitation effects were also 

detectable in Cycles 2-4, by examining Lag effects in these cycles. 

In our task design, items were pseudorandomized so that the same item never appeared 

more than twice consecutively. As a result, there were three possible lag lengths between 

cycles: lag=0, lag=1 or lag=2. See Figure 8 below for examples of the three lag lengths. To 

assess the effect of Lag on the facilitation effects observed in Cycle 2, LMEMs were used 

separately for the Lexical and Segmental subsets, with the dependent variable being the 

difference in RTs between Cycle 1 and Cycle 2 (i.e., the facilitation effect) and Lag as the 

independent variable. The same variables used as covariates in the previous analyses were 
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included, except for the Switch/Repeat variable, since all Repeat trials were trials of Lag=0 

and all Switch trials were trials of Lag=1-2. Random effects were intercepts and slopes for 

Lag by-subject and Lag by-item. To assess the effect of Lag on the facilitation effects in 

Cycle 2-4, since the facilitation effects are weaker, we collapsed across the Lexical and 

Segmental conditions. The structure of the models was identical to the models described 

for Cycles 1-2, with the addition of main effects of Condition (Lexical/Segmental), Cycle 

Pair (i.e., cycles 1-2, cycles 2-3, and cycles 3-4) and the interaction of these two variables 

with Lag. 

 

Figure 8. Example of the three lag levels (Lag = 0, Lag = 1, and Lag = 2), where lag is 

defined as the number of presentations of the other item in the pair (i.e., cat) between two 

consecutive cycles (e.g., cycle 1 and cycle 2) of the relevant item (i.e., dog). 

 

3.2.2. Simon Task 

 

For the Simon task, the statistical analysis of the data was similar to the analysis for the 

Written BCN task. The major difference was that in the Simon task we exclusively 

investigated interference effects, which are consistently found across studies and the 
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different variations of this task. Other than that, the rationale and the structure of the 

analyses were equivalent such that models were used to quantify interference in two 

different ways: group-level effects and individual-level effects. For the group-level effects, 

the goal was to investigate interference effects in each group as well as to compare the two 

groups. For the individual-level effects, the goal was, for every individual, to calculate 

selection effect sizes to index non-language interference effects. These indices of 

interference were used to address Question 3, that is, to evaluate the extent to which 

selection processes between language and non-language domains rely on a shared cognitive 

mechanism. 

LMEMs (Baayen et al., 2008) were used to analyze the RT and Accuracy12 data. RTs were 

measured from the onset of the target. Omissions, error responses, responses of RT < 

100ms and outliers of RT greater that 2.5 standard deviations from each condition’s 

(congruent and incongruent) overall mean, separately for every individual were removed 

from the analysis on RTs. Errors and outliers accounted for 13.4% of the data13. RT data 

were log-transformed, contrasts were sum coded (i.e., the levels of the predictor summed 

to zero) and continuous variables were mean-centered. RTs or accuracy scores (0/1) across 

conditions and individuals were used as the dependent variable. Fixed effects were main 

effects of Congruency (congruent vs incongruent), subject’s Age and Gender, the 

interaction of these three variables with Group (SA vs HC)14, as well as main effects of 

 
12 Contrary to the written BCN task, accuracy in the Simon task accuracy had sufficient variability to assess 

the effects of Congruency on Accuracy. 
13 While not particularly small, this percentage of error rates is only half of the percentage of errors reported 

in, for example, Schnur et al. (2006), which is the only other study that used the BCN paradigm in a group 

of individuals with aphasia and reported 28% of responses to be errors. 
14 The interaction of Age X Group was subsequently removed because the model did not converge. 
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Group and Hand Intactness. Random effects were intercepts and slopes for Congruency 

by-subject. 

3.2.3. Calculation of Individual Selection Effects 

 

As discussed above, one of the key goals of the analysis of the behavioral data was to 

calculate individual-level effect sizes to index interference and facilitation effects and to 

use these indices to address the main questions of interest. Specifically, we calculated five 

individual-level effects: 

1. Lexical Interference 

2. Segmental Interference 

3. Lexical Facilitation  

4. Segmental Facilitation 

5. Simon Interference 

 

For both groups, the calculation of the individual selection effect sizes was based on the 

beta coefficients from the LMEMs that included both groups (i.e., not the group-specific 

models), for both the written BCN task and the Simon task. For the BCN task, Interference 

effects were calculated using the models with Cycles 2-4 and Facilitation effects were 

calculated using the models with Cycles 1-2. In previous studies, individual-level effects 

have been indexed either by using the random effect slopes of the relevant variable by-

Subject (e.g., of Relatedness for the BCN task) (e.g., Crowther & Martin, 2014) or by 

subtracting the raw RTs of one condition from the other (e.g., for the BCN task: RT related 

– RT unrelated) (e.g., Nozari et al., 2016). The use of random slopes is often preferred over 

the raw RTs, as they allow consideration of effects independently of any contribution of 
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other variables (like, subject’s age and gender) since those variables were included in the 

LMEMs. In this study we also used the by-Subject random effect slopes, but we adjusted 

those slopes to account for overall differences in speed across individuals (especially in the 

SA group). These adjusted condition effects more objectively reflect differences in 

selection effects across individuals compared to the raw slopes extracted from the LMEMs. 

In order to calculate the adjusted condition effects, we: 

1. Extracted the by-Subject random effects for the relevant variable. For the written 

BCN task, the relevant variables were Relatedness for the interference effects and Cycle 

for the facilitation effects. For the Simon task the relevant variable was Congruency. 

2. Calculated, for each individual, the effect for each of the two conditions in the 

relevant variables. The conditions for each relevant variable were: Related/Unrelated for 

Relatedness, Cycle 1/Cycle 2 for Cycle, and Congruent/Incongruent for Congruency. To 

calculate the effect for each condition we subtracted/added from the by-Subject Intercept 

the following effects that we obtained from step (1): the by-Subject random effect 

coefficient of the relevant variable, the Group coefficient, and the coefficient of the 

interaction of Group with the relevant variable. Whether an effect was subtracted or added 

to the by-Subject Intercept dependent on the variable coding scheme15. 

 
15 For example, for Relatedness, Related was coded as +1 while Unrelated was coded as -1 in the 

LMEM. To obtain the effect for the Related condition, the by-Subject random effect coefficient of 

Relatedness was added to the Intercept, while to obtain the effect for the Unrelated condition, the 

by-Subject random effect coefficient of Relatedness was subtracted from the Intercept. 
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3. Calculated the mean effect of the two conditions (i.e., mean effect = (condition A 

effect + condition B effect)/2). 

4. Divided the effect of each condition by the mean effect to get an effect for each 

condition that would be adjusted for overall differences in speed across individuals (e.g., 

condition A adjusted effect = condition A effect/ mean effect). 

5. Subtracted the adjusted effect of Condition A from the adjusted effect of Condition 

B to get the difference between the two conditions, i.e., the adjusted condition effect. 

3.2.4. Reliability Analysis 

 

In order to address the main questions of this dissertation, we planned to assess the 

correlations amongst the various individual-level effects as well as their correlations with 

measurements of brain damage (see Chapter 4). An assessment of the reliability of these 

effects would allow us to interpret the correlation between measurements more accurately. 

Reliability reflects the degree to which a test gives consistent results, with values ranging 

from zero (no reliability) to one (perfect reliability). Reliability values above 0.60 are 

satisfactory, while values above 0.80 are considered very good (Ursachi et al., 2015). 

To assess the reliability of the five individual-level adjusted condition effects, we 

performed a split-half reliability assessment combined with a Monte Carlo simulation. 

Specifically, the data of each individual were first randomly split in half and each half was 

evaluated by the relevant regression models as described above, and then the correlation of 

the two sets of individual-level effects was calculated. This process was repeated 1,000 

times. In the end of this process, the average correlation value across the 1,000 
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permutations was calculated and used as index of reliability. Table 2 presents the reliability 

measurement for each of the five selection effects, separately for each group. 

Task Selection Effect Group 

  SA HC 

Written    

BCN 

Lexical Interference 0.83 0.80 

Segmental Interference 0.44 0.07 

Lexical Facilitation 0.51 0.46 

Segmental Facilitation 0.79 0.42 

Simon Simon Interference 0.98 0.97 

 

Table 2. Reliability of the five selection effects, separately for each group. 

As evident in Table 2, there is great variability in the reliability values of the effects in this 

study, especially in the HC group, which could relate to the small sample size of this group. 

While effects with intermediate reliability values (i.e., around .50) have been previously 

used in the literature for similar analyses as the ones we discuss in this study (e.g., Nozari 

et al., 2016), caution is required when interpreting the relevant results. 

3.2.5. Correlation of Selection Effects 

 

The final analysis of the behavioral data consisted of a set of correlations of the selection 

effects (see also Table 2). For Question 1, which is concerned with the domain-specificity 

of selection mechanisms, we correlated the interference effects across the two cognitive 

domains we investigated: language and visuo-spatial processing. For the language domain, 

we used the interference effects extracted from the written BCN task (Lexical Interference 
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& Segmental Interference) and for the visuo-spatial domain we used the interference effect 

extracted from the Simon task (Simon Interference). Specifically, we tested the correlation 

between Segmental Interference – Simon Interference, and Lexical Interference – Simon 

Interference. For Question 2, which is concerned with level-specificity of selection 

mechanisms in written language production, we correlated the two interference effects 

extracted from the written BCN task with one another: Lexical Interference - Segmental 

Interference. Finally, relevant to our investigation of the facilitation effects and the 

mechanism from which they arise, we also examined the correlation between facilitation 

and interference effects extracted from the BCN task, for each of the two levels of word 

processing: Lexical Interference - Lexical Facilitation, and Segmental Interference - 

Segmental Facilitation. False Discovery Rate (FDR) correction for multiple comparisons 

was applied across the five correlations investigated, separately for each group. 

3.3. Results 
 

3.3.1. Written Blocked Cyclic Naming Task 

 
Figure 9 presents the distribution of RTs across the five cycles of the experiment for 

Related and Unrelated trials, separately for the two conditions (Lexical and Segmental), 

and separately for the two groups (SA and HC). The overall pattern of the distribution of 

RTs across cycles in the four plots resembles the pattern that has been consistently reported 

in previous studies. Specifically, there is a decrease in RTs from Cycle 1 to Cycle 2, and 

clearly longer RTs for the Related versus the Unrelated conditions after Cycle 2. 
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Figure 9. Distribution of mean Reaction Times (RTs) in milliseconds across the five 

cycles, separately for trials in Related and Unrelated contexts. Panels (A) and (B) show the 

RTs for Lexical and Segmental conditions, respectively, for the SA group, and panels (C) 

and (D) for the HC group. 

 

Interference Effects 

Results of the two LMEMs for the Lexical and Segmental conditions across all cycles and 

across both groups are presented in Tables 3 and 4, respectively. With respect to main 

effects, Relatedness was statistically significant for both Lexical (p=0.032) and Segmental 

(p=0.023) conditions, with longer RTs for items named in the Related condition, compared 

to items in the Unrelated condition. Group was statistically significant only for the Lexical 

condition (p=0.037), with longer RTs for the SA group compared to the HC group. 
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Frequency was statistically significant only for the Segmental condition (p=0.015), with 

longer RTs for lower frequency items. Hand Intactness also produced a significant effect 

for Segmental only (p=0.009), with individuals using a non-intact hand having longer RTs 

compared to individuals who used an intact hand. No other variables showed statistically 

significant main effects. The only statistically significant interaction effect was between 

Frequency X Group (p=0.048) in the Segmental condition, with smaller effects of 

frequency for the SA group compared to the HC group. While not statistically significant, 

Figure 10 depicts the interaction of Relatedness X Group for both the Lexical and the 

Segmental conditions as a reference. 

 

Figure 10. Plot of the interaction effect between Relatedness and Group on Reaction Times 

(RTs) in milliseconds. Panels (A) and (B) show the effects for the Lexical and the 

Segmental conditions, respectively. 
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Table 3. Results of the LMEM focusing on the effects of Relatedness for the Lexical 

condition, based on data across all cycles. 

Predictors Estimates CI Statistic p 

(Intercept) 7.227 7.134 – 7.319 161.100 <0.001 

Relatedness 0.011 0.001 – 0.021 2.233 0.032 

Switch/Repeat 0.000 -0.005 – 0.006 0.059 0.953 

Frequency -0.000 -0.000 – 0.000 -0.860 0.390 

Length 0.011 -0.002 – 0.023 1.702 0.099 

Age 0.003 -0.005 – 0.011 0.708 0.488 

Gender 0.002 -0.064 – 0.069 0.069 0.945 

Group 0.098 0.006 – 0.190 2.206 0.037 

Hand Intactness 0.059 -0.021 – 0.138 1.540 0.138 

Relatedness X Group 0.003 -0.004 – 0.010 0.794 0.435 

Switch/Repeat X Group 0.003 -0.002 – 0.009 1.157 0.247 

Frequency X Group 0.000 -0.000 – 0.000 1.682 0.093 

Length X Group -0.003 -0.010 – 0.004 -0.784 0.433 

Age X Group -0.001 -0.009 – 0.007 -0.319 0.753 

Gender X Group -0.004 -0.070 – 0.063 -0.121 0.905 
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Table 4. Results of the LMEM focusing on the effects of Relatedness for the Segmental 

condition, based on data across all cycles. 

Predictors Estimates CI Statistic p 

(Intercept) 7.253 7.158 – 7.347 160.033 <0.001 

Relatedness 0.011 0.002 – 0.020 2.428 0.023 

Switch/Repeat -0.002 -0.007 – 0.003 -0.711 0.477 

Frequency -0.000 -0.000 – -0.000 -2.443 0.015 

Length 0.011 -0.000 – 0.022 2.005 0.059 

Age 0.006 -0.004 – 0.016 1.294 0.210 

Gender 0.004 -0.075 – 0.083 0.111 0.913 

Group 0.054 -0.039 – 0.147 1.202 0.243 

Hand Intactness 0.128 0.035 – 0.221 2.871 0.009 

Relatedness X Group 0.002 -0.005 – 0.009 0.574 0.572 

Switch/Repeat X Group 0.001 -0.004 – 0.006 0.515 0.607 

Frequency X Group 0.000 0.000 – 0.000 1.980 0.048 

Length X Group 0.002 -0.004 – 0.008 0.631 0.528 

Age X Group -0.001 -0.011 – 0.009 -0.235 0.816 

Gender X Group 0.013 -0.066 – 0.092 0.347 0.732 

 

Group-specific follow-up analyses showed, for the SA group, statistically significant 

effects of Relatedness both for the Lexical (p=0.019) and Segmental (p=0.023) conditions 

and a statistically significant effect of Hand Intactness (p=0.018) only for the Segmental 

condition, with individuals using a non-intact hand having longer RTs compared to 

individuals who used an intact hand. No statistically significant effects were found for the 

HC group. See Appendix B-1 for the detailed results of the group-specific LMEMs. 
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The overall pattern of results from the LMEMs across groups with trials from Cycles 2-4 

was similar to the pattern of results observed in the LMEMs with trials across all cycles, 

with a borderline significant effect for Segmental conditions. See Appendix B-2 for the 

detailed results of all relevant LMEMs. 

 Facilitation Effects 

I. Facilitation Main Effects 

Results of the two LMEMs for the Lexical and Segmental conditions are presented in 

Tables 5 and 6, respectively. With respect to main effects, Cycle was statistically 

significant for both Lexical (p<0.001) and Segmental (p=0.001) conditions, with shorter 

RTs for items in Cycle 2 compared to items in Cycle 1. Switch/Repeat was statistically 

significant only for Lexical (p=0.041), with longer RTs for trials in which the item is 

repeated relative to the previous trial. Frequency was statistically significant for only for 

Segmental condition (p=0.032), with longer RTs for lower frequency items. Hand 

Intactness also showed a significant effect for both Lexical (p=0.024) and Segmental 

(p=0.012), with individuals using a non-intact hand having longer RTs compared to 

individuals who used an intact hand. No other variables showed statistically significant 

main effects. The only statistically significant interaction effect was between Frequency X 

Group, with smaller effects of frequency for the SA group compared to the HC group. 

While not statistically significant, Figure 11 presents the interaction of Cycle X Group for 

both the Lexical and the Segmental conditions as a reference. 
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Table 5. Results of the LMEM evaluating facilitation effects, focusing on the effect of 

Cycle in the Lexical condition, based on data across cycles 1-2. 

Predictors Estimates CI Statistic p 

(Intercept) 7.285 7.182 – 7.389 146.243 <0.001 

Cycle -0.026 -0.035 – -0.016 -5.763 <0.001 

Switch/Repeat 0.014 0.001 – 0.027 2.055 0.041 

Frequency -0.000 -0.001 – 0.000 -1.180 0.239 

Length 0.012 -0.003 – 0.028 1.643 0.110 

Age 0.006 -0.004 – 0.017 1.262 0.221 

Gender 0.002 -0.086 – 0.090 0.051 0.960 

Group 0.062 -0.042 – 0.165 1.241 0.228 

Hand Intactness 0.120 0.017 – 0.224 2.425 0.024 

Cycle X Group 0.002 -0.007 – 0.011 0.469 0.639 

Switch/Repeat X Group -0.001 -0.013 – 0.012 -0.132 0.895 

Frequency X Group 0.000 -0.000 – 0.001 1.094 0.275 

Length X Group 0.000 -0.011 – 0.012 0.027 0.978 

Age X Group -0.002 -0.012 – 0.009 -0.303 0.765 

Gender X Group 0.009 -0.079 – 0.097 0.212 0.834 
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Table 6. Results of the LMEM evaluating facilitation effects, focusing on the effect of 

Cycle in the Segmental condition, based on data across cycles 1-2. 

Predictors Estimates CI Statistic p 

(Intercept) 7.265 7.168 – 7.362 154.502 <0.001 

Cycle -0.022 -0.035 – -0.010 -3.530 0.001 

Switch/Repeat 0.006 -0.005 – 0.017 1.147 0.252 

Frequency -0.000 -0.001 – -0.000 -2.172 0.032 

Length 0.012 -0.002 – 0.026 1.847 0.079 

Age 0.008 -0.001 – 0.017 1.770 0.092 

Gender 0.007 -0.067 – 0.081 0.194 0.848 

Group 0.062 -0.034 – 0.158 1.327 0.197 

Hand Intactness 0.116 0.028 – 0.203 2.756 0.012 

Cycle X Group -0.001 -0.012 – 0.011 -0.117 0.908 

Switch/Repeat X Group 0.002 -0.008 – 0.012 0.417 0.677 

Frequency X Group 0.000 -0.000 – 0.000 1.906 0.058 

Length X Group 0.001 -0.008 – 0.010 0.207 0.836 

Age X Group -0.002 -0.011 – 0.007 -0.543 0.593 

Gender X Group 0.031 -0.042 – 0.105 0.885 0.386 
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Figure 11. Plot of the interaction effect between Cycle and Group on Reaction Times (RTs) 

in milliseconds. Panels (A) and (B) show the facilitation effects for Cycle 1 and 2 for the 

Lexical and the Segmental conditions, respectively. 

 

Group-specific follow-up analyses showed, for the SA group, statistically significant 

effects of Cycle both for the Lexical (p<0.001) and Segmental (p=0.009) conditions, with 

shorter RTs for items in Cycle 2 compared to items in Cycle 1. A statistically significant 

effect of Hand Intactness (p=0.016) was found only for the Segmental condition, with 

individuals using a non-intact hand having longer RTs compared to individuals who used 

an intact hand. Statistically significant effects were also found for the HC group both for 

the Lexical (p<0.001) and Segmental (p=0.004) condition. See Appendix B-3 for the 

detailed results of the group- specific LMEMs. 

II. Lag Effects 

The results of the two LMEMs investigating the effect of Lag on the facilitation effects in 

Cycle 2 across both groups showed a marginally significant negative effect of Lag only for 

the Segmental condition (p = 0.066). As shown in Figure 12-B, in the Segmental condition 

greater Lag length was associated with larger decrease in RTs from Cycle 1 to Cycle 2 (i.e., 
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greater facilitation effect). While not statistically significant, the effect for the Lexical 

condition trended in the same direction (Figure 12-A) No other effects showed a 

statistically significant effect in either of the two conditions. Group-specific follow-up 

analyses showed a negative relationship between Lag and RT decrease from Cycle 1 to 

Cycle 2, as in the model with both groups, but this effect was only marginally significant 

for the HC group in the Segmental condition (p=0.051). See Appendix B-4 for the detailed 

results of the group-specific LMEMs. 

 

Figure 12. Plot of the effect of Lag on difference in Reaction Times (RTs) in milliseconds 

between Cycle 1 and Cycle 2 (i.e., the facilitation effect) across both groups. Negative RT 

difference values indicate a decrease in RTs from Cycle 1 to Cycle 2. Panels (A) and (B) 

show the effects for Lexical and Segmental conditions, respectively. 

 

The results of the two LMEMs investigating the effect of Lag on the facilitation effects in 

Cycles 2-4 across both groups showed a marginally significant negative effect of Lag (p = 

0.057). Similar to the analysis on the effect of Lag on the facilitation effects in Cycle 2 

only, greater Lag was associated with larger decrease in RTs between two consecutive 

cycles (i.e., greater facilitation effect). Group-specific follow-up analyses showed a 

negative relationship between Lag and RT decrease between two consecutive cycles, as in 
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the model with both groups, but this effect was only statistically significant only for the 

SA group (p=0.049). See Appendix B-5 for the detailed results of the relevant LMEMs. 

3.3.2. Simon Task 

 

The data from the Simon task were analyzed both with respect to RTs and Accuracy. Tables 

7 and 8 present the results of the LMEMs for RTs and Accuracy, respectively. With respect 

to main effects, Congruency was statistically significant both for RTs (p<0.001) and 

Accuracy (p=0.001), with longer RTs and lower accuracy for incongruent trials compared 

to congruent trials. Hand Intactness also showed a significant effect both with respect to 

RTs (p<0.001) and Accuracy (p=0.040), with individuals using a non-intact hand having 

longer RTs and lower accuracy compared to individuals who used an intact hand. Gender 

was significant for RTs (p=0.045), with shorter RTs for males compared to females. No 

other statistically significant main or interaction effects were found. While not statistically 

significant, Figure 13 presents the interaction of Congruency X Group for both RTs (A) 

and Accuracy (B) as a reference. 

 

Figure 13. Plot of the interaction effect between Congruency and Group on Reaction 

Times (RTs) in milliseconds (A) and Accuracy scores (B). IC = Incongruent; C = 

Congruent 
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Table 7. Results of the LMEM focusing on the effect of Congruency on Reaction Times 

(RTs; measured in milliseconds) in the Simon task, across both groups. 

Predictors Estimates CI Statistic p 

(Intercept) 6.133 5.812 – 6.455 39.586 <0.001 

Congruency 0.047 0.034 – 0.059 7.566 <0.001 

Gender -0.063 -0.125 – -0.002 -2.131 0.045 

Group 0.065 -0.016 – 0.145 1.661 0.110 

Age 0.004 -0.001 – 0.010 1.783 0.089 

Hand Intactness 0.149 0.077 – 0.220 4.327 <0.001 

Congruency X Group 0.009 -0.003 – 0.022 1.507 0.144 

Gender X Group 0.018 -0.044 – 0.079 0.601 0.554 

 

Table 8. Results of the LMEM focusing on the effect of Congruency on Accuracy in the 

Simon task, across both groups. 

Predictors Odds Ratios CI Statistic p 

(Intercept) 15.283 8.806 – 26.523 9.694 <0.001 

Congruency 0.659 0.513 – 0.847 -3.259 0.001 

Gender 1.132 0.687 – 1.866 0.487 0.626 

Group 0.658 0.359 – 1.204 -1.359 0.174 

Age 0.985 0.947 – 1.025 -0.723 0.470 

Hand Intactness 0.570 0.334 – 0.974 -2.057 0.040 

Congruency X Group 0.841 0.664 – 1.064 -1.445 0.148 

Gender X Group 0.910 0.556 – 1.487 -0.377 0.706 

 

Group-specific follow-up analyses showed, for the SA group, statistically significant 

effects of Congruency both for RTs (p<0.001) and Accuracy (p<0.001) and a statistically 

significant effect of Hand Intactness (p=0.001) only for the RTs, with individuals using a 
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non-intact hand having longer RTs compared to individuals who used an intact hand. For 

the HC group, statistically significant effects of Congruency for RTs (p=0.005) but not for 

Accuracy. Age (p=0.016) and Gender (p=0.003) were also statistically significant for the 

RT model, with longer RTs for higher age and shorter RTs for males compared to females. 

See Appendix B-6 for the detailed results of the group-specific LMEMs. 

3.3.3. Correlations of Selection Effects 

 

Table 9 presents the correlation values between the selection effects for the comparisons 

of interest, and the associated p-values (FDR corrected) for each group. For the SA group, 

for the correlations that relate to Question 1 (i.e., the correlation of effects across different 

domains), Simon interference did not show statistically significant relationship with either 

Lexical (p=0.680). or Segmental interference (p=0.120). For Question 2, for the SA group 

the correlation of effects between the two levels of processing was statistically significant 

(p=0.045). The correlation of the interference effects between the two levels (Lexical 

interference ~ Segmental interference) was positive, indicating that the higher the effect 

for one level, the higher the effect for the other. For the HC group, no statistically 

significant effects were found for the correlations that relate to Questions 1 and 2. 

With respect to our investigation of the facilitation effects, and how they relate to the 

interference effects, for the SA group high correlations were found for both correlations of 

interest but only the correction at the Lexical level survived FDR correction for multiple 

comparisons (i.e., Lexical interference ~ Lexical facilitation) (p=0.003). The same 

correlation was also statistically significant for the HC group (p=0.006). The direction of 

these correlations was negative. The negative values relate to the fact that, while 

interference effects have a positive slope, facilitation effects have a negative slope. 
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Therefore, the negative correlations between interference and facilitation effects can be 

interpreted as: the higher the facilitation effect (the greater the decrease in RTs from Cycle 

1 to Cycle 2), the higher the interference effect (the greater the difference in RTs between 

related and unrelated conditions). 

Table 9. Correlation of selection effects for the comparisons of interest, and the associated 

p- values (FDR corrected), separately for the SA and the HC groups. Panel A presents the 

results for the correlations that relate to Questions 1 and 2, while panel B presents the 

results that relate to the investigation of the facilitation effects, and how they relate to 

interference effects. 

 SA group HC group 

A: Questions 1 -2 

Question 1: Domain-Specificity 

Lexical Interference  

~ Simon Interference  

 

Segmental Interference  

~ Simon Interference 

correlation p-val 

 

 -0.10 0.680 

 

 

 -0.39 0.120 

correlation p-val 

 

  0.44 0.474 

 

 

-0.20 0.612 

Question 2: Level-Specificity 

Lexical Interference  

~ Segmental Interference 

 
0.49 0.045 

 
0.28 0.612 

B: Investigation of Facilitation 

Effects 

Lexical Interference  

~ Lexical Facilitation  

 

Segmental Interference  

~ Segmental Facilitation 

 
 -0.95 0.003 

 

 

 

 -0.88 0.200 

 
-0.97 0.006 

 

 

 

-0.24 0.612 

 

3.4. Discussion 
 

This chapter reports on the investigation of behavioral effects of selection, based on two 

experimental tasks: the written BCN task and the Simon task. Both tasks are production 

tasks with high selection demands on the response, but they differ with respect to the 

cognitive domain they engage, with the written BCN being a written word production task 
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and the Simon task being a visuo-spatial task. Briefly, the overall pattern of results we 

observed across both tasks was as expected: greater interference (as indicated by longer 

response latencies) for contexts with high selection demands, both in the language and the 

visuo-spatial task, for both the individuals with post-stroke aphasia and the healthy control 

individuals. In addition, in the written BCN task, expected behavioral facilitation effects 

were also observed. The selection effects were investigated to understand how they relate 

with one another across domains and levels of processing, address two of the main 

questions of this dissertation, namely: Question 1 - whether selection mechanism(s) used 

in written word production is/are shared across cognitive domains (language vs non-

language), and Question 2 - whether selection mechanism(s) is/are shared across levels of 

processing in written word production (lexical vs segmental). 

3.4.1. Written Blocked Cyclic Naming Task 

 

This is the first study that investigates selection at either the lexical or the segmental levels 

in individuals with post-stroke aphasia in the written domain. While previous studies have 

examined selection effects at the lexical and segmental levels in written language 

production in young healthy individuals (Breining et al., 2016; Nozari et al., 2016) and 

other studies have investigated selection in individuals with aphasia in the spoken domain 

(McCarthy & Kartsounis, 2000; Nozari, 2019; Schnur et al., 2006), the written language 

performance of individuals with aphasia in contexts of high selection demands has not been 

previously studied. 

Overall, the performance of the two groups, HC and SA, showed the expected pattern of 

results, validating the paradigm we used to study selection. For the HC group, while the 

effects were in the expected direction, they are not statistically significant, probably due to 
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statistical power. In the SA group, the effects are again in the expected direction and both 

interference and facilitation effects were statistically significant, which validates looking 

at the proposed correlations to address the questions of interest. 

Interference Effects 

The BCN paradigm is primarily used to investigate interference effects in high selection 

demands contexts, in order to inform theories of selection in word production. The current 

findings replicate previous results by showing statistically significant interference effects 

for the SA group, for both the Lexical and the Segmental conditions, both for Cycles 2-4 

and for all cycles. As discussed in the Introduction, previous studies that have used the 

BCN paradigm to study selection have consistently reported statistically significant 

interference effects at both Lexical and Segmental levels, both in written (Breining et al., 

2016; Breining & Rapp, 2019; Nozari et al., 2016) and in spoken (Belke et al., 2005; Belke, 

2008; Breining et al., 2016; Crowther & Martin, 2014; Damian et al., 2001; Nozari et al., 

2016) word production in healthy individuals. As shown in Figure 9 both healthy 

individuals and individuals with post-stroke aphasia exhibited a similar pattern of results, 

with longer RTs for items in the related conditions versus the unrelated conditions, 

although the HC results did not reach statistical significance. 

The lack of a statistically significant effect of relatedness for the HC group in this study 

can be related either to the task design or issues of statistical power, or to both. With respect 

to the task design, it is possible that the specific version of the BCN task was considerably 

easy for this group. In the current study, blocks only included two items repeated five times 

per block and all items were relatively high frequency and short words. While this was 
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essential to be able to argue that any effects we observed in the SA group were related to 

the selection of the target items and to, in this way, exclude any effects of impairments that 

relate to item representation, it might have affected our ability to detect statistically 

significant effects of selection in the HC group. On the other hand, our inability to detect 

statistically significant effects in this group might also be related to the small sample size, 

since the HC group only included 9 individuals. 

Facilitation Effects 

In addition to the interference effects, as discussed earlier, behavioral facilitation effects 

are also typically observed in the BCN paradigm, particularly from the first to the second 

cycles. The facilitation effects are indexed with a negative slope from Cycle 1 to Cycle 2, 

across both Related and Unrelated trials. Figure 11 reports this pattern, for both the SA and 

the HC groups. This behavioral facilitation effect was statistically significant in all four 

cases, and no significant differences were observed between groups. 

As discussed earlier, facilitation effects are usually thought to reflect priming (i.e., being 

presented with and/or producing an item that is identical or related to the item you are 

subsequently asked to respond to, affects your response). However, in the context of the 

BCN task it is hypothesized that facilitation effects may (also) reflect top-down biasing 

processes that relate to the task goals and design (Belke, 2008; Oppenheim et al., 2010). 

Our analysis of the effect of Lag on the difference in RTs between Cycle 1 and Cycle 2 

(i.e., on facilitation) provided further support for this hypothesis. Specifically, we showed 

that, the greater the lag between Cycles 1 and 2, the greater the facilitation effect. This 

pattern shows that there may be anticipation of the item at longer lags, based on knowledge 
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of the task design and materials. If the facilitation effects in this task reflected priming, the 

opposite pattern of results would have been expected (i.e., the greater the lag between 

Cycles 1 and 2, the smaller the facilitation effect). Specifically, naming the same item on 

the immediately following trial should show greater facilitation due to the increased 

activation level of the item that was just named, as opposed to one or two trials later. 

Importantly, the same effect of Lag on facilitation effects was found not only on Cycle 2, 

but across Cycles 2-4 as well. 

In the version of the BCN task used in this study, participants know that in each block there 

will be two items repeated multiple times. After a given presentation of item X (e.g., Cycle 

1) they know that the immediately following item (i.e., Lag=0) could either be a repetition 

of item X, or the other item in the pair, item Y. However, after being presented with item 

X, if two occurrences of item Y intervene (i.e., Lag=2), they can predict that X will be 

presented again (e.g., Cycle 2). Therefore, the behavioral facilitation effects we observe 

here can be explained, at least in part, due to strategic, top-down preparation processes. 

These can allow participants to pre-activate the upcoming response with increasing 

certainty that is reflected as a decrease in RTs as the lag increases. These results further 

corroborate the argument that top-down biasing can affect selection in the BCN paradigm, 

and in fact extend the application of this mechanism to later cycles too. In Cycle 2, this 

predictive bias surfaces as an overall behavioral facilitation effect, but as a relative 

facilitation effect in later cycles. It is important to also note though that it is possible that 

priming also contributes to the facilitatory effects observed. 

A prediction that follows from this interpretation of the results is that, if the facilitation 

effects are due to monitoring and control processes external to the language production 
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system, then, at the neural level, these effects should show a relationship with brain areas 

that support these types of external processes. As discussed in Chapter 2, a potential locus 

of this top-down mechanism is the LIFG (Belke & Stielow, 2013). If this hypothesis is 

correct, the prediction that follows is that facilitation effects should correlate with the 

integrity/functioning of the LIFG. However, the LIFG has also been implicated in selection 

based on the examination of interference effects, which are though to index the level of 

conflict in the system. Therefore, it will be important to evaluate the role of the LIFG in 

the processes that give rise to both facilitation and interference, to better understand how 

these processes and the mechanisms that support them relate to one another. 

3.4.2. Simon Task 

 

In the current study, we used the Simon task to study selection processes in a non-language 

domain, specifically the spatial domain. The Simon task was chosen because, similar to the 

written BCN task, it is a production task with high selection demands and a strong viuso-

spatial component, but unlike the written BCN task, it is a non-language task. 

Figure 13-A presents the difference in RTs between congruent and incongruent trials for 

both the SA and the HC groups. The SA group showed overall longer RTs compared to the 

HC group, while the difference in the Simon effect itself (congruency effect) between the 

two groups was not statistically significant. In other words, while the individuals with post-

stroke aphasia were overall slower in their response, the Simon effect was comparable 

between the two groups. With respect to accuracy, accuracy was higher for congruent trials 

compared to incongruent trials across both groups (Figure 13-B), but this difference was 

statistically significant only for the SA group. Overall, the results replicate previous 

findings that show better performance in congruent trials (i.e., faster RTs/higher accuracy) 
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versus incongruent trials (i.e., longer RTs/lower accuracy), a pattern that has been reported 

in various versions of the Simon Task (e.g., colors (Bialystok et al., 2004), shapes 

(Hommel, 1993) and letters (Van der Lubbe & Verleger, 2002)), and in both healthy 

individuals and individuals with post-stroke aphasia (Martin et al., 2012; Nozari, 2019; 

Obermeyer et al., 2020). 

3.4.3. The Research Questions 

 

In this section I focus on the analyses that were most relevant to the questions of interest: 

the correlations of the selection effects. Correlations of selection effects were calculated 

only for the comparisons that were relevant to the main research questions, specifically 

Questions 1 and 2. As a reminder, Question 1 asked whether selection in written word 

production is supported by domain-specific or domain-general mechanism(s). The relevant 

comparisons of selection effects to address this question were comparisons of interference 

effects across domains (i.e., Segmental Interference – Simon Interference, and Lexical 

Interference – Simon Interference). Question 2 asked whether selection in written word 

production is supported by shared or by separate cognitive mechanism(s) at the two levels 

of processing (i.e., level-specificity for lexical and segmental levels). The relevant 

comparison of selection effects to address this question was a comparison of effects across 

levels of processing (i.e., Lexical Interference – Segmental Interference). Below we review 

the evidence obtained from examining the correlations of the selection effects relevant to 

each of the two questions. 

While correlations of effects were calculated and reported for both the SA and the HC 

groups, in this discussion I will focus on the results of the correlations for the SA group 

only. As discussed above, the analysis of the data from the HC group did not yield 
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statistically significant effects, which could be either due to the small sample or due to the 

task design, or both. Because of this, in combination with the low reliability values found 

for the HC group, the correlations of the effects for the HC group will not be discussed in 

detail. The fact that, numerically, the results from the two groups show very similar 

patterns, confirms the appropriateness of using the data from the SA group to test the 

hypotheses of interest. 

Question 1: Domain-Specificity of Selection Mechanism(s) 

As shown in Table 8, neither lexical interference nor segmental interference showed a 

significant correlation with the Simon interference effect for either of the two groups. 

Therefore, the results of this study provide evidence that language and non-language 

selection processes do not rely on shared mechanisms, but instead on domain-specific ones. 

The results of the current investigation are in line with the evidence provided by 

neurostimulation studies that showed a dissociation between semantic and non-semantic 

selection demands when LIFG was TMS stimulated (Whitney et al., 2011b). Certain 

predictions relating to the neural representation of selection mechanisms across domains 

follow from these results, which are discussed and investigated in the next chapter. 

Question 2: Level-Specificity of Selection Mechanism(s) 

The results (see Table 9) showed statistically significant correlations across lexical and 

segmental levels of processing in the SA group. This is the first study investigating level-

specificity in written word production, and, thus, there is no prior evidence with which to 

compare the current findings. In the spoken modality, the scarce evidence available has, in 

contrast to our results here, supported level-specificity in selection. Specifically, Nozari et 
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al. (2016)’s investigation with a group of healthy individuals showed a small and 

statistically nonsignificant correlation. Although acknowledging that caution is required 

when interpreting a null finding, the authors argued that selection in spoken word 

production may be supported by level-specific mechanisms. 

The significant correlations between Lexical and Segmental selection effects found in this 

current study could certainly be interpreted as evidence of a shared mechanism between 

the two levels of processing, contrary to Nozari et al. (2016). However, alternative 

interpretations are also viable and must be considered. A major alternative hypothesis is 

that selection at the two levels of processing is supported by distinct cognitive mechanisms 

(i.e., level-specific), but that these mechanisms are supported by neurally adjacent regions 

that are similarly damaged in the SA group. This possibility will be evaluated using neural 

data in Chapter 4. A third possibility is that damage to selection mechanisms forces SA 

individuals to use an alternative shared mechanism for selection, which is otherwise not 

used in an intact production system - a compensatory mechanism. If the extent of damage 

in the brain areas that support selection at the two levels is comparable, then this alternative 

mechanism is similarly engaged at both levels of processing. Under this hypothesis, the 

variability in selection effects in the SA group, might not only reflect the damage in the 

areas that support selection in the healthy brain, but might also reflect the efficiency of 

using this alternative mechanism and/or the level of intactness of the brain area that 

supports this alternative mechanism. The investigation of selection at the neural level in 

Chapter 4 is designed to collect more evidence to address this open question of level-

specificity. 
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Investigation of Facilitation Effects 

As shown in Table 9, the SA group showed strong negative correlations between 

facilitation and interference effects for both the Lexical and Segmental levels of processing. 

The negative correlations between interference and facilitation effects indicate that the 

higher the facilitation effect (the greater the decrease in RTs from Cycle 1 to Cycle 2), the 

higher the interference effect (the greater the difference in RTs between related and 

unrelated conditions). 

Earlier in the discussion, I highlighted the fact that both behavioral facilitation and 

behavioral interference effects that arise in the BCN task have been linked to the LIFG. 

Previous studies have argued that the top-down biasing mechanism that gives rise to the 

facilitation effects might be supported by the LIFG (Belke & Stielow, 2013). Importantly, 

in this study we also provided evidence that this top-down biasing mechanism operates not 

only in the first two cycles, but also in later cycles. At the same time a long line of research 

has shown that semantic interference effects are correlated with the integrity and the 

activity of the LIFG (Bedny et al., 2008; de Zubicaray et al., 2006; Moss et al., 2005; 

Schnur et al., 2008; Thompson-Schill et al., 1997, 1998). This commonality of the 

localization of the two types of effects, in combination with the correlation between the 

behavioral effect sizes we report in this study, as well as the evidence that even in situations 

of increased selection demands these predictive biases still have an effect (i.e., the effect 

of lag on facilitation in later cycles), raise the possibility that there might be some aspect 

of the mechanism(s) related to facilitation and interference that is shared. However, as 

discussed above, in the case of brain damaged individuals, associations in behavior cannot 

always be interpreted as evidence of shared mechanisms. Instead, there is the alternative 
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hypothesis that the association of effects arises because of similarly damaged substrates 

that support distinct mechanisms. The investigation of the neural data presented in the next 

chapter provides further evidence for testing this hypothesis. 

3.5. Summary & Conclusions 
 

The goal of this chapter was to evaluate behavioral evidence to better understand the 

specificity of selection mechanisms. Specifically, the results discussed in this chapter 

addressed two of the three questions this dissertation focuses on, namely, Question 1- 

whether the selection mechanism(s) in written word production is/are shared across 

cognitive domains, and Question 2: whether the selection mechanism(s) is/are shared 

across levels of processing in written word production? With regards to Question 1, no 

statistically significant correlation was found between the selection cost effects extracted 

from the written BCN task (i.e., language domain) and of the selection cost effects 

extracted from the Simon task (i.e., visuo-spatial domain). These results support the 

hypothesis that cognitive domains rely on distinct selection mechanisms, at least for the 

domains of written word production and visuo-spatial processing. 

With respect to Question 2, the results showed a statistically significant correlation between 

the selection cost effects extracted from the written BCN task with respect to the two levels 

of processing in written word production (i.e., lexical and segmental). While this result can 

certainly be interpreted as evidence of a shared mechanism between the two levels of 

processing, given that the relevant evidence comes from a population with brain damage, 

alternative interpretations are also possible. Specifically, as has been long pointed out in 

the Cognitive Neuropsychology literature (Shallice, 1988), associations in behavior in 

individuals with brain damage can often arise because of similarly damaged substrates that 
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support distinct mechanisms. This hypothesis will be evaluated using neural data in the 

next chapter. 

Finally, our investigation of the facilitation effects provided further support for the 

hypothesis that the facilitation effects that are consistently observed in the BCN task are at 

least not entirely due to priming, but rather, they are driven by top-down biases relating to 

the task goals. At the same time, we also showed that these facilitation effects are highly 

correlated with the interference effects at the two levels of processing. This finding, 

together with the fact that both types of behavioral effects have been previously linked to 

the integrity and the activation of the LIFG, raise the possibility that there is a shared 

component related to these effects. This point directly relates to the question of whether 

the selection mechanism(s) that support written word production is/are internal or external 

to the representational system (Question 3). Chapter 4 provides further evidence relevant 

to this question. 
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Chapter 4: Neural Evidence for Selection Mechanisms in Written 

Word Production 
 

This chapter investigates selection using neural data, specifically examining gray matter 

integrity in the same group of post-stroke aphasia individuals studied in Chapter 3. Chapter 

3 investigated selection using behavioral data and mainly addressed Questions 1 and 2. The 

investigation of the neural data presented in this chapter provides evidence relevant to all 

three questions this dissertation addresses. 

With respect to Question 1, concerning the domain-specificity of selection mechanism(s), 

the results of the behavioral data analysis indicated that separate mechanisms support the 

selection mechanism(s) in written language and visuo-spatial domains. To further examine 

this conclusion, we evaluated the prediction that, if indeed selection mechanism(s) are 

domain-specific, the interference effects in the two domains should be associated with the 

integrity of different brain areas. 

Regarding Question 2, which concerns the level-specificity of selection mechanism(s) 

across lexical and segmental levels of processing, the results of the behavioral data analysis 

showed a correlation between Lexical and Segmental Interference effects which indicates 

a shared mechanism. However, as discussed in the previous chapter, associations in 

behavior in individuals with brain damage can arise in the case in which distinct 

mechanisms are instantiated in substrates that are damaged to a similar degree. Neural data 

can be particularly useful for adjudicating between the two possibilities. If selection 

mechanism(s) are shared between the two processing levels, then Lexical and Segmental 

interference effects should show a highly similar relationship with the integrity of the same 

brain area(s)—a strong association of behavioral patterns and neural integrity measures. If, 
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on the other hand, selection mechanism(s) are separate for the two levels, then Lexical and 

Segmental interference effects should show different relationships with the integrity of 

either the same or different brain areas—strong dissociations between behavioral patterns 

and neural integrity measures. 

Finally, the analysis of the neural data, allowed us to directly address Question 3 which we 

could not do with the behavioral data. Question 3 is concerned with the locus of operation 

of the selection mechanism and specifically whether the selection mechanism(s) of the 

written word production system is/are internal or external to the representational mapping 

system. If they are internal, we predicted that the interference effects at each level of 

processing would show a relationship with the integrity of brain areas previously shown to 

support the representation system at the respective level. Specifically, for Lexical 

Interference we predicted a relationship with a region of interest (ROI) in the left inferior 

temporal gyrus previously shown to be involved with orthographic long- term memory, 

while for Segmental Interference we predicted a relationship with an ROI in the left 

posterior parietal lobe previously implicated in orthographic working memory (see Chapter 

2 for discussion). On the other hand, if selection mechanisms are external to the 

representational mapping systems, we predicted that the interference effects at the two 

levels of processing would show a relationship with the integrity of brain areas previously 

implicated in selection, such as the left inferior frontal gyrus (LIFG). 

As discussed in the previous chapter, potentially relevant to the investigation about the 

locus of operation of the selection mechanisms is the relationship between interference 

effects and facilitation effects. The correlation between the two effects, reported in the 

previous chapter, together with the fact that both types of behavioral effects have been 
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previously linked to the LIFG, raise the possibility of a shared external mechanism(s) that 

gives rise to these effects. To address this possibility, we examined the relationship of the 

facilitation effects at the two levels of processing with the integrity of, among other frontal 

regions, the LIFG. Investigating whether and the extent to which facilitation and 

interference effects are associated with same external mechanism can have important 

implications for our understanding of selection mechanisms and of other mechanisms that 

might interact with it. 

To evaluate the hypotheses discussed above (also presented in Table 10) we evaluated the 

relationship of the relevant behavioral effects with the integrity of a set of ROIs. As 

discussed in Chapter 1, the frontal lobe is good candidate region for supporting an external 

selection mechanism for word production. While several previous studies have localized 

selection in spoken language, motor (e.g., motor response selection (Di Russo et al., 2006; 

Tremblay & Small, 2011) and perceptual domains (Hazeltine et al., 2003; Zhang et al., 

2004)) in the LIFG, there is considerable variability across studies regarding the exact co-

ordinates of the ‘selection’ regions. To avoid missing a critical frontal sub- region, we 

examined the entire left frontal lobe. 
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Table 10. The hypotheses associated with each one of the questions investigated, the 

predictions that stem from these hypotheses and the specific relationships between gray 

matter integrity and selection cost effects that serve to test the predictions. Frontal ROIs = 

the ROIs of the left frontal lobe; temporal-ROI = left inferior temporal gyrus ROI 

previously implicated in orthographic long-term memory; parietal-ROI = left posterior 

parietal lobe ROI previously implicated in orthographic working memory 

Question 1: Is/Are the selection mechanism(s) in written word production shared 

across cognitive domains? 

Hypothesis Prediction Relationships Tested 

Shared selection 

mechanism(s) across 

domains 

Relationships with the same 

ROI(s) for the Lexical, 

Segmental and Simon 

interference effects 

Frontal ROIs ~ 

Segmental Interference   

 

Frontal ROIs ~ Lexical 

Interference   

 

Frontal ROIs ~ Simon 

Interference 

Separate selection 

mechanism(s) across 

domains 

Relationships with different 

ROI(s) for Lexical and 

Segmental interference 

compared to Simon Interference 

Question 2: Is/Are the selection mechanism(s) shared across levels of processing 

in written word production? 

Hypothesis Prediction Relationships Tested 

Shared selection 

mechanism(s) across 

levels of processing 

Relationships with the same 

ROI(s) for Segmental and 

Lexical Interference 

All ROIs ~ Segmental 

Interference      

 

All ROIs ~ Lexical 

Interference   
Separate selection 

mechanism(s) between 

levels of processing 

Relationships with different 

ROI(s) for Lexical and 

Segmental interference 

Question 3: Is/Are the selection mechanism(s) internal or external to the 

representational mapping network in written word production? 

Hypothesis Prediction Relationships Tested 

Internal selection 

mechanism(s) 

Relationships with the parietal-

ROI for Segmental Interference 

and with the temporal-ROI for 

Lexical Interference 

All ROIs ~ Segmental 

Interference      

 

All ROIs ~ Lexical 

Interference     External selection 

mechanism(s) 

Relationships with frontal 

ROI(s) for both Segmental and 

Lexical Interference 
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4.1. Methods 
 

4.1.1. Participants 

 
Neuroimaging data were collected from the same group of stroke-aphasia individuals, 

except for one individual with an implant that was incompatible with MRI scanning. 

Therefore, neuroimaging data were collected from a total of 18 individuals. The 

demographic characteristics of the group with 18 individuals were: 10 female individuals 

with chronic (minimum 3 years) aphasia following left hemisphere stroke, and mean age 

of 63.3 years (SD =13.3). All participants provided consent for research using procedures 

consistent with the Declaration of Helsinki and approved by the Johns Hopkins 

University’s Institutional Review Board. 

4.1.2. Image Acquisition 

 

Magnetization-prepared rapid acquisition with gradient echo (MPRAGE) structural scans 

and DTI scans were acquired on a 3T Philips Achieva MRI scanner with a 32-channel head 

coil at the FM Kirby Research Center for Functional Brain Imaging at the Johns Hopkins 

Kennedy Krieger Institute. For MPRAGE, we used a 3D inversion recovery sequence with 

the following parameters: TR/TE/TI=8.1/3.7/842ms, resolution = 1×1×1mm3, 

FOV=224x224 mm, 165 axial slices, flip angle = 8°, acquisition time = 4min and 31sec. 

Lesion Overlap 

For the stroke participants, the MPRAGE scans were first used to identify each individual’s 

lesion. For each individual, their lesion volume was extracted in MRIcron by identifying 

areas with signal abnormalities, and then warped to MNI space with Statistical Parametric 
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Mapping software (SPM, 2012). Figure 14 presents a lesion overlay map, depicting all 

participants’ lesions in MNI space. 

As is evident from the figure, the stroke participants demonstrated a range of lesions over 

the left hemisphere, with the greatest area of lesion overlap in the left perisylvian cortex. 

More specifically, the highest level of lesion overlap was in the left inferior frontal gyrus, 

the lateral precentral and postcentral gyri, the posterior portion of the superior temporal 

gyrus and the supramarginal gyrus, 

 

Figure 14. A lesion overlay map, showing all stroke participants’ lesions in MNI space. 

Colors indicate the number of participants with a lesion in a given voxel. 

 

4.1.3. Regions of Interest 

 

Structural T1-weighted scans were used to assess the integrity of the relevant gray matter 

regions. Analyses considered only the left hemisphere since previous research shows 

evidence of a strong left lateralization of orthographic processing (e.g., Buchwald & Rapp, 
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2009; Purcell et al., 2011; Rapp et al., 2015; Tsapkini & Rapp, 2010) and of selection 

mechanisms in general (Bedny et al., 2008; Hazeltine et al., 2003; Schnur et al., 2008; 

Thompson-Schill et al., 1997, 1998; Zhang et al., 2004). Specifically, we used the frontal 

lobe parcellation from the Human Brainnetome atlas (Fan et al., 2016), which divides the 

brain into 210 cortical regions, 34 of which form the frontal lobe (see Figure 15 for an 

illustration and Appendix C for a list of the 34 parcels and their anatomical/cyto-

architectonic descriptions). In addition to the 34 regions from the Human Brainnetome 

atlas, we also included the two parcels that were identified in a meta-analysis of fMRI 

written production studies by Purcell et al. (2011) to be involved with orthographic long-

term memory and orthographic working memory (as discussed in Chapter 1). The left 

inferior temporal gyrus region was found to be reliably associated with orthographic long-

term memory16, while the left posterior parietal lobe was associated with orthographic 

working memory. 

In sum, a set of 36 left hemisphere ROIs was investigated in this study: thirty-four frontal 

parcels from the Human Brainnetome atlas and two left hemisphere parcels from the 

Purcell et al. (2011) meta-analysis, one in the temporal lobe and one in the parietal lobe. 

 

 

 

 
16 As discussed in Chapter 3, orthographic long-term memory has also been associated with a region 

in the LIFG. We did not include that region as a separate parcel in the analysis, rather, this region 

was studied based on its coverage from the other frontal parcels we included in the analysis. 
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Figure 15. The 34 frontal lobe parcels included in Analysis 1, presented separately for each 

gyrus. For the anatomical/cyto-architectonic description of each parcel, see Appendix C. 

‘X’ indicates the x-coordinate in MNI space that each slice was taken from. BA = 

Brodmann; IFS = inferior frontal sulcus; IFJ = inferior frontal junction; c = caudal; cvl = 

caudal ventrolateral; d = dorsal; dl = dorsolateral; hf = head and face region; l = lateral; ll 

= lower limb; m = medial; o = orbital; op = opercular; r = rostral; t = trunk region; tl = 

tongue and larynx region; ul = upper limb; v = ventral 
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4.1.4. Calculating Gray Matter Integrity 

 

The integrity of the 36 ROIs was investigated using two masks: one mask for the 34 frontal 

parcels from the Human Brainnetome atlas and one mask with the 2 parcels from the 

Purcell et al. (2011) meta-analysis. For both masks, the parcellation of each participant’s 

brain was created in native space, to avoid gross distortions that are produced when 

normalizing lesioned brains into standard space (Gleichgerrcht et al., 2017). To achieve 

this for the stroke individuals, the enantiomorphic inverse-normalization process was 

followed, which allows for the least warping of the focally lesioned brain (Nachev et al., 

2008), and hence, for minimum distortions. Specifically, for each stroke participant, a 

lesion mask was first manually drawn on the participant’s T1-weighted image in MRIcron. 

Then, using the Clinical Toolbox (Rorden et al., 2012) in SPM12 (SPM, 2012), the lesion 

mask was used to substitute the lesion with healthy tissue from the contra-lesional 

hemisphere (Nachev et al., 2008). Using the transformation parameters from the previous 

step, the two masks with the 37 ROIs were then inverse-normalized to each participant’s 

T1-weighted scan. 

To assess the integrity of the relevant gray matter regions, we used an in-house Python 

(Van Rossum & Drake, 2003) script (with packages: ‘numpy’ (Harris et al., 2020), ‘nilearn’ 

(Abraham et al., 2014) and ‘matplotlib’ (Hunter, 2007)), to calculate for each participant 

the percentage of each ROI that overlapped with the lesion, henceforth Percentage Lesion. 

Parcels for which fewer than four individuals had substantial damage (where substantial 

damage was defined as more than 10 lesioned voxels), were removed from the analysis. In 

total, seven parcels were removed (Appendix C includes the information on which parcels 
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were removed from the analysis). The statistical analysis discussed below focused on the 

remaining 29 parcels. 

4.2. Statistical Analysis 
 

All analyses were performed in R (R Core Team, 2013), using the ‘stats’ package for the 

linear regression models. The variance inflation factor (VIF) was calculated for all models 

using the package ‘car’ (v3.1-1; Fox 2015; Fox & Monet 1992). 

4.2.1. Analysis 1: Identifying Selection-Sensitive Parcels 

 

Simple linear regression models were used separately for each of the five selection effects 

and each of the 29 parcels of interest (all model VIFs were below 3). For a given model, 

the dependent variable was the parcel’s Percentage Lesion, and the independent variable 

was the selection effect of interest. Total Lesion size and Gender were included as 

covariates. Total Lesion size was included to account for effects driven by the volume of 

the lesion rather than lesion location specifically. Larger lesions tend to overlap more with 

each other than smaller lesions. At the same time, larger lesions tend to create more severe 

deficits regardless of location. Total Lesion size is typically included to help to address this 

concern (Price et al., 2017). This imbalance can create a bias towards identifying a lesion-

behavior relationship in parcels with greater overlap across subjects, even if those parcels 

do not really have a role in the behavior investigated. Typically, regression analyses 

evaluating the relationship between brain tissue integrity and behavioral measurements 

have the behavioral measurements as the dependent variable, and the brain integrity 

measurements as the independent variable. However, in the current study, the structure of 

the regression models was reversed to be able to perform the Analysis 2 discussed below, 
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which required having multiple selection effects in a given analysis simultaneously17, and 

this could only be achieved if the selection effects were used as independent variables. 

However, to address any concerns regarding the structure of the models in Analysis 1, the 

same set of linear regression models was constructed, but with the dependent and 

independent variables reversed (i.e., behavioral measurements as the dependent variable 

and brain integrity measurements as the independent variable). As shown in Appendix E, 

the pattern of results with respect to the relationship of the integrity of the different parcels 

and the various selection effects was identical, irrespective of whether the behavioral 

measurements were used as a dependent or independent variable. 

Cluster size correction 

To evaluate the statistical significance of the set of parcels that showed a statistically 

significant relationship with a given selection effect, a Monte Carlo-based cluster 

correction was performed, separately for each of the five selection effects. The goal of this 

correction approach was to assess whether the cluster size of the parcels that showed a 

statistically significant relationship with a given selection effect was a size that could have 

been obtained by chance. To do so, we first, identified the number of parcels that showed 

a relationship with a given selection effect at a p =< 0.10. From the set of significant 

parcels, we then calculated the maximum number of adjacent parcels that surpassed this 

threshold, and used that number as the critical cluster size k. Then, the statistical 

significance of the cluster size was evaluated via Monte Carlo permutation testing, with 

 
17 The reason multiple selection effects were simultaneously included in a given analysis was to investigate 

unique associations between brain and behavior (i.e., associations that are specific to each selection effect). 
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10,000 permutations. For each permutation, the parcel labels were randomly shuffled for 

each participant and the same 30 regression models (for each of the 5 selection effects) 

were constructed. This approach allowed the observed cluster size k to be compared to a 

distribution of 10,000 chance-based cluster size values, to evaluate the statistical 

significance of the observed cluster size. 

4.2.2. Analysis 2: Evaluating Level & Type Specificity 

 

The goal of this analysis was to evaluate the localization of the effects we found in Analysis 

1 in a more fine-grained manner. Specifically, we wanted to quantify and assess the 

statistical significance of any relationship between gray matter integrity and behavioral 

selection effects that (i) is unique to either of the two levels of processing (Lexical vs 

Segmental), which addresses Question 2, and/or (ii) unique to either of the two behavioral 

effect types (Interference vs Facilitation). As discussed earlier, given that both facilitation 

and interference effects have been associated with the LIFG, if we find evidence that the 

selection mechanism is external to the representational mapping system (Question 3), it 

would be important to understand if and how this external selection mechanism relates to 

both types of behavioral effects. Analyses associated with both of these issues are 

structured similarly and will, therefore, be referred to as Level-specificity and Type-

specificity analyses. Also note that we use the term ‘unique relationship’ to refer to a 

relationship that is specific to a given processing level/effect type, over and above a 

relationship that might be shared with the alternative level/effect type.  

For these analyses we performed model comparisons using the following models, all of 

which had Percentage Lesion of a given parcel as the dependent variable: 
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Lexical model: Total Lesion + Gender + Lexical Interference + Lexical Facilitation 

Segmental Model: Total Lesion + Gender + Segmental Interference + Segmental 

Facilitation 

Interference Model: Total Lesion + Gender + Lexical Interference + Segmental 

Interference 

Facilitation Model: Total Lesion + Gender + Lexical Facilitation + Segmental 

Facilitation 

Full Model: Total Lesion + Gender + Lexical Interference + Lexical Facilitation + 

Segmental Interference + Segmental Facilitation 

 

The model comparisons allowed us to look at the change in variability explained (i.e., 

change in R2) when all four selection effects were included (i.e., Full Model) versus when 

only the two selection effects of a specific level or type were included (i.e., 

Lexical/Segmental/ Interference/Facilitation Model). This model comparison allowed us 

to (a) quantify unique variance explained by each level and type of selection effects by 

looking at the change in R2 between models, and (b) assess the statistical significance of 

the change in R2. Unique variance is defined as variance that cannot be explained by the 

selection effects at the alternative level or of the alternative type in a given comparison of 

interest. A statistically significant change in R2 (i.e., significant unique variance explained) 

would indicate that the integrity of a given parcel is associated with the level/type of the 

selection effects that are added last in the analysis. To investigate level-specificity, we 

compared the Lexical and Segmental models to the Full model18. For type-specificity, we 

compared the Interference and Facilitation models to the Full model. False Discovery Rate 

 
18 The level-specificity analysis was also done without the Facilitation effects, with similar albeit 

weaker results (see Appendix F). 
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(FDR) correction for multiple comparisons was applied across the five parcels investigated, 

separately for each of the four model comparisons 

4.3. Results 
 

4.3.1. Analysis 1 

 

Figure 16 and Table 11 presents the parcels that showed an uncorrected statistically or 

marginally statistically (i.e., p < 0.10) significant effect for each of the five selection effects 

(see Appendix D for a full list of the coefficients and p-values for all parcels and selection 

effects).  

 

Figure 16. Parcels that showed an uncorrected statistically (p < 0.05) or marginally 

statistically (p < 0.10) significant effect for at least one of the five selection effects. ‘Y’ 

indicates the y-coordinate in MNI space that each slice was taken from. BA = Brodmann 

 

For the three interference effects (Lexical, Segmental and Simon), the direction of the 

effect (i.e., the beta coefficient for the selection effects) is always negative, while for the 

two facilitation effects (Lexical and Segmental), the direction of the effect is always 

positive. The negative effect for interference indicates that the smaller the brain damage, 

the greater the interference effect. For facilitation, given that the facilitation selection 

effects are indexed with negative values (i.e., the drop in RTs from Cycle 1 to Cycle 2), 

while the percentage lesion is a positive value, the positive direction of the effect indicates 
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that the smaller the brain damage, the greater the facilitation effect (i.e., the more negative 

the value). 

Table 11. Parcels that showed an uncorrected statistically (p < 0.05) or marginally 

statistically (p < 0.10) significant effect for at least one of the five selection effects. BA = 

Brodmann; IFS = inferior frontal sulcus; IFJ = inferior frontal junction; d = dorsal; op = 

opercular; v = ventral; c = caudal; r = rostral; l = lateral; o = orbital; tl = tongue and larynx 

region; cvl = caudal ventrolateral; NS = non-statistically significant 

Gyrus 

Parcel 

Anatomical 

Description 

Lexical 

Interference 

Segmental 

Interference 

Lexical 

Facilitation 

Segmental 

Facilitation 

Simon 

Interference 

Inferior 

Frontal 

Gyrus 

BA44d NS NS NS NS 0.004 

BA44op NS NS NS NS 0.069 

BA44v NS NS NS NS 0.007 

BA45c NS NS NS NS 0.010 

BA45r 0.049 0.023 0.014 NS NS 

IFS NS NS NS NS 0.027 

Middle 

Frontal 

Gyrus 

BA9/46v NS NS NS NS 0.019 

IFJ NS NS NS NS 0.008 

Orbital 

Gyrus 

BA11l 0.084 NS 0.048 0.041 NS 

BA12/47l 0.015 NS 0.020 0.063 NS 

BA12/47o 0.071 NS 0.054 0.092 NS 

BA13 NS NS NS 0.061 NS 

Pre- 

central 

Gyrus 

BA4tl NS NS NS NS 0.013 

BA6cvl NS NS NS NS 0.005 
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Apart from Segmental Interference, the other four selection effects showed uncorrected 

statistically significant effects in at least four parcels. For each selection effect, the parcels 

that showed significant effects were adjacent to each other. In other words, for each of the 

four selection effects that showed effects in more than one parcel, that set of parcels 

actually formed a cluster of parcels. The statistical significance of these clusters of parcels 

(i.e., the probability of obtaining a set of statistically significant parcels to form a cluster 

of size k) was assessed using a cluster- correction (see above). The cluster-correction 

showed that all four clusters were at least marginally statistically significant: for Lexical 

Interference: p=0.043; Segmental Interference: p=0.031; Simon Interference: p=0.003; and 

Lexical Facilitation: p=0.057. 

4.3.2. Analysis 2 

 

Analysis 2 aimed to evaluate the localization of the effects found in Analysis 1 in a more 

fine-grained manner. Table 12 presents the variance explained (R2) by each of the models 

we used in the model comparisons and the statistical significance of the relevant 

comparisons, separately for each of the five parcels of interest, and separately for Level-

specificity (A) and Type-specificity (B). To help with the interpretation of model 

comparisons, for example, the Lexical vs Full models evaluates the unique variance 

explained by the Segmental level effects (since the Segmental effects are the effects not 

shared by the two models). 
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 Table 12. Variance explained (R2) by each of the models we used in the model 

comparisons and the p-values of the relevant comparisons. Panel (A) presents the results 

for Level-specificity (Lexical vs Segmental) and panel (B) presents the results for Type-

specificity (Interference vs Facilitation). P-values are FDR-corrected (* : p-value < 0.05; ~ 

: p-value < 0.10). 

A. Level-Specificity 

  Model R2 Model Comparison p-values 

Parcel 
Lexical 

model 

Segmental 

model 

Full 

model 

Lexical vs Full 

(Unique Segmental) 

Segmental vs Full 

(Unique Lexical) 

BA45r 0.71 0.69 0.87 0.025* 0.020* 

BA12/47o 0.49 0.47 0.43 0.740 0.780 

BA11l 0.22 0.27 0.15 0.740 0.957 

BA13 0.13 0.16 0.36 0.188 0.228 

BA12/47l 0.86 0.83 0.84 0.740 0.447 

 

B. Type-Specificity 

 Model R2 Model Comparison p-values 

Parcel 
Interference 

model 

Facilitation 

model 

Full 

model 

Interference vs Full 

(Unique Facilitation) 

Facilitation vs Full 

(Unique Interference) 

BA45r 0.74 0.78 0.87 0.050* 0.135 

BA12/47o 0.51 0.49 0.43 0.904 0.750 

BA11l 0.26 0.23 0.15 0.904 0.750 

BA13 -0.07 0.31 0.36 0.060~ 0.688 

BA12/47l 0.86 0.86 0.84 0.904 0.750 

 

Figure 17 presents the distribution of explained variance among the variables tested for 

BA45r - the only parcel that showed statistically significant effects for more than one 

selection effect - separately for levels of processing (Figure 17.A.) and types of effects 

(Figure 17.B.)19 

 
19 For the calculation of the distribution of explained variance among variables, baseline models without any 

selection effects were also used. The set of models and the results of the relevant model comparisons used to 

calculate these values are presented in Appendix F. 
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Figure 17. Distribution of variance explained by the variables tested for parcel BA45r, 

separately for (A) level-specificity (Lexical vs Segmental) and (B) type-specificity 

(Interference vs Facilitation). Shared indicates the variance that is shared by the two 

variables of interest. 

 

4.4. Discussion 
 

In this chapter, we investigated questions regarding mechanisms of selection examining 

gray matter integrity in a group of post-stroke aphasia individuals, with two distinct 

analyses. To the best of our knowledge, this is the first investigation of the neural substrates 

of selection in written word production. At the same time, no other study has studied the 

neural substrates of both interference and facilitation in selection in neither the spoken nor 

the written modality. Previous neuroimaging studies investigating selection, have focused 

on selection at the lexical level in spoken word production, and only on the interference 

effects associated with selection. 

Analysis 1 investigated the relationship between the integrity of each of the 29 parcels of 

interest with the five selection effects. All five selection effects showed uncorrected 

statistically significant effects in at least one parcel (Table 11) in the LIFG and/or left 

orbitofrontal gyrus. Crucially, for the four selection effects that showed effects in more 
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than one parcel (i.e., Lexical Interference, Lexical Facilitation, Segmental Facilitation and 

Simon Interference), each set of parcels formed a cluster (i.e., the parcels were adjacent to 

one another). Analyses showed that all four clusters of parcels were (at least marginally) 

statistically significant. 

While the absence of a cluster of parcels for Segmental Interference might be surprising, 

previous studies have provided evidence of weaker association of the LIFG with 

segmental-level effects compared to lexical-level effects. For example, Schnur et al. (2008) 

in a study in the spoken modality with neurotypical individuals showed a relationship of 

the LIFG with lexical-level interference in the absence of a relationship with segmental-

level interference (Schnur et al., 2008). Alternatively, the absence of a cluster of parcels 

for Segmental Interference effects could be related to methodological limitation of the 

study, specifically with the parcellation of the atlas we used,and/or with analyzing the data 

using a parcel-level approach, as opposed to, for example a voxel- level approach. Future 

analyses will address these possibilities. 

Importantly, Analysis 1 also allowed us to investigate the direction of the relationship 

between the extent of brain damage and selection effects. The handful of studies that have 

previously examined selection effects in aphasia have focused on comparing the 

performance between post-stroke aphasia individuals and healthy control individuals or 

between post-stroke individuals with different aphasia profiles (e.g., fluent/non-Broca vs 

non-fluent/Broca aphasia) (Biegler et al., 2008; Nozari, 2019; Schnur et al., 2006). Schnur 

et al. (2008) was the only study that investigated the correlation of damage in the LIFG and 

a behavioral measurement of selection. The measurement of selection effect they used was 

the growth of interference across cycles based on error rates, and they reported a marginal 
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positive correlation between percentage of damage in the LIFG and the growth of 

interference effect. 

The direction of the effects reported in this study shows that the greater the selection effect 

(either interference or facilitation), the smaller the percentage lesion of the parcel. In other 

words, the more intact the tissue in a given brain area, the higher the interference and 

facilitation effects. Although we examined RTs and Schnur et al. (2008) examined error 

rates, this pattern of results could be considered to be opposite to the pattern reported by 

Schnur et al. (2008). Further, the result might seem counter-intuitive, especially if we 

consider that, overall, the SA group showed higher interference and facilitation effects 

compared to the HC group. However, differences in the calculation of interference effects 

in the two studies might be relevant to understanding this discrepancy. First, Schnur et al. 

calculated the growth of interference effects, meaning the rate with which interference 

grows across cycles (independently of overall magnitude), whereas in the present study we 

calculated the average magnitude of the interference effect across cycles 2-4. 

Clearly, the two effects capture very different properties of the interference effects that 

need to be investigated in greater detail. While in the current analysis we evaluated 

interference effects based on the magnitude of the effect, which is the most widely used 

metric of interference effects in the blocked cyclic naming task literature, future analyses 

of the current data should investigate the relationship of the growth effects with the 

integrity of the parcels of interest. 

Second, contrary to Schnur et al. (2008) who indexed interference selection effects based 

on the error rates of individuals with stroke aphasia, in the current study selection effects 
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are calculated based on reaction time data. In contrast to error rates, interference effects 

based on reaction time data are reported not only for individuals with post-stroke aphasia 

but also for healthy individuals. In the context of brain damage, greater selection effects as 

calculated based on reaction time data might be indicative of a damaged system that is 

trying to perform as well as possible. In that case, it may take extra time to resolve 

competition for items in related versus unrelated pairs to provide a correct response (see 

Nozari & Hepner (2019) for a proposal on a flexible selection criterion to optimize 

processes depending on the intactness of the production system and task goals, i.e., speed 

versus accuracy). A system with less brain damage might be better equipped to adjust the 

criterion to take more time as needed, compared to a system with greater brain damage, 

which could explain the pattern of effects we report in this study. 

In what follows, I discuss the implications of the results from both Analysis 1 and Analysis 

2 with respect to the three questions of interest, including a discussion of our investigation 

of the facilitation effects under Question 3. 

Question 1: Domain-Specificity of Selection Mechanism(s) 

Given the central role that visual-spatial processing plays in written language production, 

the question of the domain-specificity of selection mechanism(s) is especially relevant for 

written as compared to, for example, spoken word production, with the hypothesis of a 

shared mechanism between the two domains being highly plausible for written word 

production. 

The current findings complement previous fMRI activation studies that have consistently 

shown a relationship between the Simon interference effect and the premotor area and the 
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dorsolateral prefrontal cortex (DLPFC; BA9 and BA46) (Kerns, 2006; Liu et al., 2004; 

Peterson et al., 2002). Particularly relevant to the current discussion is evidence implicating 

DLPFC in selection in spatial tasks. For example, Rowe et al. (2000) compared activation 

patterns in a spatial task that manipulated both maintenance as well as selection processes, 

and found a dissociation between the two types of processes, with selection processes being 

specifically related to area BA46. 

However, these areas do not overlap with the areas implicated in selection in written 

language production. These findings, thus, complement the results from the behavioral data 

analysis, that showed no evidence of a correlation between selection effects in the two 

domains, despite the central role that visual-spatial processing plays in written language 

production. Together, the behavioral and neural findings of the current study indicate that 

selection processes are domain- specific. These findings are in line with previous evidence 

of domain-specificity in selection processes provided by TMS studies, in spoken word 

production showing that stimulation of the LIFG affected selection in spoken word 

production tasks, but not in non-language tasks (Devlin et al., 2003; Whitney et al., 2011a). 

Question 2: Level-Specificity of Selection Mechanism(s) 

Evidence for the question of Level-Specificity comes both from Analysis 1, which 

investigated the neural overlap of the effects at the two levels of processing, as well as from 

Analysis 2 which assessed the unique relationship between the two behavioral effects and 

the integrity of the relevant neural parcels. Before discussing the relevant findings, it is 

important to reiterate the basic assumption Analysis 2 relies on. We assume that if in the 

neural data there is a unique relationship between extent of damage in a brain area and the 
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magnitude of a given selection effect then this can be taken as evidence for specificity of 

the cognitive mechanism that supports that level of processing. 

Analysis 1 provided evidence of a dissociation between the two levels of processing, by 

showing a statistically significant relationship between one cluster of parcels and Lexical 

Interference but not Segmental Interference. The finding in the current study, that the 

magnitude of interference in the written modality exhibited a significant relationship with 

magnitude of damage in both BA45 and BA47, is consistent with previous findings on 

Lexical interference in the spoken modality that showed increased activation in these areas 

in situations of high conflict at the lexical level during naming (de Zubicaray et al., 2006; 

Moss et al., 2005; Schnur et al., 2008). Regarding the Segmental Interference effects, only 

one parcel (BA45r) showed an uncorrected statistically significant effect, which did not 

survive the cluster size correction. While the absence of significant associations between 

Segmental Interference and a cluster of parcels in the frontal lobe could relate to 

methodological limitations (see Limitations in Chapter 5), weakness of association of 

selection effects at the segmental level and the LIFG has been reported in the past (see 

Schnur et al., 2008). 

Analysis 2 directly tested the specificity of relationships between selection effects and 

brain integrity. As a reminder, Lexical and Segmental effects were studied by combining 

Interference and Facilitation effects at each level. Therefore, by saying, for example, 

‘Lexical effects’ we mean the combination of Lexical Interference and Lexical Facilitation 

effects. Similarly, Interference and Facilitation effects were studied by combining each 

type of effect across the two levels. Therefore, by saying, for example, ‘Interference 

effects’ we mean the combination of Lexical Interference and Segmental Interference 
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effects. The results showed statistically significant unique relationships between damage 

in BA45r and both the Lexical and Segmental effects, as well as with Facilitation effects 

(see Figure 13 for the distribution of unique variance explained by the different selection 

effects). For Interference effects, the effect did not survive correction for multiple 

comparisons. In BA13 we found a marginally significant unique relationship with 

Facilitation effects. For the other parcels, no evidence of unique relationships with the 

different selection effects was found. 

Based on the assumption discussed above, the results reported in this chapter can be taken 

as evidence of a dissociation of the selection mechanisms across levels of processing. In 

other words, the results of this study provide evidence for level-specificity of selection 

processes. These results are further discussed in relation to prior investigations in the 

General Discussion (Chapter 5). 

Question 3: External vs Internal Selection Mechanism(s) 

As discussed in the Introduction, both a meta-analysis by Purcell et al. (2011) and a lesion- 

symptom mapping analysis by Rapp et al. (2015) identified areas in the left posterior 

parietal lobe and the left inferior temporal gyrus reliably associated with orthographic 

working memory and orthographic long-term memory, respectively. Orthographic working 

memory and orthographic long-term memory are thought to reflect processes involved at 

the segmental and lexical levels of written word production, respectively. Question 3 of 

this project asked whether selection mechanisms are internal or external to each level of 

processing. If selection is internal to each level, the selection effects at Lexical and the 

Segmental levels might be expected to show a relationship with the brain regions 
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previously implicated in orthographic long-term memory and orthographic working 

memory, respectively. On the other hand, if selection is supported by an external 

mechanism, no relationship between the selection effects at Lexical and the Segmental 

levels and the integrity of those areas should be found. 

The results from Analysis 1 showed no relationship between the selection effects at the 

Lexical and the Segmental levels and the integrity of the two parcels we used to index areas 

that support orthographic long-term memory and orthographic working memory. The IFG 

parcel associated with orthographic long-term memory was studied based on its coverage 

from the other frontal parcels we included in the analysis. Similar to the two posterior 

parcels, none of the frontal parcels that overlapped with this IFG orthographic long-term 

memory parcel showed a significant association with the selection effects at the Lexical 

and the Segmental levels. While we had hypothesized that the relationship of this IFG 

region with orthographic long-term memory could actually be due to its role in selection 

rather than to the storage of orthographic representations no evidence to support this 

hypothesis was found. While caution is needed when interpreting a null result, the current 

provides no evidence for selection mechanisms that are internal to the Lexical and 

Segmental levels of processing and the representational mapping process. Future analyses 

could further examine this question by investigating, the relationship of selection effects 

and the integrity of the relevant regions at the voxel-level rather than the parcel-level. This 

would address the possibility that the ROI-based analysis was too coarse-grained. 

With respect to the facilitation effects, our investigation of the facilitation effects based on 

the behavioral data in Chapter 3, provided evidence in support of the hypothesis that these 

effects could be driven (at least in part) by a top-down biasing mechanism. This mechanism 
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has been previously linked to the LIFG (Belke & Stielow, 2013; Riès et al., 2015). Since 

we found clear evidence that supported the hypothesis that the selection mechanism is 

external to the representational mapping process, and it is also related to the LIFG it was 

important to evaluate a possible relationship between top-down biasing and selection 

mechanisms. 

Analysis 2 of the neural data provided evidence of both shared and separate mechanisms 

for facilitation and interference. On the one hand, in BA45r and BA13, the magnitude of 

behavioral interference and facilitation did not explain the same variance in the gray matter 

integrity of these regions, which is evidence indicating separate mechanisms. On the other 

hand, the other three parcels that showed significant effects in Analysis 1 of the neural data 

(parcels BA12/47l, BA12/47o, and BA11), did not show evidence of a unique relationship 

with the two types of effects, consistent with a shared mechanism for facilitation and 

interference. A possible interpretation of these seemingly contradictory findings is 

provided in the General discussion. 

4.5. Summary & Conclusions 
 

The goal of this chapter was to study the mechanism(s) of selection in written word 

production using neural data. Specifically, we investigated the relationship between the 

integrity of the gray matter in the frontal lobe and in two posterior regions previously 

implicated in written word production with the behavioral selection effects of interest in a 

group of individuals with post- stroke aphasia. To this end, we performed two distinct 

analyses, which allowed us (i) to localize the brain regions that show a relationship with 

the five selection effects of interest, and (ii) provided evidence to address the three 

questions of interest. 
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For (i), the results of this analysis showed statistically significant relationships between 

clusters of parcels in the frontal lobe with four out of the five selection effects investigated 

in this study: Lexical Interference, Lexical Facilitation, Segmental Facilitation and Simon 

Interference. Segmental Interference was the only selection effect that did not show effects 

that survived cluster size correction. The clusters of parcels with statistically significant 

effects for Lexical Interference, Lexical Facilitation and Segmental Facilitation showed 

considerable overlap with one another but showed no overlap with the cluster of parcels 

that showed statistically significant effects for the non- language selection effect (i.e., 

Simon Interference). 

Regarding (ii), the implications of our findings with respect to the three questions of 

interest, we provided evidence that selection mechanisms are domain-specific, which is in 

line with the conclusion we reached with our investigation of the behavioral data in Chapter 

3. Additionally, we provided evidence that different selection mechanisms support 

selection at the two levels of processing (lexical and segmental), and that these mechanisms 

are external to the representational mapping process. Finally, by investigating the 

relationship between facilitation and interference effects, we provided evidence consistent 

with the hypothesis that a top-down biasing mechanism and the booster mechanism 

assumed by some accounts of selection might actually be the same mechanism. In the next 

chapter of this dissertation, General Discussion, I discuss the implications of these findings 

for our understanding of selection in (written) word production more generally.  
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CHAPTER 5: General Discussion 
 

The long line of research on word production allows us to confidently conclude that word 

production is a highly intricate processes, involving a mix of dynamic excitatory and 

inhibitory pressures that come from different sources and fluctuate over time, until 

selection is achieved. Thus, at any given timepoint during the word production process, the 

‘landscape’ of the network can be quite different. Therefore, it is important to understand 

that, while at a given timepoint we can observe net behavioral interference or facilitation 

effects, it does not mean that there is only one process that is active. The behavior we 

observe represents the landscape of the network at that specific timepoint and unless we 

can understand how the different processes together shape this landscape, we will not be 

able to truly understand the word production system and how an item is finally selected. 

Certain experimental designs allow us to manipulate components of the word production 

to achieve this understanding. In this study, we used the blocked cyclic naming paradigm 

and data from a group of post-stroke aphasia individuals to study this system in the context 

of amplified competition, which, in turn, increases selection demands and allows us to 

more easily tease apart the different processes that take place at the same time. This 

dissertation focuses on selection in written word production which, in spite the fact that 

written language is an integral part of our everyday life, is the most under-researched 

language domain. Specifically, this dissertation addressed three questions: 

Question 1: Is/Are the selection mechanism(s) in written word production shared 

across cognitive domains? 
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Question 2: Is/Are the selection mechanism(s) shared across levels of processing in 

written word production? 

Question 3: Is/Are the selection mechanism(s) internal or external to the 

representational mapping network in written word production? 

In the next section, I evaluate the evidence we collected to address each question separately. 

None of these questions has been directly investigated before, and we therefore collected 

evidence from multiple sources to increase the confidence in the conclusions we reach. In 

addition to evaluating the main questions of this dissertation, I discuss the prominent role 

of the left inferior frontal gyrus in selection and briefly discuss how the current findings 

inform our understanding of selection across modalities (written and spoken). Finally, I 

discuss implications of the current study for naming rehabilitation and address the need to 

evaluate our understanding of selection in naturalistic contexts, that is, outside the 

controlled experimental paradigms that are typically used, which do not necessarily reflect 

the intricate environment humans are expected to function in. 

5.1. Research Questions: Assessment of the Evidence 
 

Before discussing the evidence for each of the three questions and their implications, I want 

to emphasize an important aspect of the current study. This study was specifically designed 

to study mechanisms of selection independently of mechanisms that support the 

representation of orthographic forms. In studies with healthy individuals because both 

representation and selection processes are assumed to be intact, experimental 

manipulations designed to specifically ‘tax’ selection processes can be assumed to be 

largely effective. However, in studies with individuals with impairments, such as with 
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individuals with post-stroke aphasia, this cannot be taken for granted. In the current study, 

in order to isolate effects related to selection processes from effects related to orthographic 

representation, for each individual we identified items that they showed good performance 

on. By establishing that the representations of the items used in the experimental task were 

largely intact, we could more confidently argue that the experimental manipulation used to 

tax the selection process were largely successful. 

Question 1: Domain-Specificity of Selection Mechanism(s) 

The first question of this dissertation was concerned with whether or not selection in 

written word production is supported by domain-specific or domain-general mechanism(s). 

A domain-specific mechanism would be a mechanism that would specifically support 

selection in written language production, while a domain-general mechanism would 

support selection across different cognitive systems. For behavioral data, the predictions 

that follow from the domain-specific hypothesis is that behavioral selection effects across 

cognitive domains should be independent of one another. For neural data, while not strictly 

necessary, if selection mechanisms are domain-specific we might expect to find different 

brain areas associated with behavioral selection effects in different domains. On the other 

hand, if selection in written word production is supported by a domain- general mechanism, 

in the behavioral data, we would expect the selection effects across cognitive domains to 

be correlated with one another and, neurally, we would predict the same brain areas to 

show a relationship with behavioral selection effects across cognitive domains. 

In this study, we compared selection in written language versus selection in the domain of 

visuo- spatial processing. The results of our behavioral investigation showed no correlation 
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between the selection effects between the two domains. In the neural data, selection effects 

of both domains showed strong relationships with frontal areas of the brain, however, the 

spatial distribution of those areas was very distinct, with no overlap between them. 

Selection effects in written word production showed a relationship with the anterior 

portions of the IFG (BA45/47) and medial orbitofrontal structures (BA11/12/13), while in 

spatial processing we found a relationship with the posterior part of the IFG (BA44 and 

45) and ventral parts of the MFG (BA9 and 46), extending to the posterior parts of the 

frontal lobe, in the caudal premotor (BA6) and primary motor (BA4) cortex. 

Taken together, these findings provide strong evidence for the conclusion that selection is 

supported by domain-specific mechanisms, at least with respect to written word production 

and visuo-spatial processing. These findings complement previous results from 

neurostimulation studies, showing that TMS stimulation of the LIFG affected selection in 

language tasks, but not in non-language, perceptual tasks (Whitney et al., 2011b). While 

the convergence of the two sets of findings increases the confidence in the conclusions we 

reach, further investigations with a broader range of tasks is still needed before ruling out 

a role for at least some (other) domain-general selection processes in written word 

production. 

Question 2: Level-Specificity of Selection Mechanism(s) 

The second question we investigated asked if selection in written word production is 

supported by shared or by separate cognitive mechanism(s) at the two key levels of word 

production (i.e., level- specificity for lexical and segmental levels). If selection is shared 

by these processing levels then, for the behavioral data, we would expect a correlation of 
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behavioral effects across the tasks that target selection at these levels. On the other hand, 

if selection at different levels of processing is supported by separate cognitive mechanisms, 

then there should be no correlation of behavioral effects across tasks that target selection 

at these levels. 

Our analyses of the behavioral data revealed statistically significant correlations between 

selection effects across levels of processing. According to the predictions discussed above, 

this indicates that selection mechanisms are shared between levels of processing and that 

the same mechanism gives rise to the behavioral effects observed in tasks targeting both 

lexical and segmental selection. 

However, as discussed in Chapter 3, alternative interpretations that do not assume a shared 

mechanism can also explain the association of effects in the behavioral data. A major 

alternative hypothesis is that selection at the two levels of processing is, in fact, supported 

by distinct selection mechanisms (i.e., the mechanisms are level-specific), but these 

mechanisms are supported by neurally adjacent regions that are similarly affected by the 

neurological damage in the SA group. The examination of the neural data was therefore 

necessary to be able to distinguish between these two hypotheses. Finally, it is also possible 

that damage to areas supporting different level-specific selection mechanisms forces the 

word production system of SA individuals to use some alternative, shared mechanism for 

selection, which is otherwise not used in an intact production system. Analyses of the 

current data do not allow us to evaluate this “compensation” hypothesis. This issue is 

further discussed in the Limitations section below. 
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In terms of the neural data, Analysis 1 provided evidence of a dissociation between 

selection mechanisms associated with the two levels of processing, by showing a 

statistically significant relationship between a cluster of parcels in the inferior frontal and 

orbitofrontal regions with Lexical Interference but not with Segmental Interference. 

Analysis 2 more directly tested the level- specificity of selection effects and provided 

further evidence for level-specificity by showing that variance in both the Lexical and 

Segmental behavioral selection effects was uniquely associated with variance in the 

integrity of BA45r. 

This is the first evidence of level-specificity that has been reported with regard to selection 

processes in written word production. In the domain of spoken word production, evidence 

from studies with healthy individuals have pointed to the same direction. For example, 

Schnur et al. (2008), using the blocked cyclic naming paradigm to study spoken word 

production, provided evidence that the activation in the LIFG is associated with semantic 

interference, but not with phonological interference. Evidence from comprehension studies 

also points to a dissociation of selection mechanisms in the two levels of processing. In a 

TMS study, Gough et al. (2005) showed that, compared to no stimulation, stimulation over 

the anterior part of the LIFG selectively increased the response latencies for synonym 

judgements, but not in homophone judgments. The opposite pattern was observed when 

the posterior part of the LIFG was stimulated. The same dissociation was also reported in 

an fMRI study (Devlin et al., 2003), providing support for functionally distinct subdivisions 

of the LIFG that separately support a relationship with selection at semantic and 

phonological levels of processing. These studies have shown that more anterior parts of the 

LIFG support lexical level processing, and more posterior parts support segmental level 
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processing. In the current investigation, Lexical and Segmental Interference both showed 

a relationship with BA45r, but Lexical Interference also showed relationships with more 

anterior parts of the left frontal lobe (i.e., BA11, BA12 and BA47), thus providing further 

support for this distinction. It is possible that this discrepancy might relate to differences 

the production and the comprehension systems. However, it is also possible that a more 

fine-grained analysis of the neural data, such as a voxel-based analysis would reveal 

distinct spatial distributions of lexical and segmental selection effects within the inferior 

frontal and orbital regions that we identified to be important. 

Question 3: Internal vs External Selection Mechanism(s) 

Loci of Operation 

The final question of the current investigation asked whether selection in written word 

production is supported by mechanism(s) internal or external to the representational 

mapping network in written word production. If selection is supported by a mechanism(s) 

that is/are internal to the representational mapping process, the prediction that follows is 

that the neural areas that support the mapping processes of lexical and segmental 

representations (see Figure 1, Chapter 1), should also show a relationship with the 

corresponding behavioral selection effects. On the other hand, if selection is supported by 

a mechanism(s) that is/are external to the representational mapping networks, the 

prediction that follows is that the neural areas that support lexical- and segmental- mapping 

processes, should not show a relationship with the corresponding selection effects and that, 

instead, behavioral selection effects should be associated with the neural integrity of brain 

area(s) outside of the mapping networks. 
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To the best of our knowledge, no previous study has investigated whether selection is 

internal or external to the representational mapping process, in neither the spoken nor the 

written modality. To address this question, we investigated the relationship between the 

interference effects and the brain regions that have been previously implicated in lexical 

and segmental representation and processing in written production (Purcell et al., 2011; 

Rapp et al., 2015). Specifically, we studied one ROI in the left inferior temporal gyrus and 

one in the LIFG20 that have been associated with orthographic long-term memory, as well 

as one ROI in the posterior parietal lobe that has been associated with orthographic working 

memory, to index areas that support lexical and segmental processing, respectively. Our 

investigation showed no evidence of a relationship of lexical and segmental behavioral 

selection effects with the gray matter integrity of the brain regions previously implicated 

in orthographic long-term memory and orthographic working memory. Instead, we found 

the magnitude of lexical and segmental interference effects to be associated with the 

integrity of the left inferior frontal and orbitofrontal areas of the brain. Together, these 

results indicate that selection is supported by mechanisms external to the representational 

mapping process in written word production. However, it is important to note that this 

evidence does not rule out the existence of additional selection process that are internal to 

the representational mapping system. For example, Nozari and Novick (2017) argue that 

left inferior frontal and orbitofrontal areas of the brain only support selection in high-

conflict situations, while in low-conflict situations selection happens locally, within the 

representational system. 
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Understanding the External Mechanisms of Selection 

Our investigation of facilitation effects proved to be particularly useful in further 

understanding the external selection mechanisms discussed above. Prior studies of 

selection have mainly focused on interference effects. However, it is evident that, during 

response selection, facilitation and interference processes operate in conjunction. In 

Analysis 1 of the neural data, we showed a relationship between Lexical Facilitation and 

Lexical Interference within the same cluster of parcels (i.e., the magnitude of behavioral 

selection effects was related to the integrity of gray matter), which constitutes evidence of 

a shared mechanism that gives rise to these effects. Analysis 2 of the neural data provided 

evidence of both shared and separate mechanisms for facilitation and interference. On the 

one hand, in BA45r and BA13, the magnitude of behavioral interference and facilitation 

did not explain the same variance in the gray matter integrity of these regions, which is 

evidence indicating separate mechanisms. On the other hand, the other three parcels in 

Analysis 1 of the neural data (parcels BA12/47l, BA12/47o, and BA11), did not show 

evidence of a unique relationship with the two types of effects, consistent with a shared 

mechanism for facilitation and interference. It is, therefore, important then to try and 

understand how these mechanisms may relate to shared and distinct aspects of these 

behavioral effects. 

Evidence both from prior studies (Belke, 2008) as well as the current investigation provide 

strong evidence that facilitation effects in BCN can arise (at least in part) because of a top-

down biasing mechanism which, given the task goals and the knowledge about the items 

involved, sends additional activation to the anticipated target. On the other hand, at least 

some accounts of selection assume that biasing mechanisms are engaged during the 
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selection process. For example, the booster mechanism in Oppenheim et al. (2010) also 

functions as a type of biasing mechanism that repeatedly amplifies each item’s activation 

until a winner can be selected among the items that are already activated. While the two 

biasing mechanisms have been proposed to account for different aspects of the BCN data 

(facilitation by Belke (2008) and interference by Oppenheim et al. (2010)) both 

mechanisms serve to increase the activation level of the target, and both have been 

associated with the LIFG. Therefore, a question that follows is whether there are two 

distinct mechanisms to support two very similar biasing functions, or whether there is a 

single mechanism. The parsimonious answer to this question would be that the Oppenheim 

et al. booster mechanism and the top-down biasing mechanism may well be the same 

mechanism. 

This biasing mechanism could be understood as a cognitive control mechanism. Cognitive 

control is defined as the set of processes responsible for “appropriate adjustments in 

perceptual selection, response biasing, and the on-line maintenance of contextual 

information” (Botvinick et al., 2001, p.624). Previous research has suggested that 

prefrontal cortices exert control over posterior brain regions that store and activate 

information (Cohen & Servan-Schreiber, 1992; Miller & Cohen, 2001). Under this account, 

it is possible that the external selection/control mechanisms identified in this study support 

written word production by directly communicating with the mechanisms that support the 

storage of lexical and segmental representations. In the neural data, this would be realized 

vis white matter connections that connect the frontal regions responsible for selection with 

the brain regions previously implicated in lexical and/or segmental processing in written 

word production. 



 135 

While the above discussion addresses what might be shared between the mechanisms that 

relate to the facilitation and interference effects, we still need to also understand how they 

may be different since, in the current study, we also found evidence of unique associations 

of the two types of behavioral effects with the integrity of BA45r and/or BA13. One 

possibility is that while the same control biasing mechanism might be sending additional 

activation in the system, the need for control might be determined by distinct mechanisms. 

The engagement of cognitive control mechanisms is argued to be guided by monitoring 

systems (Botvinick et al., 2001). As discussed, the activation bias associated with 

facilitation effects in the blocked cyclic naming paradigm is argued to be motivated by 

task-goals and the knowledge of the representations involved (i.e., the items in a given 

block). On the other hand, the activation bias associated with interference effects is argued 

to be motivated by increased conflict during representational mapping. Much like in the 

attentional system, in the former case the cue to engage the bias control mechanism might 

be considered to be ‘exogenous’ to the word production system (based on determining 

probabilities of upcoming words), while in the latter case, the cue to engage the bias control 

mechanism might be considered to be ‘endogenous’ to the word production system (based 

on activation levels). Therefore, what might be different between the mechanisms, could 

be the monitoring systems that engage the control bias mechanism. 

In sum, these findings highlight that studying the different types of behavioral effects 

together adds important information that may prove to be particularly useful for our 

understanding of selection. This line of investigation also allows us to better understand 

the complex interplay of the various cognitive mechanisms involved in word production, 

such as control and monitoring. 
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5.2. Specificity of Selection in the LIFG 
 

The findings of this project ascribe a particularly important role to the LIFG, especially 

BA45r, in instantiating selection processes that operate across levels of processing in 

written word production. Importantly, while there is spatial overlap of the different effects 

in BA45r, there is evidence of unique relationships between the integrity of this area and 

behavioral selection effects at the lexical and segmental levels of processing. As a 

reminder, by the term ‘unique relationship’, we mean a relationship that is specific to a 

given processing level/type of effect, over and above a relationship that might be shared 

with the effect of the alternative level/type. But how can these unique relationships be 

interpreted? It has been previously argued that different subregions of the prefrontal cortex 

may perform very similar operations and differences between subregions are driven by the 

nature of information upon which the operation is performed (Goldman-Rakic, 1988). A 

possible interpretation would then be that the unique relationships we see in BA45r might 

reflect distinct patterns of sensitivity of this area to information from different lexical and 

segmental levels of processing, while the underlying computational process might in fact 

be the same. In other words, different regions might implement the same computation but 

differ with respect to the representations they operate over. 

With respect to the role of the LIFG across domains of cognitive processing, the findings 

of the current study showed a relationship with selection effects across both language and 

non-language domains, but in distinct regions within the LIFG. These findings support the 

existence of domain- specific selection mechanisms in anterior frontal areas, which is not 

consistent with Buckner (2003) who argued for a functional-anatomic gradient of the 

frontal lobe, with posterior frontal regions contributing to domain-specific processes and 
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more anterior regions contributing to more domain-general processes. However, one would 

want to examine additional tasks before ruling out a role for at least some (other) domain-

general selection processes in written word production. 

5.3. Selection in the Written and Spoken modalities 
 

A highly relevant issue that has not been addressed in this dissertation concerns the 

specificity of selection mechanisms across language modalities. There is a long line of 

research showing that, unsurprisingly, the spoken and written production systems interact 

(see Rastle & Brysbaert, 2006, for a relevant review of the literature). However, there is 

also many studies showing that the two systems operate independently of one another, with 

separately stored representations and mechanisms for their retrieval and working memory 

maintenance (Fischer-Baum & Rapp, 2014; Martin et al., 2020; Purcell et al., 2021; Rapp 

et al., 1997). 

With respect to selection in word production, only two studies have investigated selection 

across the two modalities in the same group of people (Breining et al., 2016; Nozari et al., 

2016). Both studies investigated selection only using behavioral data. The pattern of results 

was similar in the two modalities, with evidence for level-specific mechanisms in both 

modalities. This suggests that the structure of the cognitive mechanisms that support 

selection in the two modalities is comparable. But does this mean that these mechanisms 

are shared between the two modalities? 

Crucially, the results of the current investigation have also shown that, while in the 

behavioral data different effects can pattern similarly and can even show a strong 

correlation, it does not necessarily mean that the same neural substrates support 
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significantly correlated behavioral effects As discussed, the dissociations we see in the 

neural data indicates a dissociation of cognitive mechanisms. Therefore, whether the 

mechanism that supports selection in the two modalities is shared between them is still an 

open question, despite similarities across modalities in the behavioral data (Breining et al., 

2016; Nozari et al., 2016) and the spatial overlap of the brain areas associated with selection 

effects in the two modalities. In other words, the fact that BA45 and BA47 showed a 

relationship with Lexical Interference in written word production in the current study, and 

in spoken word production in previous studies (see Nozari, 2022 and Nozari & Thompson-

Schill, 2016, for relevant reviews of the literature) does not, in and of itself, constitute clear 

evidence of a shared mechanism. To help make this determination, future studies need to 

investigate selection in both modalities in the same group of individuals. The data from 

such studies would then have to be analyzed in a fine-grained manner (e.g., voxel-level 

analysis) to see if there are distinct sub-regions within, for example, BA45 and B47 that 

show relationships with behavioral effects in the two modalities and/or investigate whether 

patterns of damage in the two modalities account for significant unique variance in the 

behavioral effects for each of the modalities (i.e., similar to Analysis 2 of the current study). 

5.4. Implications for Rehabilitation 
 

Beyond the theoretical implications of the present study for our understanding of selection, 

there are also practical implications related to naming rehabilitation in aphasia and other 

disorders, both with respect to behavioral treatments, as well as neuromodulation 

treatments. 

With respect to behavioral treatment, naming a small set of pictures several times in a cycle 

is a major component of treatment naming in aphasia, and treatment cycles often include 
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pictures that are related in some way (Drew & Thompson, 1999; Middleton et al., 2020; 

Schuchard et al., 2020). The consistent interference effects observed in the context of 

naming items in related blocks suggest that similar interference effects might also arise in 

the context of naming treatment and can have at least two implications for rehabilitation. 

First, this can be interpreted as a suggestion that training items in related contexts should 

be avoided. However, there is solid evidence that certain forms and levels of difficulty can 

have long term positive effects on learning, a concept known as desirable difficulty (e.g., 

Bjork, 1994). Evidence in support of desirable difficulty in naming treatment specifically 

has been provided by Breining (2016) who showed that increased training interference 

(training in related vs. unrelated blocks) leads to increased long-term retention. However, 

in the current study we have shown that even during situations of increased selection 

demands, which surface as increased behavioral interference effects, an external 

mechanism biases the activation of the targets to facilitate their selection (i.e., the 

facilitation effects we see across cycles 2-4). While this facilitation may be masked by the 

increased interference effect it is important to understand how it relates to the effects of 

desirable difficulty in naming treatment. For example, it might be the case that a certain 

amount of desirable difficulty (i.e., a certain level of conflict) forces the system to send 

additional activation to the target, and this additional activation might be what turns out to 

have an effect in long-term retention. The correlation of interference and facilitation effects 

we see in this study, with higher interference effects being associated with higher 

facilitation effects, could constitute evidence in support of this hypothesis. 

Second, these results highlight the importance of selection processes in naming, 

independently of impairments at the level of representational mapping. Therefore, training 
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selection abilities may be a helpful strategy in improving naming abilities. The evidence of 

domain-specificity for selection mechanisms implies that the most effective way of 

improving selection in written word production, may be to train selection within the 

domain of written word production. While there is no exhaustive investigation of the 

domain-specificity of selection processes (e.g., there could be a cognitive domain that 

shares selection with written word language production that we have not investigated so 

far), it seems appropriate to conclude that one should not expect to improve selection in 

(written) word production by training with a task like the Simon task. 

Regarding neuromodulation interventions, the current study provided evidence that the 

inferior frontal and orbitofrontal regions support selection across levels of processing 

(lexical and segmental) and are associated with distinct behavioral effects (interference and 

facilitation). Naming interventions that involve neuromodulation can therefore target the 

brain areas identified in this study as supporting the relevant selection processes. However, 

our findings show that while some brain regions support selection across levels of 

processing and are associated with distinct biasing mechanisms (BA11l, BA12/47), the 

rostral part of BA45 showed evidence of unique relationships with the various effects. 

Thus, it would be important to assess whether stimulating areas that do or do not show 

evidence of unique relationships with these various effects has differential effects on the 

intervention efficacy. 

5.5. Selection in Naturalistic Contexts 
 

The efficiency of using the blocked cyclic naming paradigm in investigating selection has 

been shown in many studies. However, it is hard to know how well the effects we observe 

in the context of a controlled experimental task mirror effects in naturalistic contexts, also 
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referred to as the ecological validity of the task (Brunswik, 1947). There is a growing 

movement in psychology and cognitive experimental research arguing that the strict 

experimental paradigms we use do not reflect the multidimensional environments in which 

humans function in in daily life. The main argument is that the simple, interpretable 

variables we use to design our experiments could be a useful way of understanding the 

boundary conditions on of naturalistic behavior, but they might not reveal the cognitive 

states and processes that typically take place, especially in cases where participants can 

easily develop certain strategies to perform an experimental task (for discussion see 

Nastase et al., 2020). 

In the BCN paradigm, as Crowther and Martin (2014) point out, it seems hard to imagine 

what strategies might give rise to interference effects across cycles in the related versus 

unrelated context. If anything, during the BCN task, participants could be expected to learn 

to anticipate related words in the relevant blocks. Indeed, in this study we provided 

evidence for behavioral facilitation effects in later cycles as well. The question that arises 

then is how interference and facilitation effects would interact in more natural 

environments, where interference effects might not be so high due to less repetition of 

related items and facilitation effects might also not be so high because it is not easy to 

anticipate a target. Future work should try find experimental manipulations that can be 

tested in more naturalistic contexts and extend our understanding of processes like 

selection in everyday life circumstances. 

Limitations 
 
In this section I discuss certain methodological limitations of this study. First, as we have 

previously acknowledged, we had only a small group of nine healthy control individuals, 



 142 

which may have prevented us from observing strong behavioral effects and high reliability 

of selection cost effects. More data will be collected from healthy control individuals in 

the future to be able to better assess how the behavioral patterns we observe in the post-

stroke aphasia group relate to those of healthy individuals. 

Additionally, as mentioned before, the interpretation of associations in behavioral data in 

individuals with brain damage can be particularly challenging (Shallice, 1988). While an 

association can indicate a shared mechanism, it can arise when there are separate 

mechanisms supported by neurally adjacent regions that are similarly affected. We were 

able to adjudicate between these two hypotheses by investigating selection in the neural 

data. However, there is yet another possible interpretation that we could not evaluate. It is 

possible that damage in the areas that under normal circumstances support a given 

cognitive mechanism forces these individuals to use some alternative, compensatory 

mechanism for selection, which is otherwise not used in an intact system. To be able to 

evaluate this hypothesis, future neuroimaging studies with healthy individuals need to 

provide a comprehensive characterization of the neural network that supports selection 

mechanisms in written production in the intact system to understand if alternative 

mechanisms are available. 

Finally, as we have previously acknowledged, it is possible that the ROI-based analysis 

that we have used was too coarse-grained and did not allow us to observe certain 

relationships between the behavioral effects and neural integrity. This may be especially 

relevant for the frontal loci of Segmental Interference effects, as well as for evaluating the 

possibility of internal selection mechanisms within the posterior ROIs previously 

implicated in orthographic long-term memory and orthographic working memory. 
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Synopsis 
 
The work presented in this dissertation enhances our understanding of the selection 

mechanisms involved in written word production. Specifically, we investigated whether 

the selection mechanism(s) are: (1) shared across cognitive domains (language vs non-

language), (2) shared across levels of processing (lexical vs segmental), and (3) internal or 

external to the network that supports the mapping of representations across levels of 

processing. To assess selection effects, we collected behavioral data from a group of 

individuals with post-stroke aphasia and a group of aged matched healthy control 

individuals, using two experimental tasks: the written blocked cyclic naming task and the 

Simon task. Structural (gray matter) neuroimaging data were also collected for the post-

stroke aphasia group. 

The results of the data analyses undertaken provide strong evidence for domain-specific 

selection mechanism in written language production, as there was no correlation of 

behavioral effects across domains as well as no spatial overlap between the clusters of 

parcels that showed a relationship with selection effects across domains. With respect to 

levels of processing, we provided evidence that selection at the two levels is supported by 

distinct mechanisms, with the rostral part of BA45 showing unique relationships with each 

of the two levels. Regarding the locus of operation of the selection mechanisms, the 

evidence indicates that selection processes involved in written word production are 

supported by a mechanism that is external to the process of representational mapping across 

levels of processing, and that this external mechanism relies on left-hemisphere inferior 

frontal and orbitofrontal regions of the brain. Finally, we provided evidence that this 

external mechanism might share a component with a top-down biasing mechanism 
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previously implicated in word production, specifically an activation boosting component 

that sends additional activation into the system to support selection. 

Conclusions 
 
The systematic investigation of the specificity of selection mechanisms presented in this 

dissertation enhances our understanding of the written word production system, by 

showing that it relies on selection mechanisms that are specific to this system, but 

nonetheless are instantiated outside of the representational systems of each processing 

level. While the mapping processes that activate multiple items at each level every time a 

word is to be produced - thus creating a need for selection - are instantiated in left posterior 

areas, left prefrontal regions instantiate mechanisms that monitor the “conflict”, exert 

control over those posterior areas and help resolve the conflict as expeditiously as possible. 

This highlights the complex interplay of the different mechanisms involved in written word 

production, and, in selection in particular, emphasizing the need to study these mechanisms 

together in order to truly understand the intricacy of the word production system. 

 

 

 

 

 

 

 

 

 

 



 145 

References 
 
Abraham, A., Pedregosa, F., Eickenberg, M., Gervais, P., Mueller, A., Kossaifi, J., 

Gramfort, A., Thirion, B., & Varoquaux, G. (2014). Machine learning for neuroimaging 

with scikit-learn. Frontiers in Neuroinformatics, 8. 

https://www.frontiersin.org/articles/10.3389/fninf.2014.00014 

Allport, D. A. (1984). Speech production and comprehension: One lexicon or two? 

Springer. 

Anders, R., Riès, S., Van Maanen, L., & Alario, F.-X. (2017). Lesions to the left lateral 

prefrontal cortex impair decision threshold adjustment for lexical selection. Cognitive 

Neuropsychology, 34(1–2), 1–20. 

Baayen, R. H., Davidson, D. J., & Bates, D. M. (2008). Mixed-effects modeling with 

crossed random effects for subjects and items. Journal of Memory and Language, 59(4), 

390–412. 

Bates, D., & Maechler, M. (2009). Package ‘lme4’(Version 0.999375-32): Linear mixed-

effects models using S4 classes. Available (April 2011) at Http://Cran. r-Project. 

Org/Web/Packages/Lme4/Lme4. Pdf. 

Bedny, M., McGill, M., & Thompson-Schill, S. L. (2008). Semantic adaptation and 

competition during word comprehension. Cerebral Cortex, 18(11), 2574–2585. 

Belke, E. (2008). Effects of working memory load on lexical-semantic encoding in 

language production. Psychonomic Bulletin & Review, 15(2), 357–363. 

Belke, E., Meyer, A. S., & Damian, M. F. (2005). Refractory effects in picture naming as 

assessed in a semantic blocking paradigm. The Quarterly Journal of Experimental 

Psychology Section A, 58(4), 667–692. 

Belke, E., & Stielow, A. (2013). Cumulative and non-cumulative semantic interference in 

object naming: Evidence from blocked and continuous manipulations of semantic context. 

Quarterly Journal of Experimental Psychology, 66(11), 2135–2160. 

Bialystok, E., Craik, F. I. M., Klein, R., & Viswanathan, M. (2004). Bilingualism, Aging, 

and Cognitive Control: Evidence From the Simon Task. Psychology and Aging, 19, 290–

303. https://doi.org/10.1037/0882-7974.19.2.290 

Biegler, K. A., Crowther, J. E., & Martin, R. C. (2008). Consequences of an inhibition 

deficit for word production and comprehension: Evidence from the semantic blocking 

paradigm. Cognitive Neuropsychology, 25(4), 493–527. 



 146 

Botvinick, M. M., Braver, T. S., Barch, D. M., Carter, C. S., & Cohen, J. D. (2001). Conflict 

monitoring and cognitive control. Psychological Review, 108(3), 624. 

Boumaraf, A., Bekal, S., & Macoir, J. (2022). The Orthographic Ambiguity of the Arabic 

Graphic System: Evidence from a Case of Central Agraphia Affecting the Two Routes of 

Spelling. Behavioural Neurology, 2022. 

Breining. (2016). Effects of Semantic and Segmental Similarity on the Production and 

Learning of Spoken and Written Words [Doctoral Dissertation]. Johns Hopkins University. 

Breining, B., Nozari, N., & Rapp, B. (2016). Does segmental overlap help or hurt? 

Evidence from blocked cyclic naming in spoken and written production. Psychonomic 

Bulletin & Review, 23(2), 500–506. 

Breining, B., & Rapp, B. (2019). Investigating the mechanisms of written word production: 

Insights from the written blocked cyclic naming paradigm. Reading and Writing, 32(1), 

65–94. https://doi.org/10.1007/s11145-017-9742-4 

Brown, A. S. (1981). Inhibition in cued retrieval. Journal of Experimental Psychology: 

Human Learning and Memory, 7(3), 204. 

Brunswik, E. (1947). Systematic and representative design of psychological experiments; 

with results in physical and social perception. 

Buchwald, A., & Rapp, B. (2004). Rethinking the graphemic buffer? Brain and Language, 

91(1), 100–101. https://doi.org/10.1016/j.bandl.2004.06.052 

Buchwald, A., & Rapp, B. (2009). Distinctions between orthographic long-term memory 

and working memory. Cognitive Neuropsychology, 26(8), 724–751. 

Buckner, R. L. (2003). Functional–anatomic correlates of control processes in memory. 

Journal of Neuroscience, 23(10), 3999–4004. 

Buckner, R. L., Raichle, M. E., & Petersen, S. E. (1995). Dissociation of human prefrontal 

cortical areas across different speech production tasks and gender groups. Journal of 

Neurophysiology, 74(5), 2163–2173. 

Caramazza, A. (1997). How many levels of processing are there in lexical access? 

Cognitive Neuropsychology, 14(1), 177–208. 

Caramazza, A., & Miceli, G. (1990). The structure of graphemic representations. 

Cognition, 37(3), 243–297. 



 147 

Cloutman, L., Gingis, L., Newhart, M., Davis, C., Heidler-Gary, J., Crinion, J., & Hillis, 

A. E. (2009). A neural network critical for spelling. Annals of Neurology, 66(2), 249–253. 

Cohen, J. D., & Servan-Schreiber, D. (1992). Context, cortex, and dopamine: A 

connectionist approach to behavior and biology in schizophrenia. Psychological Review, 

99(1), 45. 

Crowther, J., & Martin, R. (2014). Lexical selection in the semantically blocked cyclic 

naming task: The role of cognitive control and learning. Frontiers in Human Neuroscience, 

8, 9. https://doi.org/10.3389/fnhum.2014.00009 

Damian, M. F., & Als, L. C. (2005). Long-lasting semantic context effects in the spoken 

production of object names. Journal of Experimental Psychology: Learning, Memory, and 

Cognition, 31(6), 1372. 

Damian, M. F., & Bowers, J. S. (2003). Effects of orthography on speech production in a 

form-preparation paradigm. Journal of Memory and Language, 49(1), 119–132. 

https://doi.org/10.1016/S0749-596X(03)00008-1 

Damian, M. F., Vigliocco, G., & Levelt, W. J. M. (2001). Effects of semantic context in 

the naming of pictures and words. Cognition, 81(3), B77–B86. 

https://doi.org/10.1016/S0010-0277(01)00135-4 

de Zubicaray, G., McMahon, K., Eastburn, M., & Pringle, A. (2006). Top-down influences 

on lexical selection during spoken word production: A 4T fMRI investigation of refractory 

effects in picture naming. Human Brain Mapping, 27(11), 864–873. 

Dejerine, J. (1892). Contribution a l’etude anatomoclinique et clinique des differentes 

varietes de cecite verbale. CR Hebdomadaire Des Seances et Memoires de La Societe de 

Biologie, 4, 61–90. 

Dell, G. S. (1986). A spreading-activation theory of retrieval in sentence production. 

Psychological Review, 93(3), 283. 

DeMarco, A. T., Wilson, S. M., Rising, K., Rapcsak, S. Z., & Beeson, P. M. (2017). Neural 

substrates of sublexical processing for spelling. Brain and Language, 164, 118–128. 

Devlin, J. T., Matthews, P. M., & Rushworth, M. F. (2003). Semantic processing in the left 

inferior prefrontal cortex: A combined functional magnetic resonance imaging and 

transcranial magnetic stimulation study. Journal of Cognitive Neuroscience, 15(1), 71–84. 



 148 

Di Russo, F., Taddei, F., Apnile, T., & Spinelli, D. (2006). Neural correlates of fast 

stimulus discrimination and response selection in top-level fencers. Neuroscience Letters, 

408(2), 113–118. https://doi.org/10.1016/j.neulet.2006.08.085 

Drew, R. L., & Thompson, C. K. (1999). Model-based semantic treatment for naming 

deficits in aphasia. Journal of Speech, Language, and Hearing Research, 42(4), 972–989. 

Duda, J. T., McMillan, C., Grossman, M., & Gee, J. C. (2010). Relating structural and 

functional connectivity to performance in a communication task. International Conference 

on Medical Image Computing and Computer-Assisted Intervention, 282–289. 

Fan, L., Li, H., Zhuo, J., Zhang, Y., Wang, J., Chen, L., Yang, Z., Chu, C., Xie, S., & Laird, 

A. R. (2016). The human brainnetome atlas: A new brain atlas based on connectional 

architecture. Cerebral Cortex, 26(8), 3508–3526. 

Fischer-Baum, S., & Rapp, B. (2014). The analysis of perseverations in acquired 

dysgraphia reveals the internal structure of orthographic representations. Cognitive 

Neuropsychology, ahead-of-print, 1–29. 

Fox, J. (2015). Applied regression analysis and generalized linear models. Sage 

Publications. 

Fox, J., & Monette, G. (1992). Generalized collinearity diagnostics. Journal of the 

American Statistical Association, 87(417), 178–183. 

Gitelman, D. R., Nobre, A. C., Sonty, S., Parrish, T. B., & Mesulam, M. M. (2005). 

Language network specializations: An analysis with parallel task designs and functional 

magnetic resonance imaging. NeuroImage, 26(4), 975–985. 

Glaser, Y. G., Martin, R. C., Van Dyke, J. A., Hamilton, A. C., & Tan, Y. (2013). Neural 

basis of semantic and syntactic interference in sentence comprehension. Brain and 

Language, 126(3), 314–326. 

Gold, B. T., & Buckner, R. L. (2002). Common Prefrontal Regions Coactivate with 

Dissociable Posterior Regions during Controlled Semantic and Phonological Tasks. 

Neuron, 35(4), 803–812. https://doi.org/10.1016/S0896-6273(02)00800-0 

Goldman-Rakic, P. S. (1988). Topography of cognition: Parallel distributed networks in 

primate association cortex. Annual Review of Neuroscience, 11, 137–156. 

https://doi.org/10.1146/annurev.ne.11.030188.001033 



 149 

Goodman-Schulman, R., & Caramazza, A. (1987). Patterns of dysgraphia and the 

nonlexical spelling process. Cortex; a Journal Devoted to the Study of the Nervous System 

and Behavior, 23(1), 143–148. 

Gough, P. M., Nobre, A. C., & Devlin, J. T. (2005). Dissociating Linguistic Processes in 

the Left Inferior Frontal Cortex with Transcranial Magnetic Stimulation. Journal of 

Neuroscience, 25(35), 8010–8016. https://doi.org/10.1523/JNEUROSCI.2307-05.2005 

Han, Z., Zhang, Y., Shu, H., & Bi, Y. (2007). The orthographic buffer in writing Chinese 

characters: Evidence from a dysgraphic patient. Cognitive Neuropsychology, 24(4), 431–

450. 

Harris, C. R., Millman, K. J., van der Walt, S. J., Gommers, R., Virtanen, P., Cournapeau, 

D., Wieser, E., Taylor, J., Berg, S., Smith, N. J., Kern, R., Picus, M., Hoyer, S., van 

Kerkwijk, M. H., Brett, M., Haldane, A., del Río, J. F., Wiebe, M., Peterson, P., … 

Oliphant, T. E. (2020). Array programming with NumPy. Nature, 585(7825), Article 7825. 

https://doi.org/10.1038/s41586-020-2649-2 

Hartsuiker, R. J., Pickering, M. J., & De Jong, N. H. (2005). Semantic and phonological 

context effects in speech error repair. Journal of Experimental Psychology: Learning, 

Memory, and Cognition, 31(5), 921. 

Harvey, D. Y., Wei, T., Ellmore, T. M., Hamilton, A. C., & Schnur, T. T. (2013). 

Neuropsychological evidence for the functional role of the uncinate fasciculus in semantic 

control. Neuropsychologia, 51(5), 789–801. 

https://doi.org/10.1016/j.neuropsychologia.2013.01.028 

Hazeltine, E., Bunge, S. A., Scanlon, M. D., & Gabrieli, J. D. E. (2003). Material-

dependent and material-independent selection processes in the frontal and parietal lobes: 

An event-related fMRI investigation of response competition. Neuropsychologia, 41(9), 

1208–1217. https://doi.org/10.1016/S0028-3932(03)00040-X 

Henry, M. L., Beeson, P. M., Alexander, G. E., & Rapcsak, S. Z. (2012). Written language 

impairments in primary progressive aphasia: A reflection of damage to central semantic 

and phonological processes. Journal of Cognitive Neuroscience, 24(2), 261–275. 

Henry, M. L., Beeson, P. M., Stark, A. J., & Rapcsak, S. Z. (2007). The role of left 

perisylvian cortical regions in spelling. Brain and Language, 100(1), 44–52. 

Henson, R. (2005). What can functional neuroimaging tell the experimental psychologist? 

The Quarterly Journal of Experimental Psychology Section A, 58(2), 193–233. 



 150 

Hillis, A. E., & Caramazza, A. (1991). Mechanisms for accessing lexical representations 

for output: Evidence from a category-specific semantic deficit. Brain and Language, 40(1), 

106–144. 

Hillis, A. E., Kane, A., Tuffiash, E., Beauchamp, N. J., Barker, P. B., Jacobs, M. A., & 

Wityk, R. J. (2002). Neural substrates of the cognitive processes underlying spelling: 

Evidence from MR diffusion and perfusion imaging. Aphasiology, 16(4–6), 425–438. 

Hindy, N. C., Hamilton, R., Houghtling, A. S., Coslett, H. B., & Thompson-Schill, S. L. 

(2009). Computer-mouse tracking reveals TMS disruptions of prefrontal function during 

semantic retrieval. Journal of Neurophysiology, 102(6), 3405–3413. 

Hommel, B. (1993). The relationship between stimulus processing and response selection 

in the Simon task: Evidence for a temporal overlap. Psychological Research, 55(4), 280–

290. 

Howard, D., Nickels, L., Coltheart, M., & Cole-Virtue, J. (2006). Cumulative semantic 

inhibition in picture naming: Experimental and computational studies. Cognition, 100(3), 

464–482. https://doi.org/10.1016/j.cognition.2005.02.006 

Hunter, J. D. (2007). Matplotlib: A 2D Graphics Environment. Computing in Science & 

Engineering, 9(3), 90–95. https://doi.org/10.1109/MCSE.2007.55 

Huttenlocher, J., & Kubicek, L. F. (1983). The source of relatedness effects on naming 

latency. Journal of Experimental Psychology: Learning, Memory, and Cognition, 9(3), 

486. 

Kay, J., Lesser, R., & Coltheart, M. (1996). Psycholinguistic assessments of language 

processing in aphasia (PALPA): An introduction. Aphasiology, 10(2), 159–180. 

Kerns, J. G. (2006). Anterior cingulate and prefrontal cortex activity in an FMRI study of 

trial-to-trial adjustments on the Simon task. NeuroImage, 33(1), 399–405. 

https://doi.org/10.1016/j.neuroimage.2006.06.012 

Kroll, J. F., & Stewart, E. (1994). Category interference in translation and picture naming: 

Evidence for asymmetric connections between bilingual memory representations. Journal 

of Memory and Language, 33(2), 149–174. 

Levelt, W. J., Roelofs, A., & Meyer, A. S. (1999). A theory of lexical access in speech 

production. Behavioral and Brain Sciences, 22(01), 1–38. 

Liu, X., Banich, M. T., Jacobson, B. L., & Tanabe, J. L. (2004). Common and distinct 

neural substrates of attentional control in an integrated Simon and spatial Stroop task as 



 151 

assessed by event-related fMRI. NeuroImage, 22(3), 1097–1106. 

https://doi.org/10.1016/j.neuroimage.2004.02.033 

Ludersdorfer, P., Kronbichler, M., & Wimmer, H. (2015). Accessing orthographic 

representations from speech: The role of left ventral occipitotemporal cortex in spelling. 

Human Brain Mapping, 36(4), 1393–1406. https://doi.org/10.1002/hbm.22709 

Mahon, B. Z., Costa, A., Peterson, R., Vargas, K. A., & Caramazza, A. (2007). Lexical 

selection is not by competition: A reinterpretation of semantic interference and facilitation 

effects in the picture-word interference paradigm. Journal of Experimental Psychology: 

Learning, Memory, and Cognition, 33(3), 503. 

Martin, N., Kohen, F., Kalinyak-Fliszar, M., Soveri, A., & Laine, M. (2012). Effects of 

working memory load on processing of sounds and meanings of words in aphasia. 

Aphasiology, 26(3–4), 462–493. 

Martin, R. C., Rapp, B., & Purcell, J. (2020). Domain-specific working memory: 

Perspectives from cognitive neuropsychology. In Working Memory (pp. 235–281). Oxford 

University Press. 

Mathôt, S., Schreij, D., & Theeuwes, J. (2012). OpenSesame: An open-source, graphical 

experiment builder for the social sciences. Behavior Research Methods, 44(2), 314–324. 

https://doi.org/10.3758/s13428-011-0168-7 

MATLAB, V. (2021). 9.11. 0 (R2021b). The MathWorks Inc.: Natick, MA, USA. 

Matsuo, K., Kato, C., Tanaka, S., Sugio, T., Matsuzawa, M., Inui, T., Moriya, T., Glover, 

G. H., & Nakai, T. (2001). Visual language and handwriting movement: Functional 

magnetic resonance imaging at 3 tesla during generation of ideographic characters. Brain 

Research Bulletin, 4(55), 549–554. 

McCarthy, R. A., & Kartsounis, L. D. (2000). Wobbly words: Refractory anomia with 

preserved semantics. Neurocase, 6(6), 487–497. 

McDermott, K. B., Petersen, S. E., Watson, J. M., & Ojemann, J. G. (2003). A procedure 

for identifying regions preferentially activated by attention to semantic and phonological 

relations using functional magnetic resonance imaging. Neuropsychologia, 41(3), 293–

303. 

Meyer, A. S. (1990). The time course of phonological encoding in language production: 

The encoding of successive syllables of a word. Journal of Memory and Language, 29(5), 

524–545. https://doi.org/10.1016/0749-596X(90)90050-A 



 152 

Middleton, E. L., Schuchard, J., & Rawson, K. A. (2020). A Review of the Application of 

Distributed Practice Principles to Naming Treatment in Aphasia. Topics in Language 

Disorders, 40(1), 36–53. https://doi.org/10.1097/tld.0000000000000202 

Miller, E. K., & Cohen, J. D. (2001). An integrative theory of prefrontal cortex function. 

Annual Review of Neuroscience, 24(1), 167–202. 

Moss, H. E., Abdallah, S., Fletcher, P., Bright, P., Pilgrim, L., Acres, K., & Tyler, L. K. 

(2005). Selecting Among Competing Alternatives: Selection and Retrieval in the Left 

Inferior Frontal Gyrus. Cerebral Cortex, 15(11), 1723–1735. 

https://doi.org/10.1093/cercor/bhi049 

Mostofsky, S. H., & Simmonds, D. J. (2008). Response inhibition and response selection: 

Two sides of the same coin. Journal of Cognitive Neuroscience, 20(5), 751–761. 

Nastase, S. A., Goldstein, A., & Hasson, U. (2020). Keep it real: Rethinking the primacy 

of experimental control in cognitive neuroscience. NeuroImage, 222, 117254. 

Navarrete, E., Del Prato, P., & Mahon, B. Z. (2012). Factors Determining Semantic 

Facilitation and Interference in the Cyclic Naming Paradigm. Frontiers in Psychology, 3, 

38. 

Navarrete, E., Mahon, B. Z., Lorenzoni, A., & Peressotti, F. (2016). What can Written-

Words Tell us About Lexical Retrieval in Speech Production? Frontiers in Psychology, 6, 

1982. 

Nozari, N. (2019). The dual origin of semantic errors in access deficit: Activation vs. 

inhibition deficit. Cognitive Neuropsychology, 36(1–2), 31–53. 

Nozari, N. (2022). The neural basis of word production. 

Nozari, N., Dell, G. S., & Schwartz, M. F. (2011). Is comprehension necessary for error 

detection? A conflict-based account of monitoring in speech production. Cognitive 

Psychology, 63(1), 1–33. https://doi.org/10.1016/j.cogpsych.2011.05.001 

Nozari, N., Freund, M., Breining, B., Rapp, B., & Gordon, B. (2016). Cognitive control 

during selection and repair in word production. Language, Cognition and Neuroscience, 

31(7), 886–903. 

Nozari, N., & Hepner, C. R. (2019). To select or to wait? The importance of criterion 

setting in debates of competitive lexical selection. Cognitive Neuropsychology, 36(5–6), 

193–207. 



 153 

Nozari, N., & Thompson-Schill, S. L. (2016). Left ventrolateral prefrontal cortex in 

processing of words and sentences. In Neurobiology of language (pp. 569–584). Elsevier. 

Nugiel, T., Alm, K. H., & Olson, I. R. (2016). Individual differences in white matter 

microstructure predict semantic control. Cognitive, Affective, & Behavioral Neuroscience, 

16(6), 1003–1016. https://doi.org/10.3758/s13415-016-0448-x 

Obermeyer, J., Schlesinger, J., & Martin, N. (2020). Evaluating the Contribution of 

Executive Functions to Language Tasks in Cognitively Demanding Contexts. American 

Journal of Speech-Language Pathology, 29(1S), 463–473. 

Omura, K., Tsukamoto, T., Kotani, Y., Ohgami, Y., & Yoshikawa, K. (2004). Neural 

correlates of phoneme-to-grapheme conversion. Neuroreport, 15(6), 949–953. 

Oppenheim, G. M., Dell, G. S., & Schwartz, M. F. (2010). The dark side of incremental 

learning: A model of cumulative semantic interference during lexical access in speech 

production. Cognition, 114(2), 227–252. 

Oppenheim, G. M., & Nozari, N. (2021). Behavioral interference or facilitation does not 

distinguish between competitive and noncompetitive accounts of lexical selection in word 

production. Proceedings of the Annual Meeting of the Cognitive Science Society, 43(43). 

Patterson, K. (1986). Lexical but nonsemantic spelling? Cognitive Neuropsychology, 3(3), 

341–367. 

Paulesu, E., Goldacre, B., Scifo, P., Cappa, S. F., Gilardi, M. C., Castiglioni, I., Perani, D., 

& Fazio, F. (1997). Functional heterogeneity of left inferior frontal cortex as revealed by 

fMRI. Neuroreport, 8(8), 2011–2016. 

Peterson, B. S., Kane, M. J., Alexander, G. M., Lacadie, C., Skudlarski, P., Leung, H.-C., 

May, J., & Gore, J. C. (2002). An event-related functional MRI study comparing 

interference effects in the Simon and Stroop tasks. Cognitive Brain Research, 13(3), 427–

440. 

Philipose, L. E., Gottesman, R. F., Newhart, M., Kleinman, J. T., Herskovits, E. H., 

Pawlak, M. A., Marsh, E. B., Davis, C., Heidler-Gary, J., & Hillis, A. E. (2007). Neural 

regions essential for reading and spelling of words and pseudowords. Annals of Neurology, 

62(5), 481–492. 

Planton, S., Jucla, M., Roux, F. E., & Demonet, J. F. (2013). The “handwriting brain”: A 

meta-analysis of neuroimaging studies of motor versus orthographic processes. Cortex; a 

Journal Devoted to the Study of the Nervous System and Behavior, 49(10), 2772–2787. 



 154 

Poldrack, R. A., Wagner, A. D., Prull, M. W., Desmond, J. E., Glover, G. H., & Gabrieli, 

J. D. (1999). Functional specialization for semantic and phonological processing in the left 

inferior prefrontal cortex. Neuroimage, 10(1), 15–35. 

Price, C. J., Hope, T. M., & Seghier, M. L. (2017). Ten problems and solutions when 

predicting individual outcome from lesion site after stroke. Neuroimage, 145, 200–208. 

Purcell, J. J., Shea, J., & Rapp, B. (2014). Beyond the visual word form area: The 

orthography–semantics interface in spelling and reading. Cognitive Neuropsychology, 

ahead-of-print, 1–29. 

Purcell, J. J., Turkeltaub, P. E., Eden, G. F., & Rapp, B. (2011). Examining the central and 

peripheral processes of written word production through meta-analysis. Frontiers in 

Psychology, 2, 239. 

Purcell, J., Rapp, B., & Martin, R. C. (2021). Distinct Neural Substrates Support 

Phonological and Orthographic Working Memory: Implications for Theories of Working 

Memory. Frontiers in Neurology, 12. 

https://www.frontiersin.org/articles/10.3389/fneur.2021.681141 

R Core Team. (2013). R: A language and environment for statistical computing. R 

Foundation for Statistical Computing. http://www.R-project.org/ 

Rapcsak, S. Z., & Beeson, P. M. (2004). The role of left posterior inferior temporal cortex 

in spelling. Neurology, 62(12), 2221–2229. 

Rapp, B., Benzing, L., & Caramazza, A. (1997). The Autonomy of Lexical Orthography. 

Cognitive Neuropsychology, 14(1), 71–104. https://doi.org/10.1080/026432997381628 

Rapp, B., & Dufor, O. (2011). The neurotopography of written word production: An FMRI 

investigation of the distribution of sensitivity to length and frequency. Journal of Cognitive 

Neuroscience, 23(12), 4067–4081. 

Rapp, B., & Fischer-Baum, S. (2015). Uncovering the cognitive architecture of spelling. 

In The Handbook of Adult Language Disorders (2nd ed., pp. 59–86). Psychology Press. 

Rapp, B., & Goldrick, M. (2000). Discreteness and Interactivity in Spoken Word 

Production. Psychological Review, 107(3), 460–499. 

Rapp, B., & Lipka, K. (2011). The literate brain: The relationship between spelling and 

reading. Journal of Cognitive Neuroscience, 23(5), 1180–1197. 



 155 

Rapp, B., Purcell, J., Hillis, A. E., Capasso, R., & Miceli, G. (2015a). Neural bases of 

orthographic long-term memory and working memory in dysgraphia. Brain, 139(2), 588–

604. 

Rapp, B., Purcell, J., Hillis, A. E., Capasso, R., & Miceli, G. (2015b). Neural bases of 

orthographic long-term memory and working memory in dysgraphia. Brain, 139(2), 588–

604. 

Rastle, K., & Brysbaert, M. (2006). Masked phonological priming effects in English: Are 

they real? Do they matter? Cognitive Psychology, 53(2), 97–145. 

https://doi.org/10.1016/j.cogpsych.2006.01.002 

Riès, S. K., Karzmark, C. R., Navarrete, E., Knight, R. T., & Dronkers, N. F. (2015). 

Specifying the role of the left prefrontal cortex in word selection. Brain and Language, 

149, 135–147. https://doi.org/10.1016/j.bandl.2015.07.007 

Roelofs, A. (1992). A spreading-activation theory of lemma retrieval in speaking. 

Cognition, 42(1–3), 107–142. 

Roelofs, A. (1996). Serial order in planning the production of successive morphemes of a 

word. Journal of Memory and Language, 35(6), 854–876. 

Rowe, J. B., Toni, I., Josephs, O., Frackowiak, R. S. J., & Passingham, R. E. (2000a). The 

Prefrontal Cortex: Response Selection or Maintenance Within Working Memory? Science, 

288(5471), 1656–1660. https://doi.org/10.1126/science.288.5471.1656 

Rowe, J. B., Toni, I., Josephs, O., Frackowiak, R. S., & Passingham, R. E. (2000b). The 

prefrontal cortex: Response selection or maintenance within working memory? Science, 

288(5471), 1656–1660. 

Sahin, N. T., Pinker, S., Cash, S. S., Schomer, D., & Halgren, E. (2009). Sequential 

processing of lexical, grammatical, and phonological information within Broca’s area. 

Science, 326(5951), 445–449. 

Schiller, N. O., & Meyer, A. S. (2005). Phonetics and Phonology in Language 

Comprehension and Production: Differences and Similarities. Phonetica, 62(1), 55–58. 

Schnur, T. T., Schwartz, M. F., Brecher, A., & Hodgson, C. (2006). Semantic interference 

during blocked-cyclic naming: Evidence from aphasia. Journal of Memory and Language, 

54(2), 199–227. 

Schnur, T. T., Schwartz, M. F., Kimberg, D. Y., Hirshorn, E., Coslett, H. B., & Thompson-

Schill, S. L. (2008). Localizing interference during naming: Convergent neuroimaging and 



 156 

neuropsychological evidence for the function of Broca’s area. Proceedings of the National 

Academy of Sciences, pnas-0805874106. 

Schuchard, J., Rawson, K. A., & Middleton, E. L. (2020). Effects of distributed practice 

and criterion level on word retrieval in aphasia. Cognition, 198, 104216. 

https://doi.org/10.1016/j.cognition.2020.104216 

Shallice, T. (1988). From neuropsychology to mental structure. Cambridge University 

Press. 

Shivde, G., & Thompson-Schill, S. L. (2004). Dissociating semantic and phonological 

maintenance using fMRI. Cognitive, Affective, & Behavioral Neuroscience, 4(1), 10–19. 

Simon, J. R., & Rudell, A. P. (1967). Auditory SR compatibility: The effect of an irrelevant 

cue on information processing. Journal of Applied Psychology, 51(3), 300. 

Sperber, R. D., McCauley, C., Ragain, R. D., & Weil, C. M. (1979). Semantic priming 

effects on picture and word processing. Memory & Cognition, 7(5), 339–345. 

Tainturier, M.-J., & Rapp, B. (2001). The spelling process. The Handbook of Cognitive 

Neuropsychology: What Deficits Reveal about the Human Mind, 263–289. 

Thompson, C. K., Lukic, S., King, M. C., Mesulam, M. M., & Weintraub, S. (2012). Verb 

and noun deficits in stroke-induced and primary progressive aphasia: The Northwestern 

Naming Battery. Aphasiology, 26(5), 632–655. 

Thompson-Schill, S. L., D’Esposito, M., Aguirre, G. K., & Farah, M. J. (1997). Role of 

left inferior prefrontal cortex in retrieval of semantic knowledge: A reevaluation. 

Proceedings of the National Academy of Sciences, 94(26), 14792–14797. 

Thompson-Schill, S. L., Swick, D., Farah, M. J., D’Esposito, M., Kan, I. P., & Knight, R. 

T. (1998). Verb generation in patients with focal frontal lesions: A neuropsychological test 

of neuroimaging findings. Proceedings of the National Academy of Sciences, 95(26), 

15855–15860. 

Tremblay, P., & Small, S. (2011). Motor Response Selection in Overt Sentence Production: 

A Functional MRI Study. Frontiers in Psychology, 2. 

https://www.frontiersin.org/articles/10.3389/fpsyg.2011.00253 

Tsapkini, K., & Rapp, B. (2010). The orthography-specific functions of the left fusiform 

gyrus: Evidence of modality and category specificity. Cortex, 46(2), 185–205. 



 157 

Ursachi, G., Horodnic, I. A., & Zait, A. (2015). How reliable are measurement scales? 

External factors with indirect influence on reliability estimators. Procedia Economics and 

Finance, 20, 679–686. 

Van der Lubbe, R. H., & Verleger, R. (2002). Aging and the Simon task. Psychophysiology, 

39(1), 100–110. 

Van Rossum, G., & Drake, F. L. (2003). Python language reference manual. Network 

Theory United Kingdom. 

Vigliocco, G., Vinson, D. P., Damian, M. F., & Levelt, W. (2002). Semantic distance 

effects on object and action naming. Cognition, 85(3), B61-b69. 

Vitkovitch, M., & Humphreys, G. W. (1991). Perseverant responding in speeded naming 

of pictures: It’s in the links. Journal of Experimental Psychology: Learning, Memory, and 

Cognition, 17(4), 664. 

Vitkovitch, M., Humphreys, G. W., & Lloyd-Jones, T. J. (1993). On naming a giraffe a 

zebra: Picture naming errors across different object categories. Journal of Experimental 

Psychology: Learning, Memory, and Cognition, 19(2), 243. 

Vuong, L. C., & Martin, R. C. (2011). LIFG-based attentional control and the resolution 

of lexical ambiguities in sentence context. Brain and Language, 116(1), 22–32. 

https://doi.org/10.1016/j.bandl.2010.09.012 

Whitney, C., Kirk, M., O’Sullivan, J., Lambon Ralph, M. A., & Jefferies, E. (2011a). The 

neural organization of semantic control: TMS evidence for a distributed network in left 

inferior frontal and posterior middle temporal gyrus. Cerebral Cortex, 21(5), 1066–1075. 

Whitney, C., Kirk, M., O’Sullivan, J., Lambon Ralph, M. A., & Jefferies, E. (2011b). 

Executive Semantic Processing Is Underpinned by a Large-scale Neural Network: 

Revealing the Contribution of Left Prefrontal, Posterior Temporal, and Parietal Cortex to 

Controlled Retrieval and Selection Using TMS. Journal of Cognitive Neuroscience, 24(1), 

133–147. https://doi.org/10.1162/jocn_a_00123 

Wilshire, C. E., & McCarthy, R. A. (2002). Evidence for a context-sensitive word retrieval 

disorder in a case of nonfluent aphasia. Cognitive Neuropsychology, 19(2), 165–186. 

Zhang, J. X., Feng, C.-M., Fox, P. T., Gao, J.-H., & Tan, L. H. (2004). Is left inferior frontal 

gyrus a general mechanism for selection? NeuroImage, 23(2), 596–603. 

https://doi.org/10.1016/j.neuroimage.2004.06.006 

 



 158 

Appendix 
 
Appendix A 

 

Demographic information for both the stroke-aphasia individuals (1) and healthy control 

individuals (2), as well as scores on Subtest 54, ‘Picture Naming by Frequency’ of the 

Psycholinguistic Assessments of Language Processing in Aphasia (PALPA) (Kay et al., 

1996) and Subtest 3, ‘Noun Naming’ from the Northwestern Naming Battery (NNB) 

(Thompson et al., 2012) for the stroke-aphasia individuals only, evaluating confrontation 

naming in the written and spoken modalities, respectively. Confrontation naming abilities 

for the healthy control individuals were not assessed as they were expected to perform at 

ceiling.  

Scores for PALPA Subtest 54 (PALPA54) represent the average accuracy across all 40 

items, as well as the average accuracy across the 20 high frequency (HF) and 20 low 

frequency (LF) items. NA= no available data 
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1. Stroke-Aphasia Group 

 

 

No Subject Age Gender Education 

(years) 

Premorbid 

Handedness 

1 AEF 64 F 16 R 

2 CGS 65 F 18 R 

3 DKM 50 M 18 R 

4 EBL 35 F 16 R 

5 ESG 68 M 16 L 

6 FCE 69 M 12 R 

7 GWL 51 M 18 R 

8 JCE 64 F 15 L 

9 JGL 79 F 16 R 

10 KST 70 M 14 R 

11 KSY 64 F 18 R 

12 PKS 77 M 17 R 

13 PMR 75 F 16 R 

14 RBM 67 F 16 L 

15 RHH 50 M 16 R 

16 RHN 84 F 18 L 

17 TDS 45 F 18 R 

18 THD 74 M 18 R 

19 TTR 52 F 16 R 
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No Subject PALPA54 PALPA54 

HF 

PALPA54 

LF 

NNB 

1 AEF 0.73 0.85 0.6 0.84 

2 CGS 0.93 1 0.85 0.94 

3 DKM 0.78 0.8 0.75 0.94 

4 EBL 0.38 0.55 0.2 0.88 

5 ESG 0.15 0.25 0.05 0.78 

6 FCE 0.75 0.9 0.6 0.94 

7 GWL 0.58 0.6 0.55 0.32 

8 JCE 1 1 1 1 

9 JGL 0.78 0.95 0.6 0.4 

10 KST 0.8 0.9 0.7 0.56 

11 KSY NA NA NA NA 

12 PKS 0.98 1 0.95 0.94 

13 PMR 0.93 1 0.85 0.96 

14 RBM 0.63 0.7 0.55 0.28 

15 RHH 0.98 1 0.95 0.96 

16 RHN 0.9 0.95 0.85 0.98 

17 TDS 0.93 1 0.85 1 

18 THD 0.78 0.75 0.8 0.78 

19 TTR 0.63 0.45 0.8 NA 

 

 

 

2. Healthy Control Group 

 
No Subject Age Gender Education 

(years) 

1 CMA 52 F 18 

2 JFN 61 F 22 

3 LFL 56 F 18 

4 MBI 61 F 18 

5 NLN 67 M 18 

6 PCY 75 F 18 

7 RSN 52 M 16 

8 SWE 58 F 18 

9 TSS 65 M 13 
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Appendix B 

 

Detailed results of the Linear Mixed Effects Models (LMEMs) reported in Chapter 3, on 

the analysis of the behavioral data. 

 

 

Appendix B-1: Results of the group-specific LMEM analyses for the Interference effects 

across all cycles, separately for the Lexical and Segmental conditions. 

a. Stroke Aphasia Group  

Lexical 

Predictors Estimates CI Statistic p 

(Intercept) 7.33 7.22 – 7.43 146.56 <0.001 

Relatedness 0.01 0.00 – 0.03 2.49 0.019 

Hand Intactness 0.00 -0.00 – 0.01 0.85 0.393 

Switch/Repeat 0.06 -0.03 – 0.15 1.43 0.173 

Frequency 0.00 -0.00 – 0.00 0.59 0.559 

Length 0.01 -0.01 – 0.02 0.95 0.350 

Age 0.00 -0.01 – 0.01 0.46 0.652 

Gender -0.00 -0.09 – 0.08 -0.07 0.945 

N item 40 

N Subject 19 

Marginal R2 / Conditional R2 0.048 / 0.721 
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Segmental 

Predictors Estimates CI Statistic p 

(Intercept) 7.31 7.21 – 7.41 158.03 <0.001 

Relatedness 0.01 0.00 – 0.03 2.43 0.023 

Hand Intactness -0.00 -0.01 – 0.01 -0.21 0.836 

Switch/Repeat 0.13 0.03 – 0.23 2.66 0.018 

Frequency -0.00 -0.00 – 0.00 -0.19 0.854 

Length 0.01 -0.00 – 0.03 1.72 0.098 

Age 0.00 -0.00 – 0.01 1.28 0.220 

Gender 0.02 -0.08 – 0.11 0.38 0.709 

N item 38 

N Subject 19 

Marginal R2 / Conditional R2 0.207 / 0.773 

 

b. Healthy Control Group 

Lexical 

Predictors Estimates CI Statistic p 

(Intercept) 7.06 6.96 – 7.17 158.18 <0.001 

Relatedness 0.01 -0.01 – 0.02 0.97 0.345 

Switch/Repeat -0.00 -0.01 – 0.00 -0.70 0.482 

Frequency -0.00 -0.00 – 0.00 -1.58 0.126 

Length 0.01 -0.00 – 0.02 1.46 0.158 

Age 0.00 -0.01 – 0.02 0.89 0.408 

Gender 0.00 -0.09 – 0.10 0.12 0.906 

N item 28 

N Subject 9 

Marginal R2 / Conditional R2 0.109 / NA 
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Segmental 

Predictors Estimates CI Statistic p 

(Intercept) 7.06 6.94 – 7.18 146.71 <0.001 

Relatedness 0.00 -0.01 – 0.01 0.61 0.551 

Switch/Repeat -0.00 -0.01 – 0.00 -0.94 0.346 

Frequency -0.00 -0.00 – 0.00 -0.97 0.341 

Length 0.01 -0.00 – 0.03 1.47 0.160 

Age 0.01 -0.01 – 0.02 1.23 0.263 

Gender -0.00 -0.12 – 0.11 -0.06 0.956 

N item 26 

N Subject 9 

Marginal R2 / Conditional R2 0.241 / NA 
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Appendix B-2: Results of the LMEM with both groups and the group-specific LMEM 

analyses for the Interference effects for Cycles 2-4. 

a. Both Groups 

Lexical 

Predictors Estimates CI Statistic p 

(Intercept) 7.23 7.13 – 7.32 161.57 <0.001 

Relatedness 0.01 0.00 – 0.02 2.67 0.012 

Switch/Repeat 0.01 -0.00 – 0.01 1.69 0.091 

Frequency -0.00 -0.00 – 0.00 -0.46 0.648 

Length 0.01 -0.00 – 0.03 1.88 0.068 

Age 0.00 -0.00 – 0.01 0.87 0.393 

Gender 0.00 -0.07 – 0.07 0.08 0.938 

Group 0.09 -0.00 – 0.18 2.04 0.053 

Hand Intactness 0.07 -0.02 – 0.15 1.68 0.107 

Relatedness X Group 0.00 -0.00 – 0.01 1.03 0.311 

Switch/Repeat X Group 0.00 -0.00 – 0.01 0.72 0.470 

Frequency X Group 0.00 0.00 – 0.00 2.05 0.041 

Length X Group -0.00 -0.01 – 0.00 -1.00 0.319 

Age X Group -0.00 -0.01 – 0.01 -0.46 0.651 

Gender X Group -0.00 -0.07 – 0.07 -0.08 0.940 

N item 39 

N Subject 28 

Marginal R2 / Conditional R2 0.531 / NA 
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Segmental 

Predictors Estimates CI Statistic p 

(Intercept) 7.25 7.16 – 7.34 166.00 <0.001 

Relatedness 0.01 -0.00 – 0.02 2.00 0.057 

Switch/Repeat 0.00 -0.00 – 0.01 1.40 0.161 

Frequency -0.00 -0.00 – 0.00 -1.84 0.067 

Length 0.01 -0.00 – 0.02 1.54 0.138 

Age 0.01 -0.00 – 0.02 1.52 0.144 

Gender 0.01 -0.07 – 0.08 0.15 0.884 

Group 0.05 -0.04 – 0.14 1.19 0.245 

Hand Intactness 0.13 0.04 – 0.22 3.02 0.007 

Relatedness X Group 0.00 -0.01 – 0.01 0.86 0.398 

Switch/Repeat X Group 0.00 -0.00 – 0.01 0.81 0.416 

Frequency X Group 0.00 -0.00 – 0.00 1.23 0.218 

Length X Group 0.00 -0.01 – 0.01 0.64 0.519 

Age X Group -0.00 -0.01 – 0.01 -0.24 0.815 

Gender X Group 0.01 -0.06 – 0.09 0.36 0.725 

N item 38 

N Subject 28 

Marginal R2 / Conditional R2 0.340 / 0.801 
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b. Stroke Aphasia Group 

Lexical 

 

Predictors Estimates CI Statistic p 

(Intercept) 7.32 7.21 – 7.42 150.19 <0.001 

Relatedness 0.02 0.00 – 0.03 2.93 0.008 

Hand Intactness 0.01 -0.00 – 0.02 1.82 0.070 

Switch/Repeat 0.07 -0.03 – 0.16 1.56 0.139 

Frequency 0.00 -0.00 – 0.00 1.83 0.071 

Length 0.01 -0.01 – 0.03 1.02 0.313 

Age 0.00 -0.01 – 0.01 0.52 0.609 

Gender -0.00 -0.09 – 0.09 -0.01 0.993 

N item 39 

N Subject 19 

Marginal R2 / Conditional R2 0.197 / NA 
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Segmental 

 

Predictors Estimates CI Statistic p 

(Intercept) 7.31 7.21 – 7.40 164.02 <0.001 

Relatedness 0.02 0.00 – 0.03 2.31 0.031 

Hand Intactness 0.01 -0.00 – 0.01 1.61 0.108 

Switch/Repeat 0.13 0.03 – 0.22 2.84 0.013 

Frequency -0.00 -0.00 – 0.00 -0.23 0.821 

Length 0.01 -0.00 – 0.03 1.57 0.129 

Age 0.01 -0.00 – 0.01 1.59 0.133 

Gender 0.02 -0.07 – 0.11 0.40 0.692 

N item 38 

N Subject 19 

Marginal R2 / Conditional R2 0.225 / 0.777 

 

c. Healthy Control Group 

Lexical 

Predictors Estimates CI Statistic p 

(Intercept) 7.06 6.96 – 7.17 156.98 <0.001 

Relatedness 0.01 -0.00 – 0.02 1.37 0.187 

Switch/Repeat 0.00 -0.00 – 0.01 0.92 0.358 

Frequency -0.00 -0.00 – 0.00 -1.92 0.067 

Length 0.01 -0.00 – 0.03 1.61 0.120 

Age 0.01 -0.01 – 0.02 1.08 0.318 

Gender 0.00 -0.09 – 0.10 0.06 0.953 

N item 28 

N Subject 9 

Marginal R2 / Conditional R2 0.165 / NA 
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Segmental 

Predictors Estimates CI Statistic p 

(Intercept) 7.06 6.94 – 7.18 145.31 <0.001 

Relatedness 0.00 -0.01 – 0.01 0.07 0.943 

Switch/Repeat 0.00 -0.01 – 0.01 0.48 0.634 

Frequency -0.00 -0.00 – 0.00 -0.77 0.451 

Length 0.01 -0.01 – 0.02 0.90 0.382 

Age 0.01 -0.01 – 0.02 1.16 0.292 

Gender -0.01 -0.13 – 0.11 -0.13 0.898 

N item 26 

N Subject 9 

Marginal R2 / Conditional R2 0.219 / NA 
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Appendix B-3: Results of the group-specific LMEM analyses for the Facilitation effects 

for Cycles 1-2. 

a. Stroke Aphasia Group 

Lexical 

Predictors Estimates CI Statistic p 

(Intercept) 7.35 7.24 – 7.46 139.69 <0.001 

Cycle -0.02 -0.04 – -0.01 -3.89 <0.001 

Hand Intactness 0.12 0.00 – 0.24 2.17 0.047 

Switch/Repeat 0.01 -0.00 – 0.03 1.52 0.129 

Frequency -0.00 -0.00 – 0.00 -0.26 0.799 

Length 0.01 -0.01 – 0.03 1.22 0.231 

Age 0.00 -0.00 – 0.01 1.11 0.285 

Gender 0.01 -0.10 – 0.12 0.22 0.832 

N item 39 

N Subject 19 

Marginal R2 / Conditional R2 0.395 / NA 
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Segmental 

Predictors Estimates CI Statistic p 

(Intercept) 7.33 7.22 – 7.44 144.63 <0.001 

Cycle -0.02 -0.04 – -0.01 -2.85 0.009 

Hand Intactness 0.11 0.02 – 0.20 2.73 0.016 

Switch/Repeat 0.01 -0.01 – 0.02 1.14 0.255 

Frequency -0.00 -0.00 – 0.00 -0.80 0.436 

Length 0.01 -0.01 – 0.03 1.23 0.232 

Age 0.00 -0.00 – 0.01 1.54 0.147 

Gender 0.04 -0.04 – 0.13 1.15 0.267 

N item 37 

N Subject 19 

Marginal R2 / Conditional R2 0.167 / 0.799 

 

b. Healthy Control Group 

Lexical 

Predictors Estimates CI Statistic p 

(Intercept) 7.09 6.98 – 7.20 159.54 <0.001 

Cycle -0.03 -0.04 – -0.02 -5.39 <0.001 

Switch/Repeat 0.01 -0.00 – 0.03 1.78 0.077 

Frequency -0.00 -0.00 – 0.00 -1.17 0.256 

Length 0.01 -0.01 – 0.02 1.10 0.284 

Age 0.01 -0.01 – 0.02 1.42 0.207 

Gender -0.00 -0.11 – 0.11 -0.02 0.984 

N item 28 

N Subject 9 

Marginal R2 / Conditional R2 0.312 / NA 
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Segmental 

Predictors Estimates CI Statistic p 

(Intercept) 7.07 6.96 – 7.18 151.81 <0.001 

Cycle -0.02 -0.03 – -0.01 -3.05 0.004 

Switch/Repeat 0.01 -0.01 – 0.02 0.78 0.437 

Frequency -0.00 -0.00 – 0.00 -1.78 0.088 

Length 0.01 -0.01 – 0.03 1.44 0.167 

Age 0.00 -0.01 – 0.02 0.77 0.468 

Gender 0.01 -0.10 – 0.11 0.13 0.898 

N item 26 

N Subject 9 

Marginal R2 / Conditional R2 0.131 / NA 
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Appendix B-4: Results of the group-specific LMEM analyses for the Facilitation effects 

for the effect of Lag on Facilitation effects in Cycle 2 only. 

a. Stroke Aphasia Group 

Lexical 

Predictors Estimates CI Statistic p 

(Intercept) -4.140 -160.371 – 152.091 -0.057 0.956 

Lag -29.743 -117.446 – 57.961 -0.731 0.477 

Frequency 0.941 0.156 – 1.726 2.366 0.019 

Length 12.553 -41.228 – 66.334 0.461 0.645 

Age -0.510 -3.777 – 2.758 -0.310 0.757 

Gender -5.169 -44.889 – 34.551 -0.258 0.797 

Hand Intactness 0.590 -42.167 – 43.347 0.027 0.978 

N item 36 

N Subject 19 

Marginal R2 / Conditional R2 0.029 / NA 
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Segmental 

Predictors Estimates CI Statistic p 

(Intercept) -22.669 -107.818 – 62.480 -0.534 0.595 

Lag -38.905 -88.767 – 10.958 -1.595 0.121 

Frequency 0.051 -0.374 – 0.476 0.262 0.798 

Length 4.732 -51.460 – 60.925 0.174 0.864 

Age -1.188 -6.947 – 4.570 -0.451 0.660 

Gender -1.467 -70.854 – 67.921 -0.046 0.964 

Hand Intactness -23.732 -98.599 – 51.136 -0.686 0.505 

N item 35 

N Subject 19 

Marginal R2 / Conditional R2 0.019 / NA 

 

 

b. Healthy Control Group 

Lexical 

Predictors Estimates CI Statistic p 

(Intercept) -53.818 -125.964 – 18.328 -1.517 0.139 

Lag -2.828 -36.441 – 30.784 -0.170 0.866 

Frequency 0.429 -0.709 – 1.567 0.796 0.437 

Length 10.428 -26.620 – 47.476 0.606 0.555 

Age -1.025 -6.025 – 3.975 -0.491 0.639 

Gender -3.739 -40.912 – 33.435 -0.241 0.817 

N item 26 

N Subject 9 

Marginal R2 / Conditional R2 0.012 / NA 
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Segmental 

Predictors Estimates CI Statistic p 

(Intercept) 17.844 -34.810 – 70.498 0.669 0.505 

Lag -30.766 -61.738 – 0.205 -1.993 0.051 

Frequency 0.128 -0.783 – 1.040 0.287 0.776 

Length -1.728 -34.816 – 31.359 -0.108 0.915 

Age 1.825 -2.074 – 5.723 1.001 0.333 

Gender -8.862 -38.476 – 20.753 -0.641 0.532 

N item 26 

N Subject 9 

Marginal R2 / Conditional R2 0.045 / NA 
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Appendix B-5: Results of the group-specific LMEM analyses for the Facilitation effects 

for the effect of Lag on Facilitation effects in Cycles 2-4. 

a. Both Groups 

Predictors Estimates CI Statistic p 

(Intercept) -7.564 -113.583 – 98.455 -0.140 0.888 

Lag -55.151 -112.028 – 1.726 -1.914 0.057 

Condition -12.971 -47.317 – 21.376 -0.757 0.452 

Group -16.615 -72.704 – 39.473 -0.617 0.544 

Cycle 5.581 -24.016 – 35.177 0.370 0.712 

Frequency 0.028 -0.087 – 0.142 0.477 0.633 

Length -4.146 -16.027 – 7.736 -0.684 0.494 

Age -0.369 -1.332 – 0.595 -0.755 0.451 

Gender -2.525 -12.969 – 7.920 -0.477 0.634 

Hand Intactness 3.534 -10.192 – 17.260 0.508 0.612 

Lag X Condition 5.161 -12.038 – 22.360 0.602 0.550 

Lag X Group 13.167 -21.802 – 48.136 0.782 0.443 

Lag X Cycle 12.267 -2.443 – 26.978 1.635 0.102 

N item 73 

N Subject 28 

Marginal R2 / Conditional R2 0.017 / NA 
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b. Stroke Aphasia Group 

Predictors Estimates CI Statistic p 

(Intercept) 23.140 -126.689 – 172.970 0.304 0.761 

Lag -80.266 -160.291 – -0.241 -1.982 0.049 

Condition -12.458 -59.595 – 34.679 -0.528 0.599 

Cycle 0.397 -42.841 – 43.635 0.018 0.986 

Hand Intactness 4.196 -12.478 – 20.869 0.499 0.619 

Frequency 0.037 -0.102 – 0.176 0.519 0.604 

Length -3.521 -21.280 – 14.238 -0.389 0.697 

Age -0.579 -1.841 – 0.683 -0.910 0.365 

Gender -3.097 -18.546 – 12.353 -0.397 0.692 

Lag X Condition 4.802 -18.315 – 27.918 0.416 0.679 

Lag X Cycle 16.402 -5.073 – 37.878 1.498 0.134 

N item 73 

N Subject 19 

Marginal R2 / Conditional R2 0.015 / NA 
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c. Healthy Control Group 

d. Predictors Estimates CI Statistic p 

(Intercept) -35.934 -135.039 – 63.171 -0.715 0.476 

Lag -24.680 -74.745 – 25.385 -0.973 0.332 

Condition -8.394 -35.285 – 18.497 -0.622 0.536 

Cycle 13.299 -16.424 – 43.021 0.878 0.380 

Frequency 0.053 -0.292 – 0.399 0.303 0.762 

Length -4.707 -16.469 – 7.055 -0.788 0.432 

Age 0.435 -0.854 – 1.723 0.663 0.507 

Gender -1.260 -10.927 – 8.406 -0.256 0.798 

Lag X Condition 3.658 -9.794 – 17.110 0.547 0.587 

Lag X Cycle 5.302 -9.465 – 20.070 0.705 0.481 

N item 52 

N Subject 9 

Marginal R2 / Conditional R2 0.018 / NA 

 

  



 178 

Appendix B-6: Results of the group-specific LMEM analyses for the Simon Interference 

effects, for Reaction Time and Accuracy data, separately. 

a. Stroke Aphasia Group 

Reaction Times 

 

Predictors Estimates CI Statistic p 

(Intercept) 6.267 5.837 – 6.696 31.103 <0.001 

Congruency 0.056 0.041 – 0.071 7.831 <0.001 

Age 0.003 -0.003 – 0.010 1.091 0.293 

Gender -0.038 -0.118 – 0.042 -1.015 0.326 

Hand Intactness 0.160 0.076 – 0.245 4.058 0.001 

N subject 19 

Marginal R2 / Conditional R2 0.283 / 0.680 

 

Accuracy 

 

Predictors Odds Ratios CI Statistic p 

(Intercept) 10.303 5.631 – 18.852 7.567 <0.001 

Congruency 0.540 0.412 – 0.708 -4.459 <0.001 

Age 0.983 0.937 – 1.031 -0.717 0.473 

Gender 1.015 0.569 – 1.813 0.052 0.959 

Hand Intactness 0.565 0.308 – 1.036 -1.845 0.065 

N subject 19 

Marginal R2 / Conditional R2 0.118 / 0.418 
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b. Healthy Control Group 

Reaction Times 

 

Predictors Estimates CI Statistic p 

(Intercept) 5.738 5.399 – 6.076 41.290 <0.001 

Congruency 0.037 0.015 – 0.060 3.787 0.005 

Age 0.007 0.002 – 0.013 3.303 0.016 

Gender -0.078 -0.119 – -0.037 -4.678 0.003 

N subject 9 

Marginal R2 / Conditional R2 0.184 / 0.254 

 

Accuracy 

 

 

Predictors Odds Ratios CI Statistic p 

(Intercept) 31.591 20.229 – 49.334 15.182 <0.001 

Congruency 0.815 0.572 – 1.161 -1.133 0.257 

Age 0.994 0.944 – 1.047 -0.224 0.823 

Gender 1.168 0.769 – 1.774 0.726 0.468 

N subject 9 

Marginal R2 / Conditional R2 0.019 / NA 
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Appendix C 

 

List of the 34 parcels from the Human Brainnetome Atlas used in this study and their 

anatomical/cyto-architectonic descriptions. ^ = parcels removed from analysis because 

only fewer than four individuals had substantial damage (where substantial damage was 

defined as more than 10 lesioned voxels). 

 

Gyrus 
Anatomical and Cyto-architectonic 
descriptions 

MNI 
coordinates 

(X,Y,Z) 

Superior 
Frontal 
Gyrus   

BA8m, medial area BA8 -5 ,15, 54  

BA8dl, dorsolateral area BA8 -18, 24, 53  

BA9l, lateral area BA9 ^ -11, 49, 40  

BA6dl, dorsolateral area BA6 -18, -1, 65  

BA6m, medial area BA6 -6, -5, 58  

BA9m,medial area BA9 -5, 36, 38  

BA10m, medial area BA10 -8, 56, 15  

Middle 
Frontal 
Gyrus  

BA9/46d, dorsal area BA9/46 -27, 43, 31  

IFJ, inferior frontal junction -42, 13, 36  

BA46, area BA46 -28, 56, 12  

BA9/46v, ventral area BA9/46  -41, 41, 16  

BA8vl, ventrolateral area BA8 -33, 23, 45  

BA6vl, ventrolateral area BA6 -32, 4, 55  

BA10l, lateral area BA10 ^ -26, 60, -6  

Inferior 
Frontal 
Gyrus 

BA44d,dorsal area BA44 -46, 13, 24  

IFS, inferior frontal sulcus -47, 32, 14  

BA45c, caudal area BA45 -53, 23, 11  

BA45r, rostral area BA45 -49, 36, -3  

BA44op, opercular area BA44 -39, 23, 4  

BA44v, ventral area BA44 -52, 13, 6  
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Orbital Gyrus 

BA14m, medial area BA14 ^ -7, 54, -7  

BA12/47o, orbital area BA12/47 -36, 33, -16  

BA11l, lateral area BA11 -23, 38, -18  

BA11m, medial area BA11 ^ -6, 52, -19  

BA13, area BA13 -10, 18, -19  

BA12/47l, lateral area BA12/47 -41, 32, -9  

Precentral 
Gyrus 

BA4hf, area BA4(head and face region) ^ -49, -8, 39  

BA6cdl, caudal dorsolateral area BA6 -32, -9, 58  

BA4ul, area BA4(upper limb region) -26, -25, 63  

BA4t, area BA4(trunk region) ^ -13, -20, 73  

BA4tl, area BA4(tongue and larynx region) -52, 0, 8  

BA6cvl, caudal ventrolateral area BA6 -49, 5, 30  

Paracentral 
Lobule 

BA1/2/3ll, area BA1/2/3 (lower limb region) -8, -38, 58  

BA4ll, area BA4 (lower limb region) ^ -4, -23, 61  
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Appendix D 

Analysis 1 results for each of the five selection effects and each of the 30 parcels of interest.  

* : p < 0.05; ~ : p < 0.10 

 

    Lexical Interference Segmental Interference 

Gyrus Parcel beta p-value beta p-value 

Superior Frontal 

Gyrus   

BA8m -1.329 0.368 0.303 0.812 

BA8dl -2.467 0.406 -0.910 0.722 

BA6dl -3.034 0.350 -1.440 0.606 

BA6m -0.933 0.447 0.330 0.754 

BA9m 0.189 0.883 1.230 0.250 

BA10m -0.099 0.800 0.320 0.332 

Middle Frontal 

Gyrus 

BA9/46d 1.000 0.649 -0.620 0.741 

IFJ 1.673 0.643 0.160 0.959 

BA46 -0.604 0.667 -1.158 0.326 

BA9/46v -1.748 0.561 -1.907 0.455 

BA8vl 0.070 0.982 -0.044 0.987 

BA6vl -2.567 0.565 -1.515 0.691 

Inferior Frontal 

Gyrus 

BA44d 3.388 0.360 1.899 0.550 

IFS -2.342 0.488 -0.788 0.786 

BA45c 1.576 0.686 0.861 0.796 

BA45r -4.907 0.049* -4.714 0.023* 

BA44op -3.459 0.224 1.807 0.464 

BA44v 4.250 0.192 -0.177 0.951 

Orbital Gyrus 

BA12/47o -5.136 0.071~ -3.203 0.199 

BA11l -3.035 0.084~ -2.372 0.117 

BA13 -0.482 0.573 -0.324 0.657 

BA12/47l -3.786 0.015* -1.331 0.359 

Precentral 

Gyrus 

BA6cdl -1.878 0.614 -2.871 0.360 

BA4ul -1.158 0.760 -1.510 0.639 

BA4tl 4.575 0.172 0.840 0.775 

BA6cvl 3.984 0.277 0.282 0.929 

Paracentral 

Lobule 
BA1/2/3ll 0.594 0.425 0.620 0.325 

meta-analysis parietal 2.795 0.410 1.399 0.631 

meta-analysis temporal -0.889 0.838 -0.724 0.845 
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    Lexical Facilitation Segmental Facilitation Simon Interference 

Gyrus Parcel beta p-value beta p-value beta p-value 

Superior 

Frontal 

Gyrus   

BA8m 9.319 0.353 0.532 0.592 0.145 0.848 

BA8dl 9.922 0.626 0.448 0.822 0.185 0.903 

BA6dl 21.889 0.320 1.694 0.435 0.434 0.794 

BA6m 7.579 0.361 0.511 0.532 0.115 0.854 

BA9m -1.229 0.888 -0.586 0.490 0.344 0.594 

BA10m 1.529 0.566 0.053 0.839 -0.018 0.927 

Middle 

Frontal 

Gyrus 

BA9/46d -7.546 0.613 -1.187 0.412 -1.177 0.279 

IFJ -14.671 0.549 -1.815 0.446 -4.252 0.008* 

BA46 8.050 0.395 0.776 0.401 -0.147 0.836 

BA9/46v 16.878 0.407 0.990 0.622 -3.257 0.019* 

BA8vl -5.904 0.779 -1.245 0.543 -1.350 0.381 

BA6vl 14.815 0.626 0.287 0.923 -1.060 0.638 

Inferior 

Frontal 

Gyrus 

BA44d -24.216 0.335 -2.280 0.354 -4.673 0.004* 

IFS 15.965 0.487 0.708 0.754 -3.485 0.027* 

BA45c -13.444 0.612 -1.758 0.496 -4.497 0.010* 

BA45r 40.208 0.014* 2.622 0.123 0.161 0.905 

BA44op 21.966 0.258 2.140 0.260 -2.521 0.069~ 

BA44v -30.366 0.170 -2.692 0.216 -3.995 0.007* 

Orbital 

Gyrus 

BA12/47o 37.019 0.054~ 3.205 0.092~ -0.085 0.955 

BA11l 23.245 0.048* 2.337 0.041* -0.031 0.973 

BA13 6.496 0.256 1.005 0.061~ 0.655 0.114 

BA12/47l 24.868 0.020* 2.010 0.063~ -0.620 0.473 

Precentral 

Gyrus 

BA6cdl 19.659 0.435 0.432 0.862 0.508 0.788 

BA4ul 20.539 0.421 1.922 0.442 0.734 0.701 

BA4tl -32.844 0.148 -2.512 0.265 -3.891 0.013* 

BA6cvl -30.421 0.220 -3.265 0.176 -4.581 0.005* 

Paracentral 

Lobule 
BA1/2/3ll -0.278 0.957 -0.103 0.837 0.426 0.250 

meta-analysis parietal -29.037 0.200 -2.434 0.276 -0.012 0.994 

meta-analysis temporal -5.482 0.853 0.202 0.944 1.526 0.482 
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Appendix E 

Analysis 1 results with the dependent and independent variables reversed (i.e., behavioral 

measurements as the dependent variable and brain integrity measurements as the 

independent variable).  * : p < 0.05; ~ : p < 0.10 

    Lexical Interference Segmental Interference 

Gyrus Parcel beta p-value beta p-value 

Superior 

Frontal Gyrus   

BA8m -0.044 0.368 0.014 0.812 

BA8dl -0.020 0.406 -0.010 0.722 

BA6dl -0.021 0.350 -0.014 0.606 

BA6m -0.045 0.447 0.022 0.754 

BA9m 0.008 0.883 0.076 0.250 

BA10m -0.048 0.800 0.211 0.332 

Middle 

Frontal Gyrus 

BA9/46d 0.015 0.649 -0.013 0.741 

IFJ 0.009 0.643 0.001 0.959 

BA46 -0.023 0.667 -0.060 0.326 

BA9/46v -0.014 0.561 -0.021 0.455 

BA8vl 0.001 0.982 0.000 0.987 

BA6vl -0.009 0.565 -0.008 0.691 

Inferior 

Frontal Gyrus 

BA44d 0.018 0.360 0.014 0.550 

IFS -0.015 0.488 -0.007 0.786 

BA45c 0.008 0.686 0.006 0.796 

BA45r -0.051 0.049* -0.067 0.023* 

BA44op -0.030 0.224 0.022 0.464 

BA44v 0.028 0.192 -0.002 0.951 

Orbital Gyrus 

BA12/47o -0.042 0.071~ -0.036 0.199 

BA11l -0.065 0.084~ -0.070 0.117 

BA13 -0.048 0.573 -0.045 0.657 

BA12/47l -0.094 0.015* -0.045 0.359 

Precentral 

Gyrus 

BA6cdl -0.010 0.614 -0.021 0.360 

BA4ul -0.006 0.760 -0.011 0.639 

BA4tl 0.028 0.172 0.007 0.775 

BA6cvl 0.021 0.277 0.002 0.929 

Paracentral 

Lobule 
BA1/2/3ll 0.078 0.425 0.112 0.325 

meta-analysis parietal 0.018 0.410 0.012 0.631 

meta-analysis temporal -0.003 0.838 -0.004 0.845 
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    Lexical Facilitation Segmental Facilitation Simon Interference 

Gyrus Parcel beta p-value beta p-value beta p-value 

Superior 

Frontal 

Gyrus   

BA8m 0.007 0.353 0.040 0.592 0.019 0.848 

BA8dl 0.002 0.626 0.008 0.822 0.006 0.903 

BA6dl 0.003 0.320 0.026 0.435 0.012 0.794 

BA6m 0.008 0.361 0.056 0.532 0.022 0.854 

BA9m -0.001 0.888 -0.059 0.490 0.060 0.594 

BA10m 0.016 0.566 0.057 0.839 -0.034 0.927 

Middle 

Frontal 

Gyrus 

BA9/46d -0.002 0.613 -0.041 0.412 -0.071 0.279 

IFJ -0.002 0.549 -0.023 0.446 -0.094 0.008* 

BA46 0.006 0.395 0.065 0.401 -0.022 0.836 

BA9/46v 0.003 0.407 0.018 0.622 -0.103 0.019* 

BA8vl -0.001 0.779 -0.022 0.543 -0.041 0.381 

BA6vl 0.001 0.626 0.002 0.923 -0.015 0.638 

Inferior 

Frontal 

Gyrus 

BA44d -0.003 0.335 -0.027 0.354 -0.096 0.004* 

IFS 0.002 0.487 0.010 0.754 -0.087 0.027* 

BA45c -0.001 0.612 -0.019 0.496 -0.085 0.010* 

BA45r 0.009 0.014* 0.062 0.123 0.007 0.905 

BA44op 0.004 0.258 0.042 0.260 -0.086 0.069~ 

BA44v -0.004 0.170 -0.040 0.216 -0.103 0.007* 

Orbital 

Gyrus 

BA12/47o 0.007 0.054~ 0.059 0.092~ -0.003 0.955 

BA11l 0.011 0.048* 0.113 0.041* -0.003 0.973 

BA13 0.014 0.256 0.228 0.061~ 0.258 0.114 

BA12/47l 0.013 0.02* 0.113 0.063~ -0.060 0.473 

Precentral 

Gyrus 

BA6cdl 0.002 0.435 0.005 0.862 0.011 0.788 

BA4ul 0.002 0.421 0.022 0.442 0.015 0.701 

BA4tl -0.004 0.148 -0.035 0.265 -0.094 0.013* 

BA6cvl -0.003 0.220 -0.039 0.176 -0.095 0.005* 

Paracentral 

Lobule 
BA1/2/3ll -0.001 0.957 -0.030 0.837 0.219 0.250 

meta-analysis parietal -0.004 0.200 -0.035 0.276 0.000 0.994 

meta-analysis temporal 0.000 0.853 0.002 0.944 0.024 0.482 
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Appendix F 

I. Level-specificity Analysis with Interference effects only 

In Analysis 2 (Chapter 4) Level-specificity was investigated using models with both 

Facilitation and Interference effects. The same analysis was repeated using models with 

Interference effects only (i.e., without the Facilitation effects). In other words, the models 

used for this analysis were: 

Lexical model: Total Lesion + Gender + Lexical Interference  

Segmental Model: Total Lesion + Gender + Segmental Interference  

Full Model: Total Lesion + Gender + Lexical Interference + Segmental Interference  

These results of this analysis are presented in Table F.1 below. The reported p-values are 

uncorrected. 

Table F.1. Variance explained (R2) by each of the models we used in the model 

comparisons and the p-values of the relevant comparisons for Level-specificity (Lexical vs 

Segmental), using model with Interference effects only. (* : p-value < 0.05; ~ : p-value < 

0.10). 

  Model R2 Model Comparison p-values 

Parcel 
Lexical 

model 

Segmental 

model 

Full 

model 
Lexical vs Full Segmental vs Full 

BA45r 0.67 0.70 0.74 0.044* 0.090~ 

BA12/47o 0.51 0.44 0.51 0.343 0.122 

BA11l 0.22 0.19 0.26 0.208 0.151 

BA13 0.00 -0.01 -0.07 0.758 0.649 

BA12/47l 0.87 0.81 0.86 0.645 0.026* 
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II. Model-comparisons for the distribution of explained variance among 

variables 

For the calculation of the distribution of explained variance among variables presented in 

Figure 15 (Chapter 4), an additional set of models comparisons was performed using a 

Baseline model and the four selection effect models used in Analysis 2. The full set of 

models used, then, was: 

Baseline model: Total Lesion + Gender 

Lexical model: Total Lesion + Gender + Lexical Interference + Lexical Facilitation 

Segmental Model: Total Lesion + Gender + Segmental Interference + Segmental Facilitation 

Interference Model: Total Lesion + Gender + Lexical Interference + Segmental Interference  

Facilitation Model: Total Lesion + Gender + Lexical Facilitation + Segmental Facilitation 

Full Model: Total Lesion + Gender + Lexical Interference + Lexical Facilitation + Segmental 

Interference + Segmental Facilitation 

As described in Chapter 4, the model comparison allowed us to (a) quantify unique 

variance explained by each level and type of selection effects by looking at the change in 

R2 between models, and (b) assess the statistical significance of the change in R2. These 

results are presented in Table F.2. below. 
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Table F.2. Variance explained (R2) by each of the models we used in the model 

comparisons and the p-values of the relevant comparisons. Panel (A) presents the results 

for level-specificity (Lexical vs Segmental) and panel (B) presents the results for type-

specificity (Interference vs Facilitation). P-values are FDR-corrected (* : p-value < 0.05; ~ 

: p-value < 0.10). 

A. Level-Specificity 

  Model R2 Model Comparison p-values 

Parcel 
Baseline 

model 

Lexical 

model 

Segmental 

model 

Full 

model 

Baseline 

vs 

Lexical 

Baseline 

vs 

Segmental 

Lexical 

vs Full 

Segmental 

vs Full 

BA45r 0.59 0.71 0.69 0.87 0.140 0.202 0.025* 0.020* 

BA12/47o 0.41 0.49 0.47 0.43 0.209 0.202 0.740 0.780 

BA11l 0.09 0.22 0.27 0.15 0.209 0.202 0.740 0.957 

BA13 0.05 0.13 0.16 0.36 0.214 0.202 0.188 0.228 

BA12/47l 0.81 0.86 0.83 0.84 0.140 0.202 0.740 0.447 

B. Type-Specificity 

  Model R2 

Parcel 
Baseline 

model 

Interference 

model 

Facilitation 

model 
Full model 

BA45r 0.59 0.74 0.78 0.87 

BA12/47o 0.41 0.51 0.49 0.43 

BA11l 0.09 0.26 0.23 0.15 

BA13 0.05 -0.07 0.31 0.36 

BA12/47l 0.81 0.86 0.86 0.84 

  Model Comparison p-values 

Parcel 
Baseline vs 

Interference 

Baseline vs 

Facilitation 

Interference 

vs Full 

Facilitation 

vs Full 

BA45r 0.095~ 0.030* 0.050* 0.135 

BA12/47o 0.163 0.162 0.904 0.75 

BA11l 0.163 0.162 0.904 0.75 

BA13 0.817 0.095~ 0.060~ 0.688 

BA12/47l 0.13 0.095~ 0.904 0.75 
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