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ABSTRACT 

 

Cybersecurity has the utmost importance for nuclear power plants (NPPs). 

Demand for clean and constant energy has increased the need and use of NPPs. 

Countries want to have and maintain secure NPPs both physically (well-studied area) 

and digitally. We live in a digital world, and cyber-attacks have skyrocketed in recent 

years. This study explores the cyber risk for NPPs, digital attacks, potential future 

attacks, international aspects, and law and policy requirements of cyber protection for 

nuclear power plants. With the help of data analysis and machine learning algorithms, 

extra monitoring can be conducted on plants' data. Data monitoring applications require 

comprehensive data to build models and develop solutions. However, nuclear facilities 

do not share their data because of security concerns. Plant simulators are heavily used 

for training people and conducting experiments. In this thesis, we inspect plant 

simulators to assess their usability by people with a technical background such as cyber 

experts, information technology technicians, and software developers.  

People responsible for protecting digital systems can benefit from the help of 

data analytic tools and machine learning models to detect abnormalities. We study 

machine learning models on simulator data to examine their potential in identifying 

anomalies. 
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1. INTRODUCTION  

 

Cybersecurity for nuclear power plants (NPPs) is a crucial subject. A possible 

accident or incident that can lead to radioactive exposure to the environment is a local 

and a global problem. Every NPP has its unique design and hardware-software 

infrastructure, so there are no generic solutions to protect NPPs from cyber-attacks. 

However, some steps can be taken to decrease the attack surface and increase the 

protection. Our study examines known and potential problems and practical solutions to 

them. 

Why do we need nuclear energy plants while a possible accident might be too 

dangerous to life and the environment? Climate change, increase in population, and 

demand for electricity force countries and organizations to find clean and constant 

energy sources. Within the currently available energy sources, nuclear energy is one of 

the best answers to these problems [1]. However, accidents like Chernobyl [2] [3] [4] [5] 

make people biased toward nuclear power plants. Furthermore, nuclear accidents might 

cause massive problems for countries, so terrorist organizations might target them to 

reach their goals. As a result, building impenetrable nuclear structures both physically 

and digitally is a primary goal of governments and organizations.  

In this study, we focus on the digital-cyber protection of NPPs. We explore the 

feasibility of finding abnormalities in the plant data with the help of data analysis and 

machine learning algorithms. Our threat model assumes that the attacker has succeeded 

in passing every control, reaching the plant site, and manipulating data values before the 
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operators monitor the data. If operators who monitor the reactor cannot see the accurate 

data and, therefore, are not aware of what is happening in the reactor building, they 

cannot prevent accidents. We propose extra controllers, like software built with machine 

learning models, to help controllers watch over the reactor. 



 

3 

 

2. BACKGROUND 

 

2.1. Cybersecurity 

This subsection lists some of the issues and concerns related to cybersecurity. 

Detailed description of these issues can be found in many books and texbooks (for 

example, in [6], [7], and [8]. 

Cybersecurity is one of the most crucial matters of this century. Everything is 

getting digitized and getting vulnerable to cyber-attacks. Cybersecurity is the practice of 

protecting information (data) and information systems (devices that gather, process, and 

hold data), networks, systems, and programs from digital attacks and failures. Attacks 

aim to access, modify, or destroy sensitive information, extort money from users (e.g., 

ransom), or interrupt normal business processes (e.g., denial of services). 

When someone with malicious intentions acts, a problem may occur. Some 

people search for flaws in systems they can leverage to obtain relevant information. 

They can use the information to extort money, sell to competitors (for example, 

intellectual property such as patents or secret formulas), gain access to people's financial 

accounts, or access critical systems to disrupt services and cause harm to organizations. 

The subject of cybersecurity is not just about adversary attacks but also includes 

system maintenance-related issues. A possible network failure during an upgrade or an 

emergency like a natural disaster can result in catastrophic damage and the loss of 

systems and data. 
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An attack can come from a random person, a hacker, a terrorist group, or an 

international agency. Attackers can target various systems, for example, automotive 

systems, wearable health-related devices, intrusion detection and prevention systems, 

systems that keep track of critical processes, the networks connected to the Internet, or 

even the closed-network systems. An attack on critical infrastructures such as nuclear 

power plants, water systems, and power grids can cause environmental damage and even 

loss of lives.  

The three aspects of data are the main focuses of cyber protection: 

confidentiality, integrity, and availability, known as the CIA triad [9]. Losing one of 

these can create a vulnerability and result in a cyber accident. With the help of 

authentication, authorization, accounting (commonly known as the AAA of security), 

and other security concepts, information can be secured [9]. 

Confidentiality refers to protecting undisclosed information from unauthorized 

access. Authorization happens when access is given to the users for specific data or 

locations. Only authorized users can access information or an area. Confidentiality can 

be assured by encryption, authentication, access control,  and physical security 

techniques. Authentication, in particular, has a vital role in avoiding the unauthorized 

disclosure of information. It requires something users know (e.g., username, password), 

something users are (e.g., fingerprints, eye/retina scan, face ratio), something users have 

(token with secret keys, identity cards, badges), something users do (speaking, signing), 

somewhere users are (location), or other user-specific information proof to give access to 

data.  
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Integrity prevents data modification without proper authorization or the owner's 

consent. For example, a malicious compromise might come from malware altering 

sensitive sensors’ values at a nuclear reactor, possibly causing a  massive disaster. Thus, 

building computer systems tools that support integrity is vital. The mechanisms for 

protecting the confidentiality of information can also help with data integrity. Moreover, 

there are methods specifically designed to ensure integrity, like accounting, backups, and 

checksums. In case of a data loss or unwanted change, backup data can be used, and with 

the help of accounting and checksums, we can detect when a breach of data has 

occurred. Accounting keeps track of data, network usage, computer usage, building 

entrance, and logs all this information as proof of access or change. With the help of 

logged data, an insider threat or data breach can be traced back and found (achieving 

non-repudiation). Being able to trace a breach also helps to model a protection method, 

assess weaknesses, and prevent similar actions. 

 Availability refers to being able to access, use, store and protect the data all the 

time. Data can be made secure by storing it in a removable hard drive that is kept locked 

in a safe. However, this approach will not be beneficial for users who want to constantly 

access and use data, like bank accounts, sensor data, and credential access information. 

Proper protection of hardware and technical infrastructure and systems must be assured 

by the previously mentioned CIA security concepts and additional tools such as physical 

protection and computational redundancy. Physical protections keep information 

available even under extreme conditions like storms, earthquakes, flooding, fire, or 

bomb blasts. Backup power generators, water towers, and strong walls can be part of the 
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physical protection. Computational redundancies are computers and memory devices 

that serve as a backup in case of failures. Companies build data centers in different 

cities, countries, and even continents to pursue data availability.  

Every organization has its unique expectations, and for some organizations, 

availability and integrity can be more critical than confidentiality. As such, data 

correctness (integrity) and reaching the data constantly (availability) can be emphasized 

by the organization. The risk of losing confidentiality, integrity, or availability of 

information varies. As a result, having well-studied and planned cybersecurity risk 

assessments and risk management is crucial to organizations. 

2.1.1. Cybersecurity Risk Management 

According to the International Organization for Standardization (ISO), risk 

management is the process of identifying, evaluating, and prioritizing risks, then 

deploying resources in a coordinated and cost-effective manner to reduce the likelihood 

and impact of unfavorable events or maximize the realization of opportunities [10].  

There are many types of methods to calculate cybersecurity risk. Most of them 

have common steps like deciding on assets, assessing the vulnerability of assets, 

identifying threats, determining the likelihood of risk, identifying the methods to reduce 

the risk, and prioritizing risk reduction measures.  

2.1.1.1. Assets  

 Assets (information and information systems) are part of risk assessments. 

Deciding on the assets and what is going to be protected will be helpful to design 

systems. While designing security systems, often managing the budget plays a vital role 
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at the first level. Organizations sometimes give up on some security measures to reduce 

expenses, so identifying the most critical assets can provide better risk management 

processes and cyber protection. 

2.1.1.2. Vulnerabilities  

 A vulnerability is a weakness of an asset, design, or system that can be exploited 

to cause harm. Cyber vulnerabilities can result from lacking security policies, outdated 

software and hardware,  accidents, poorly trained employees, and more. Many 

vulnerabilities remain unknown in deployed systems, which are called Zero-Day 

vulnerabilities. The National Institute of Standards and Technology (NIST) has a 

vulnerability database open to the public [11], and there are also other public sources and 

private companies that supply information. Following these platforms may help conduct 

broader vulnerability scanning and reduce the number of weaknesses in the systems. 

2.1.1.3. Threats 

 A threat is a way of exploiting a vulnerability of an asset. Anything that can 

cause harm, loss, damage, or compromise of information systems is perceived as a 

threat. Threats are external and out of our control; we cannot foresee when an attack 

comes; meanwhile, vulnerabilities are under our control. We can get rid of 

vulnerabilities and mitigate the threats. Cyber threats have been increasing with 

digitalization and getting more sophisticated. Threats vary in format; examples include 

malware (e.g., ransomware, trojans, worms, etc.), unpatched security vulnerabilities, 

hidden backdoor programs, superuser or admin user account privileges, phishing (social 

engineering attacks), Cross-site Scripting (XSS), Denial of Service (DoS), session 
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hijacking and Man-in-the-middle attacks, user-related Credential Reuse (same password 

everywhere), Thwart attacks, Row Hammer attacks, system failures, third-party software 

use, rootkits, and physical attacks [12]. 

 Malware is a shortened version of “malicious software;” it is designed to 

infiltrate systems. Viruses, worms, trojan horses, ransomware, spyware, rootkits, and 

spams have different properties, but they are all types of malware. Some malware 

requires user action (like installing or running an application) to infect the system and 

spread, while others can be activated or replicate themselves without user interaction. 

Moreover, some malware acts as a helpful program; while doing its job, it also does 

other things (using processors for other functions or gathering personal data) in the 

systems without the user's consent. According to AV-TEST ( The Independent IT-

Security Institute), thousands of new malicious software and potentially unwanted 

applications are introduced daily. Figure 2.1 depicts the growth of malware over the last 

decade [13]. 
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Figure 2.1 AvTest daily chart of malware as of February 6, 2022 [13] 

 

2.1.1.3.1. Threat Actors 

Threat actors can be hackers, script kiddies, hacktivists, organizations (e.g., 

WikiLeaks, Anonymous), advanced persistent threats (APTs), terrorist groups, and 

intruders [14]. Although some of them have motives (occasionally good and motivated 

by curiosity), their acts frequently violate the intended usage of the systems. The 

outcomes can be harmless mischief (developing a virus with no malicious intent) to 

malicious conduct (stealing or altering information). Threats also can be physical, like 

natural disasters such as fire and earthquakes. 
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2.1.1.4. Calculation of Risk 

 Risk is the potential impact of a threat and the likelihood of that threat occurring. 

There are ways to calculate risk qualitatively and quantitively. More information can be 

found in many sources [15][16][17] .  

Qualitative analysis uses expert experience, intuition, judgment, and other methods to 

assign a relative value to the risk (low, medium, high, and critical). Figure 2.2 shows an 

example of a Qualitative Analysis Matrix. 

 

Figure 2.2 An example of a Qualitative Analysis Matrix [15] 

 

The quantitative analysis relies on numbers. It includes assigning values to the 

value of assets, the threat likelihood, the severity of vulnerabilities, and the 

consequences of a given threat. The risk impact or magnitude of impact estimates the 

amount of damage. People often prefer to see numbers, especially for financial reasons. 

Single loss expectancy, annualized rate of occurrence,  and annualized loss expectancy 

are the most common calculations used in determining the magnitude of an impact.  
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While calculating the cybersecurity risk, it is essential to understand that using 

only one method might not be enough. Working with a hybrid calculation method can be 

more effective.  

Risk = Vulnerabilities x Threats x Consequences [16] [17]  

In this simple calculation, any of the variables cannot be accepted as zero; as a 

result, the risk is always bigger than zero. The basic understanding of the security 

experts must be that "a system always carries risk." Even after taking all reasonable 

precautions, there is still a risk called residual risk. Accepting that there is always a risk 

is one of the cybersecurity principles. Absolute security is impossible, and security is 

only as strong as the weakest link [15][16][17]. 

2.1.1.5. Mitigation of Threats 

Once the risk is calculated, four approaches can be taken. Risk can be avoided, 

transferred, mitigated, or accepted. Risk avoidance involves either stopping the risky 

activity or choosing a less risky alternative, for example, upgrading an operating system 

(OS) to a more secure version. Risk transfer is passing the risk to a third party. 

Accepting the risk (and its consequences)  is not making any improvements. This may 

happen when measures cost more than risk consequences. Mitigation is a strategy to 

minimize the risk to an acceptable level. Risk calculation includes low, medium, high, or 

critical levels of risk information. For example, based on this information, critical risk 

groups can be avoided or mitigated to a lower level [17].  

Several basic controls can be used to mitigate threats. Controls are actions, 

procedures, devices, and techniques that mitigate the vulnerability of systems. Physical 
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controls include security guards, identification cards, alarm systems, locks, and 

surveillance cameras. Technical controls comprise encryption (symmetric- asymmetric), 

digital signatures, secure sockets layer (SSL), transport layer security (TLS), digital 

certificates, smart cards, access control lists, and network authentication. There are 

administrative (managerial) controls in addition to technological and physical controls. 

User training, security policies, procedures, contingency, and recovery plans are all 

covered by administrative controls.  

Administrative controls can be broken down into two categories which are 

procedural and regulatory controls. Procedural controls cover things that organizations 

choose to do on their own. On the other hand, legal and regulatory controls cover things 

that organizations must have because of the law. For example, if the organization uses 

personal health information, it must follow The Health Insurance Portability and 

Accountability Act (HIPAA).  

Finally, even the most secure systems are vulnerable to plugging affected USB 

thumps, opening malware-infused emails, and connecting compromised computers when 

the system's users ignore them. As a result, user training plays a significant role in 

securing systems.  

2.1.1.5.1. Threat Intelligence, Sources, and Information Sharing 

The Computer Information Sharing Act (CISA) is a USA Federal Law for 

companies to share attack information and possible defense measures with the 

government [18]. The information includes cyber-threat indicators like malicious 

reconnaissance, a method to defeat a security control, a vulnerability, a malicious cyber 
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command, and any other attributes of a cyber threat. Government informs the public or 

the companies about new findings, so security measures can be taken before the same 

attack happens on companies' systems.  

There are also other platforms that share information about security threats and 

vulnerabilities. Some organizations do not share information publicly, so they profit 

from threats. Also, some industries and organizations avoid sharing their cybersecurity-

related experiences publicly because of privacy concerns or potential loss of reputation. 

So, there might be more threats, attacks, and vulnerabilities that remain unknown to the 

public, and cyber risk might be more significant than the calculated one.  

The National Institute of Standards and Technology (NIST) has a broad and 

well-established cybersecurity framework. The NIST Cybersecurity Framework [19] can 

be applied to every industry and organization relying on technology, including 

information technology (IT), industrial control systems (ICS), cyber-physical systems 

(CPS), or connected devices more generally, including the Internet of Things (IoT) [19]. 

Continuously monitoring and assessing risk management plans are crucial for 

cybersecurity. Technology changes too fast, and while systems are getting better at 

addressing known vulnerabilities, many other vulnerabilities continue to emerge every 

day. 
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2.2. Nuclear 

2.2.1. History of Nuclear Energy 

 Nuclear power has a long and noted history [20][21][22]. People began to learn 

more about the nucleus and its properties when the structure of an atom (composed of a 

nucleus and an electron cloud) was discovered. Nucleons are made up of protons 

(positively charged) and neutrons (neutrally charged). When basic particles combine to 

form an atom, a certain amount of mass is converted into the atom's binding energy, 

which is necessary to hold the nucleus together. Albert Einstein formalizes this 

relationship by the equation e = mc2, where "e" is the energy, "m" is the mass, and "c" is 

the velocity of light in a vacuum. This relation tells us mass can be converted to energy. 

Fission is splitting something into two or more parts, and nuclear fission is splitting the 

atom to generate a massive amount of energy, as illustrated in Figure 2.3. 

 

Figure 2.3 Nuclear Fission with neutron bombardment [20] 
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Fission in nuclear reactors is primarily caused by neutron bombardment. The 

neutrons produced by this fission reaction can trigger other fission reactions, potentially 

resulting in a self-propagating chain reaction. Nuclear reactors rely on these chain 

reactions. Scientist Leo Szilard developed the concept of a nuclear reactor utilizing 

fission chain reaction in 1933, and this concept was used in building the first atomic 

bombs later [24]. 

Albert Einstein, who fled Nazi Germany to the USA, learned that three chemists 

in Berlin were working on a weapon after using nuclear fission to split the uranium atom 

during World War II. The split released an abnormal amount of energy capable of 

powering a massive bomb. Einstein warned President Franklin D. Roosevelt with a letter 

and said, "a vast nuclear chain reaction involving uranium could lead to the construction 

of extremely powerful bombs of a new type, the atomic bomb" [21]. Einstein's letter 

inspired the USA to start the Manhattan Project, a research and development project to 

produce nuclear weapons (1939). The researchers developed the first atomic bomb in 

1945, and two bombs were used on Japan. The first explosion immediately killed an 

estimated 80,000 people in Hiroshima (August 6,1945), and three days later, a second 

bomb killed around 40,000 people in Nagasaki. Japan's Emperor Hirohito announced 

unconditional surrender, citing the devastating power of "a new and most cruel bomb" in 

the history of humans on August 15, 1945. However, even after surrendering, tens of 

thousands more people continued to die because of radiation exposure. 
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Radiation is the transfer of energy through space away from a source. Ionizing 

radiation, generated through nuclear reaction, has sufficient energy to affect the atoms in 

living things, posing a health risk by damaging tissue and DNA in genes. 

2.2.2. Peaceful Use of Nuclear Energy 

During the Second World War, the use of the atomic bomb demonstrated the 

danger of nuclear weapons and their immediate and long-term consequences to the 

world. It led to the establishment of national and international organizations to benefit 

from nuclear energy [22]. 

President Dwight D. Eisenhower stood in front of the UN General Assembly in 

New York (1953) and delivered his famous “Atoms for Peace” address. In his speech, 

President Eisenhower said, “I feel impelled to speak today in a language that in a sense 

is new—one which I, who have spent so much of my life in the military profession, 

would have preferred never to use. That new language is the language of atomic 

warfare.” [22]. He proposed the creation of an “international atomic energy agency set 

up under the aegis of the United Nations” to promote the peaceful uses of nuclear 

energy. Later in 1957, the International Atomic Energy Agency (IAEA) was founded, an 

international organization that seeks to promote the peaceful use of nuclear energy and 

inhibit the use of nuclear for any military purpose, like nuclear weapons or bombs [23]. 

The Nuclear Energy Agency (NEA), an intergovernmental agency, was established one 

year later. It facilitates cooperation among countries with advanced nuclear technology 

infrastructures to seek excellence in nuclear safety, technology, science, environment, 

and law. It has thirty-four member countries. 
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The USA Governing Legislation [25] 

The fundamental laws governing civilian uses of nuclear materials and facilities are: 

- Atomic Energy Act of 1954: the Atomic Energy Commission 

- Energy Reorganization Act of 1974: The Nuclear Regulatory Commission 

(NRC) is established. 

- Reorganization Plans,1980 

Regarding nuclear waste 

- Nuclear Waste Policy Act of 1982 

- Low-Level Radioactive Waste Policy Amendments Act of 1985 

- Uranium Mill Tailings Radiation Control Act of 1978  

On non-proliferation: 

- Nuclear Non-Proliferation Act of 1978  

- Fundamental Laws Governing the Processes of Regulatory Agencies 

- Administrative Procedure Act (5 USC Chapters 5 through 8)  

- National Environmental Policy Act  

Nuclear Nonproliferation Treaty (NPT) 

The Treaty, which serves as the foundation for the non-proliferation and arms 

control regime, was administered by the IAEA and opened for signatures in 1968. One 

hundred ninety-eight countries are part of this Treaty. Five-member states are considered 

nuclear weapons states: the United States, the Russian Federation, the United Kingdom, 

France, and China. These members manufactured or exploded a nuclear weapon before 

1967, i.e., before the Treaty. 



 

18 

 

 Five States are not a party to the NPT: Israel, India, Pakistan, South Sudan, and 

North Korea (which withdrew in 2003). These countries do not accept the Treaty, 

meaning that they can develop nuclear weapons. 

Today, nuclear, or radioactive material is used in medical, academia, industry, 

and generating electricity to benefit humanity. Radiation is also valuable for agriculture, 

archaeology (e.g., carbon dating), space exploration, law enforcement, geology (e.g., 

mining), and other fields [22]. This study focuses on generating electricity at nuclear 

power plants.  

2.2.3. Nuclear Security 

Nuclear security is the concept of the prevention and detection of and response to 

the theft, sabotage, unauthorized access, illegal transfer, or other malicious acts 

involving nuclear material, other radioactive substances, or their associated facilities 

[26]. The nuclear security regime includes various elements and activities, including 

legislation and regulation, intelligence gathering, assessment of threats to radioactive 

material, administrative systems, various technical hardware systems, response 

capabilities, mitigation activities, and associated locations and facilities.  

The former Director-General of the IAEA, Mohamed El Baradei, said: “The 

gravest threat the world faces today, in my opinion, is that extremists could get hold of 

nuclear or radioactive materials” (2009). He was awarded the Nobel Peace Prize for his 

efforts to prevent military usage of nuclear energy and ensure its peaceful usage. 

Previous Presidents of the USA (George W. Bush and Barack Obama) stated that the 

gravest danger the country faces is nuclear terrorism. 
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Nuclear terrorism is described as acts of violence and destruction conducted with 

nuclear weapons or threats of using such weapons to instill fear, get attention, or 

blackmail. The Government of the United States describes Acts of Nuclear Terrorism as 

"Knowingly and unlawfully possesses radioactive material or makes or possesses a 

device with the intent to cause death or serious bodily injury or substantial damage to 

property or the environment. Knowingly and unlawfully uses in any way radioactive 

material or a device, or uses or damages or interferes with the operation of a nuclear 

facility in a manner that causes the release of or increases the risk of the release of 

radioactive material, or causes radioactive contamination or exposure to radiation with 

the intent to cause death or serious bodily injury or with the knowledge that such act is 

likely to cause death or serious bodily injury, with the intent to cause substantial damage 

to property or the environment or with the knowledge that such act is likely to cause 

substantial damage to property or the environment; or with the intent to compel a 

person, an international organization or a country to do or refrain from doing an act." 

[27]  

To sum up, nuclear terrorism threats are sabotaging a facility that uses nuclear or 

radiological material, stealing these materials, fabricating these materials into a nuclear 

weapon, and stealing a nuclear weapon and detonating it. 

The nuclear non-proliferation concept aims to prevent nuclear weapons and 

nuclear weapon technology from spreading, advance the goal of nuclear disarmament, 

and promote cooperation in the peaceful uses of nuclear energy. Article 3 of the Non-

Proliferation Treaty requires each Non-Nuclear Weapon State to sign a safeguard 
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agreement with the IAEA. The IAEA uses safeguards to protect nuclear installations and 

materials and tries to verify a State's legal responsibility that nuclear facilities are not 

misused and that the nuclear material is not diverted from peaceful purposes. States 

agree with restrictions by signing safeguard agreements [28].  

States and member countries are primarily responsible for protecting individuals, 

society, and the environment from nuclear and radioactive sources within their territory. 

However, radiation risks may go beyond national borders, requiring an international 

authority. The IAEA promotes and enhances safety globally by exchanging experience 

and improving capabilities to control hazards to prevent accidents, respond to 

emergencies, and mitigate any detrimental outcomes. 

2.2.4. Nuclear Power Plants 

Nuclear power plants use nuclear reactions to generate electricity. They are 

classified as critical infrastructure, i.e., essential for the functioning of a society and the 

economy of countries. In the USA, 20% of the electric power comes from NPPs, while 

in France, it is over 70% [29] [30][99]. Nuclear energy has become more critical, 

especially with the increasing concern of climate change. It is a constant energy source, 

and it produces no greenhouse gas emissions during operations. In terms of carbon 

footage, constancy, and efficiency, NPPs are more robust than other alternative energy 

sources [1]. Figure 2.4 contrasts nuclear energy with other electricity sources. 
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Figure 2.4: Average life-cycle carbon dioxide-equivalent emissions for different 

electricity generators [31] 

 

2.2.4.1. Nuclear Reactors 

 A nuclear reactor was first used to generate electricity (sufficient energy to light 

a bulb) in 1951 in Idaho, USA. The first grid-connected NPP was built in Russia, and it 

operated from 1954 to 2002. Today, over four hundred plants operate in more than thirty 

countries, and many new plants are under construction. 

A nuclear reactor contains and controls nuclear chain reactions, which produce 

heat via fission. This heat is utilized to create steam, and then steam is used to turn a 

turbine to generate power. A nuclear reactor consists of four fundamental systems and 

components: the fuel, the coolant, the moderator, and the control rods, as well as 

supplemental structures such as reactor pressure vessel internals and core support plates 
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[32]. Nuclear reactors are categorized based on their fuel, coolant, and moderator 

information. Figure 2.5 shows different types of nuclear reactors [32]. 

 

Figure 2.5 Categorization of nuclear reactors 

 

2.2.4.1.1. Pressurized Water Reactor (PWR) 

In the pressurized water type, the reactor vessel's core generates heat. The heat is 

carried to the steam generator by pressurized water in the primary coolant loop. The 

heated water moves in tubes and goes to the steam generator. Here, the heat vaporizes 

the water in the secondary loop and produces steam. The steam goes to the main turbine 

by steamline, and it turns the turbine generator to produce electricity. Water from the 

primary loop and water from the secondary loop never mix, so radiated water stays in 

the reactor area [33]. Figure 2.6 depicts this design. 
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Figure 2.6: Pressurized Water Reactor [33] 

 

2.2.4.1.2. Boiling Water Reactor (BWR) 

In the boiling water-based design, the reactor vessel's core generates heat, and the 

water goes into the reactor vessel, producing a steam-water mixture. The mixture leaves 

the top of the core and steam, and water separation happens before steam is directed into 

the turbine. Water is converted to steam, then recycled back into the water by the 

condenser, to be used again in the heat process, as illustrated in Figure 2.7 [34]. 
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Figure 2.7: Boiling Water Reactor [34] 

 

2.2.4.2. Physical Protection of Nuclear Power Plants 

Nuclear power plants are significantly potent structures, and it is difficult to 

infiltrate them. NPPs adopt “Defense-in-Depth,” a concept used to design physical 

protection systems that require an adversary to overcome or circumvent multiple 

obstacles, either similar or diverse, to achieve his objective. Defense-in-depth is 

achieved by establishing and maintaining various security layers and a robust set of 

security controls [35]. The IAEA formulation of the defense-in-depth principle specifies 
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five levels of defense surrounding the hazard source (e.g., concerning a nuclear reactor, 

first-level is cladding, second-level is reactor vessel, third-level containment building), 

as shown in Figure 2.8, which is designed based on INSAG-10[35].  

 

Figure 2.8 Defense in Depth Approach in Nuclear Security 
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The IAEA Nuclear Security Series provides an effective physical protection 

system (PPS) using the defense-in-depth concept. The IAEA defines a PPS as an 

integrated set of physical protection measures, including people, procedures, and assets. 

These measures are implemented and sustained using management systems to prevent 

theft, sabotage, or other malicious acts [35].  

PPS creates layered and concentric security areas (e.g., protected areas, limited 

access areas, inner areas) on identified targets. The key PPS functions are deterrence, 

detection, delay, and response. 

 Deterrence is the outer show of strength to try and discourage adversaries from 

attacking. Examples of physical security deterrence are large fences covered with barbed 

wire, visibly armed guards, or threatening signs such as “Use of deadly force authorized 

beyond this point.” 

Another key PPS function is detection. Detection is the discovery of criminal or 

unauthorized acts with the help of an intrusion detection system, motion or infrared 

sensors, surveillance cameras, lighting, or alarms on doors. Once detection occurs, an 

alarm is initiated and reported, and assessment starts. An effective assessment helps to 

understand whether the alarm is valid or a nuisance.  

 Delay, another essential function of PPS, refers to how the security system 

hinders the adversary's progress toward its intended target. Locks, heavy doors, walls, 

and other barriers are tactics to delay an adversary from reaching the target. Delay 

elements can eventually be defeated, but the delay function is intended to provide time 

for response measures to be initiated before the adversary completes the malicious act. 
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The response function consists of the actions taken by security personnel to 

interrupt and neutralize the adversary from the fulfillment of any malicious act. Guards 

are part of the response force, but they can also serve several other functions like 

detecting illicit entry attempts and providing an immediate assessment. They can operate 

access control points and be trained to detect suspicious behavior in employees. They 

can also delay adversaries through engagement until more responders arrive, which can 

be significant if they are in well-secured positions. Their presence on site is also a 

deterrent to potential adversaries.  

Recovery is the ability to resume normal operations after an incident or 

attempted incident, and it is part of the response function. It checks if normal facility 

functions are interrupted for a period of time, putting in place additional security 

measures to prevent future incidents. 

Even though the physical security of nuclear power plants is a well-studied area, 

some cases showed that these methods do not ensure security. The next section covers a 

few such incidents. 

2.2.4.3. Nuclear Security Incidents 

Pelindaba, South Africa, 2007 

Armed men cut through the chain-link fence surrounding the facility, which 

stored hundreds of kilograms of weapons-grade uranium, cut off the electricity and some 

alarms, and stormed the emergency response center holding one employee at gunpoint 

and shooting another. The intruders were eventually deterred by an (extremely late) 

response force, turned away, and were never caught[36]. 
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Kleine Brogel, Belgium, 2010 

In 2010, a security breach occurred at a Belgian Air Force facility that housed 

USA nuclear weapons. Six anti-nuclear activists entered the Kleine Brogel Air Base, 

and, before being arrested, the protestors placed stickers, took pictures, and lingered in 

the snow-covered base for around 20 minutes. In 2009, a similar issue occurred.[37]. 

Cruas, France, 2011 

Two anti-nuclear activists broke through the Cruas Nuclear Power Plant's fence, 

evading detection for over 14 hours while uploading footage of their breach to the 

Internet [38]. 

Oak Ridge, Tennessee, USA, 2012 

Three peace activists entered the perimeter of the Y-12 complex, which houses 

the facility that stores the US stockpile of highly enriched uranium. The activists marked 

the storage facility with graffiti and beat it with a hammer before eventually being 

apprehended by a single security official[39]. 
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2.3. Cybersecurity for Nuclear Power Plants 

Nuclear plants are one of the most secure industrial areas in the cyber domain. 

[40] [41]. Even though they are secure, they are not entirely isolated from attacks. 

Studies show that the number of cyber incidents at nuclear facilities is increasing [42] 

[43] [44]. More incidents may have occurred that have not been publicly disclosed or for 

which the details are classified or unavailable. 

The Nuclear Regulatory Commission (NRC) describes a cyber-attack as: “The 

capability to exploit site computer and communications system vulnerabilities to modify 

or destroy data and programming code, deny access to systems, and prevent the 

operation of the computer system and the equipment it controls”[45]. For example, the 

Stuxnet attack (Iran, 2010) targeted specific process control system components, 

modified data, and destroyed equipment[46]. 

NPPs use digitalized systems to have accurate information, achieve better 

decision-making and efficiency, and manage the power plant's site. Using more 

digitalized systems might increase the cyber-attack surface. However, using less 

technology might cause problems too. Studies showed that some incidents that happened 

might have been avoided with the help of digitalized and automated systems. When 

Chernobyl (Russia, 1986) happened, the plant was under manual control, and the control 

computer was disabled [2] [3] [4] [5]. In Fukushima (Japan,2011), pressure relief valves 

on the wet well were manually operated, staying closed for hours. If the relief valves 

were automated, there would be no dependence on the operator's judgment, and the 

seven hours of hesitation to open the valves would have been avoided [5] [47] [48]. 
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In conclusion, both cyber and non-cyber accidents or incidents showed that it is 

necessary to improve the technology and security measures used at nuclear facilities.  

2.3.1. The Technology Used in Nuclear Power Plants 

An NPP contains thousands of components and pieces of equipment that have to 

be operated in a well-coordinated way. This coordination is performed by 

instrumentation and control (I&C) systems. Detailed information can be found in 

sources such as [49][50][51]. 

The purpose of the I&C system is to deliver information to plant personnel and 

enable and support safe and reliable power generation by controlling the plant processes. 

The information must be accurate, sufficient, operationally relevant, timely, and 

dependable. Intervention, unauthorized modification, or delay on the information should 

be prevented. 

In NPPs, components and equipment are divided into layers to facilitate the 

management of the plant site. Each layer has specific duties, and its protection 

mechanisms are implemented differently. Layers can be Field Level, Control Level, 

Supervision Level, Management Level, and Enterprise Level. Figure 2.9 illustrates the 

relationship between levels which is designed based on IAEA recommendations [35] 

[51]. Between the layers, communication can be established by different network layers 

and properties. For example, the corporate network can get information from the plant 

network but cannot send any data. 
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Figure 2.9 Nuclear Power Plant Equipment Fields and Network Layers 

 

Operational Technology (OT) is a software and hardware system that detects or 

changes data by directly monitoring or controlling industrial equipment, assets, 

processes, and events. OT includes Supervisory Control and Data Acquisition System 

(SCADA), Distributed Control System (DCS), Programmable Logic Controllers (PLCs), 

Computer Numerical Control (CNC), scientific equipment, building management and 

building automation systems (BMS, BAS), lighting control systems, energy monitoring, 

transportation, I&C systems, Remote Terminal Units (RTU), Internet of Thing (IoT) 
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devices, embedded systems (e.g., smart instrumentations) and more. OT systems can be 

required to control engines, converters, and other machines to regulate various process 

valves such as temperature, pressure, and flow and prevent hazardous conditions.  

SCADA is a software and hardware structure for gathering, processing, 

monitoring, and controlling real-time data and analyzing industrial processes. SCADA is 

not a specific technology or protocol but an application where data is collected from the 

plant site to control its systems.  

Instruments sense conditions such as temperature, pressure, liquid level, power 

level, or flow rate. A sensor is a device that measures physical input from its 

environment and converts it into data that can be analyzed by either a human or a 

machine. 

Operating equipment valves, pumps, motors, and actuators can be controlled 

automatically or manually to manipulate the systems. An actuator is a machine 

component responsible for moving and controlling a mechanism or system such as 

opening a valve. An actuator requires a control signal and a source of energy. 

Local processors like PLCs, Intelligent Electronic Devices (IEDs), and Remote 

Terminal Units (RTUs) communicate with the site's instruments and operating 

equipment. Human-Machine Interface (HMI) communicates with PLCs and input/output 

sensors to get and display information for operators to view. 

From data gathering at the plant's site, converting the data to human-readable 

form, processing and monitoring the data, every step has technology in it. As a result, 
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plants are targets of cyber-attacks remotely or locally [42] [43] [44]. The next 

subsections discuss a few attack examples. 

2.3.2. Technology-Related Accidents and Incidents 

2003, USA, Ohio, Slammer Worm 

A contractor (maintenance personnel not employed by the site) logged into an 

unsecured network, a breach occurred,  and the worm spread from the business network 

to the plant network. It then found an unpatched Windows server. The plant's Safety 

Parameter Display System (SPDS) and Plant Process Computer (PPC) were disabled for 

several hours because of the worm's activity. The SPDS monitors the coolant system's 

operation, core temperature, radiation levels, and other critical conditions. Fortunately, 

the plant was not in operation because a hole in the reactor head was being repaired. 

Another reason there was no harm was that the worm could not attack the analog 

backups of the SPDS and the PPC. According to the reports, Microsoft released a patch 

to eliminate the MS-SQL vulnerability almost six months before this attack. However, 

the systems were not updated [52]. 

2006, USA, Alabama,  Malfunction 

The Browns Ferry NPP suffered a plant trip due to the Ethernet-based process 

control system overflowing the computer data traffic on the plant's internal control 

system network. The overflow caused the failure of non-safety-related reactor 

recirculation pumps and the condensate demineralizer controller. It happened during 

testing and maintenance time. This failure demonstrates that technologic incompatibility 

can lead to cyber incidents without necessarily involving any malicious intent [53]. 
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2008, USA, Georgia, Update 

In the Edwin Irby Hatch NPP, a computer that monitored data from one of the 

facility's primary control systems was updated. After the update, the computer was 

rebooted. The reboot also reset the data on the primary control system. This caused 

safety systems to erroneously read a drop in water reservoirs that cool the plant's 

radioactive nuclear fuel rods. As a result, automated safety systems triggered a trip [54]. 

2010, Iran, Natanz, Stuxnet 

Stuxnet was a sophisticated attack targeting a specific process control system. It 

was accomplished via a supply chain attack and a thumb drive without any internet 

connection. The worm employed Siemens' default passwords to access Windows 

operating systems running WinCC and PCS7 control systems. These drives were used to 

power centrifuges used in the concentration of the uranium-235 isotope. Stuxnet altered 

the electrical current's frequency to the drivers, causing them to switch between high and 

low speeds. This switching caused almost one thousand centrifuges to fail in an 

unexpectedly brief time. Stuxnet gave instructions rather than interfering with the PLC, 

faking rather than disrupting sensor output. This type of attack requires extensive 

funding and intelligence from a state sponsor [46]. 

2011, USA,  Oak Ridge National Laboratory,  A zero-day attack 

A lab employee got an email (a spear-phishing email) from the human resources 

department, directing the employee to click a link (malicious web page), where malware 

exploited an Internet Explorer vulnerability to download additional code to the victim's 

machines. The malware was capable of deleting itself if it could not compromise the 
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computer. This attack explored a previously undiscovered vulnerability, i.e., it was a 

zero-day attack [55].  

2014, Japan, Monju NPP, Malware 

A software update on a computer at the plant introduced malware to the system. 

This malware sent data (staff training reports and emails) from the victim's machine to a 

command and control server that was in another country. The malware also attempted to 

gain access to a control room computer [56]. 

2014, South Korea, Hacking 

Computer systems at South Korea's nuclear plant operator were hacked. The 

cyberattack was discovered after a hacker leaked nuclear reactor blueprints online and 

threatened more leaks unless the reactors were shut down. The hacker had access to 

reactor blueprints, floor maps, and other internal plant information and shared this 

information on a Twitter account [57]. 

2015, Ukraine, Hacking 

Hackers attacked Ukraine's power grid, disabling control systems used to 

coordinate remote electrical substations, leaving people in the capital and western part of 

the country without power for seven hours. The Ukrainian hack was the first publicly 

acknowledged case of a cyber-attack successfully causing a power outage [58].  

2016, Germany, Gundremmingen, Malware 

Malware, including Conficker and W32 Ramnit, was discovered on several 

computers and removable media at the plant [59]. 
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2017,  USA, Burlington, Kansas, Hacking 

The Wolf Creek Nuclear Operating Corporation's business network was 

breached. However, the business network and control network have no communication. 

Nothing happened at the plant site [60].  

2017, Ukraine, Cyber Attacks 

A series of powerful cyberattacks using the Petya malware hit websites of 

Ukrainian organizations, including banks, ministries, newspapers, and electricity firms. 

The attack also affected Chernobyl's radiation monitoring system. Similar infections 

were reported in many other countries [61].  

2019, India, KudanKulam, Hacking 

The NPP's administrative network was breached. A version of the DTrack RAT 

(Remote Administration Tool) virus had infected the administrative systems. The Dtrack 

malware can log keystrokes, scan IP addresses, list all available files and running 

processes, and retrieve browser history on target networks [62].  

2020, USA, Hacking 

Hacker gained access to the National Nuclear Security Administration systems 

that keep information on the USA nuclear weapon stockpile. Hackers accessed networks 

as part of an extensive espionage operation that has affected at least half a dozen federal 

agencies [63]. 

2021, Brazil, Ransomware Attack   

The attack targeted the Eletrobras (Centrais Elétricas Brasileiras S.A.) power 

company. It hit the administrative network of its electronuclear subsidiary, which runs 
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two NPPs, Angra1 and Angra2. The affected network was not related to the operational 

systems of power plants [64]. 

2.3.3. Incidents That Show Automation Is Needed 

Three-Miles Island, Pennsylvania, USA, 1979 

A failure in a non-nuclear section of the plant occurred. The failure prevented the 

main feedwater pumps from sending water to the steam generators, removing the reactor 

core heat. This caused the plant's turbine generator to be shutting down and the reactor to 

trip (shutdown). The pressure in the system began to increase and to control the pressure, 

the pilot-operated relief valve opened, which was located at the top of the pressurizer. 

The valve is closed when the pressure decreases. So, controllers closed the valve and 

believed the relief valve was closed (the indicator instruments showed closed). But the 

valve was stuck open. As a result, operators were unaware that cooling water was going 

out of the valve, and a loss-of-coolant accident was happening [5] [65] [66]. 

Chernobyl, Ukraine,1986 

 A test was conducted under manual control, and all automatic safety systems  

(emergency protection and emergency core cooling systems) were disabled. After a shift 

change, inexperienced and uninformed operators were operating the plant under manual 

control (the control computer was disabled) while their safety controls would have 

bypassed the accident [2] [3] [4] [5]. 

Fukushima, Japan, 2011 

Pressure relief valves on the wet well were manually operated; they stayed closed 

for hours. If the system were automated, there would not have been the operator's 
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judgment and 7 hours of hesitation to open the valves; it would have worked 

automatically. The venting level should decrease whenever pressure increases to a 

dangerous level (Hydrogen explosion). Moreover, since it was not automated, forgetting 

to close the pressure safety valve (PSV) meant releasing the additional radioactive vapor 

into the air from the building. The Fukushima operators did not know the water levels, 

water/steam ratios, temperatures, and the degrees of meltdown in their reactors or their 

spent fuel rod storage ponds. If there were well-designed automation, it would have read 

data accurately and acted quickly [5] [47] [48]. 

2.3.4. Cybersecurity Regulations, Law, and Policies for Nuclear Power Plants 

In the USA, according to the NRC, there are currently 93 NPPs licensed to 

operate  (62 pressurized water reactors and 31 boiling water reactors), which generate 

about 20% of the nation's electrical use [67]. 

The USA government has been taking technical security measures for the power 

plants since the 1970s. The increasing use of digital systems at power reactors pushed 

the nuclear industry to look for potential cyber threats in 1997. After September 11, 

2001, the industry escalated its cybersecurity-related approach further. In 2003, The 

Nuclear Energy Institute (NEI) established a Cyber Security Task Force and developed 

guidance documents to help plants adapt cybersecurity programs. Until 2009, US plants 

were implementing some controls voluntarily; however, Title 10, Section 73.54, 

"Protection of Digital Computer and Communication Systems and Networks" of the 

Code of Federal Regulations (CFR) requires that “each licensee currently licensed to 
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operate a nuclear power plant under part 50 of this chapter shall submit a cyber security 

plan that satisfies the requirements for Commission review and approval” [27].  

The NRC issued mandatory cybersecurity requirements at plants for safety, 

security, and emergency preparedness and published the Regulatory Guide (RG-5.71) in 

January 2010. The NRC conducts inspections to ensure that licensees are implementing 

the cybersecurity programs. Still, the NRC does not mandate any cybersecurity program 

or method but asks about licensees' plans and checks if the plan meets the requirements 

or not [68]. In 2010, the NEI published a Cyber Security Plan for Nuclear Power 

Reactors (NEI-08-09). NEI 08-09 describes a defensive strategy that consists of 

defensive architecture and a set of security controls that are based on the NIST SP 800-

82, “Guide to Industrial Control System Security,” and NIST SP 800-53, 

“Recommended Security Controls for Federal Information Systems,” standards. By the 

end of 2013, all plants had completed the first step of their NRC-approved cybersecurity 

plans, and they needed to complete all expected steps by 2017. CISA updated the 

Nuclear Sector Cybersecurity Framework Implementation Guidance in May 2020. The 

Framework offers a flexible way to address cyber security. It can be applied to 

organizations depending on technology, including  IT, ICS, CPS, or connected devices, 

more generally, including the IoT. It enhances, not replaces, an organization’s risk 

management process, cyber security program, or related framework implementation. 

Every organization must decide how to implement the Framework specifically to its 

technology. The Framework can aid organizations in addressing cyber security and assist 

suppliers that perform physical work on mission-critical equipment (e.g., software 
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updates, firmware replacement, equipment maintenance, refurbishments, and 

replacements) [19] [59]. 
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2.4. Previous Work For Cybersecurity of Nuclear Power Plants 

Some previous work emphasized that automation and digital devices introduce 

vulnerabilities to nuclear power plant (NPP) systems. NPPs have a vast amount of data, 

and working with data analytics and machine learning tools could help detect attacks and 

find abnormalities in the systems [49] [70] [71] [72].  

Lee et al. proposed a security measure that detects threats based on the pattern 

analysis. Security Information and Event Management (SIEM) is a log management 

system that functions on storing, analyzing, and deleting logs. Lee et al. suggest 

extracting data with the help of SIEM and using Watson (an artificial intelligence model 

developed by IBM) can find unknown attacks [73].  

Zhang et al. created a cyber-attack detection system that uses supervised and 

unsupervised machine learning methods on both cyber data and process data. The system 

was evaluated using data acquired from a real-time testbed with a physical flow-loop 

facility and a control system subjected to multiple cyber-attacks. The results suggest that 

the system is capable of detecting cyber-attacks [74]. 

Lee et al. proposed and developed a network traffic analysis system for a nuclear 

power plant. The study worked with the TensorFlow big data analysis method. Since 

quick and accurate detection is crucial for nuclear power plants, studies focused on 

finding machine learning algorithms that give the highest accuracy and shortest real-time 

analysis time on data [75]. 

Allison et al. developed an application that analysis PLC data (where raw data is 

converted into digital data) to function as a final defender for NPPs[76]. 



42 

 

3. CHALLENGES IN SECURING NUCLEAR POWER PLANTS 

 

In Chapter 2, several nuclear power plants (NPPs) incidents were listed, 

highlighting how advancing NPP’s cyber security and automation technology can 

increase NPP security. This chapter discusses the challenges introduced by the 

participation of human personnel in the operation and management of NPPs, geopolitical 

factors, and supply chains.  

3.1. Human Factor in Cybersecurity Protection of Nuclear Power Plants 

The International Atomic Energy Agency (IAEA) guidebook, Nuclear Power 

Plant Personnel Training and Its Evaluation, states: “The objectives of safety and 

reliability cannot be achieved solely by the quality of equipment and hardware, but 

depend critically also on sufficient numbers of personnel having the necessary 

qualification and competence to conduct their tasks and responsibilities.” [77].  

Personnel plays a vital role in the safety and security of NPPs. Operators monitor 

and control the plant to ensure it is functioning correctly. Test and maintenance 

personnel help to confirm the equipment is working as expected and restore components 

when malfunctions occur. Security personnel operates at checkpoints (e.g., personnel 

entry control, identity check, body check by hand or equipment), following verification 

procedures consistently, regardless of the person's position or authority. 

On the other hand, even the most well-structured secure systems can be 

compromised because of personnel mistakes. Intentional or unintentional mistakes 

include leaking information outside of the facility, plugging personal devices into the 
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plant's network, and taking wrong steps (e.g., acting late to report). These mistakes 

might cause damage at plants [2] [5] [46] [52] [65]. The Nuclear Threat Initiative article 

states that "security is only as strong as its weakest link" [78]. Non-expert personnel 

without proper training might be the weakest link even in the most protected and secured 

nuclear plants. So, training people for their job and regularly reminding them of the 

significance and sensitivity of their position may have crucial effects on the safety of 

NPPs. 

One of the biggest threats to a nuclear power plant might be an insider's violent, 

irrational, hazardous act. Insider threats can be internally motivated or externally forced. 

Threats can be passive and active, and active threats can be violent or non-violent. For 

example, a person may be unwilling to use force against personnel, or an operator may 

not report things properly. On the other hand, a violent insider willing to use force 

against personnel might be irrational or rational. Rational who are not willing to use their 

life, if they have a problem, they will probably return themselves. Nevertheless, 

irrational people might kill themselves while harming the systems if they are caught. 

There are many possible motivations for insiders to jeopardize security, including 

political, ideological (e.g., fanatical conviction), financial, personal (e.g., revenge, 

disgruntled employee, or customer), ego (e.g., hackers showing off), mental illness, and 

coercion [79].  

Insider threats can be prevented by monitoring employees and contractors in real-

time using access and system logs and evaluating personnel through background checks. 

Also, under the situations where personnel play prominent roles (e.g., switching a 
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component on and off, changing a value), additional control mechanisms like machine 

input or another person’s permission might reduce the insider threat. 

3.2. Nuclear Power Plant Supply Chain 

Power plant operators and managers rely on chains of suppliers of both products 

and services to produce nuclear energy. These suppliers deliver products and services in 

all stages of a reactor’s life cycle: design, construction, commissioning, operation, and 

decommissioning [80]. In recent years, nuclear power plants’ construction and operation 

have experienced difficulties related to their supply chains. There have been delays in 

projects and even temporary shutdowns of reactors due to the detection of counterfeit 

items, technological obsolescence, and licensing to incorporate a greater amount of 

digital instrumentation and control technologies. Some original equipment 

manufacturers have left the marketplace in some countries, while operators in other 

countries have encountered difficulties placing up new, localized supply chains [80]. 

Different national regulations, standards, and legislation highlight the challenge of 

coordinating the nuclear supply chain and establishing a worldwide framework that 

allows the use of high-quality nuclear components. The reliability of supply chain 

products and services always must be questioned, and quality assurance and police 

requirements must be satisfied.  

Today, some countries rely entirely on other countries to build nuclear power 

plants. For example, Rosatom, also known as Rosatom State Nuclear Energy 

Corporation, is building more than thirty new reactors in different countries (e.g., 

Finland, Hungary, Bulgaria, Uzbekistan, Turkey, and Bangladesh). Some of these 
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countries are entirely new to the nuclear industry, and they do not have nuclear 

regulations or trained personnel who can work in plants; there is no way these countries 

can conduct proper inspections on the design and construction phases of the nuclear 

power plant. The IAEA can inspect independently, but this might not be enough to trust 

the construction country. For example, in 2015, there was some tension between Turkey 

and Russia due to a Russian fighter jet being downed by Turkey. Despite the tension, 

NPP construction continued [81]. It is often not possible to assume trust in the presence 

of geopolitical risk. A technology provider may implement backdoors, logic bombs, or 

eavesdropping devices into instruments in the power plant.  

3.3. Modernization of Nuclear Power Plants 

The average lifespan of NPPs is around forty years [65]. However, instruments 

and other components have shorter life expectancies. Analog integrated circuit (IC) and 

measurement systems have operated satisfactorily, but today reactors face challenges 

due to aging and the obsolescence of components and equipment. Obsolescence is a 

significant concern due to the lack of spare parts, supplier support, and functional 

capabilities needed to satisfy current and future policy needs. The aging of the IC 

systems is another concerning problem that leads to difficulties such as reduced 

reliability and availability, growing costs to maintain acceptable performance, and the 

lack of qualified maintenance and engineering personnel. Modernizing or replacing the 

analog IC systems might be more beneficial (i.e., cost-effective, dependable) than 

maintaining or increasing the reliability of those systems. In particular, the need for 

greater reliability and availability may require the capabilities of modern technology that 
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are not possible or applicable with older technologies. Modernizing or replacing old 

technology provides the opportunity to improve facility performance and human-

machine interface functionality, enhance operator performance and reliability, and 

address hardships in finding professionals with education and experience with older 

analog technology [50]. 

Even though digital technology, which includes software-based control logic, 

provides a flexible, scalable solution to control requirements, introducing programmable 

components into a system might bring some problems. For example, verification and 

validation are crucial for plant data. Experience has shown that digital systems need 

considerable effort to function correctly and not display unintended functionality in any 

operational mode [50]. Due to licensing and the expected quality assurance, IC systems 

generally use proprietary equipment with proprietary software; new software and 

equipment are becoming standardized. This means that the knowledge and experience 

required to attack IC systems are becoming less specialized, lowering the bar for an 

attacker to attack NPP industrial control systems successfully. 

Moreover, modernization might require retraining operating and maintenance 

staff due to the introduction of recent technologies. If the change is extensive between 

the old and new systems, staff might be reluctant to train and learn. In this case, plant 

managers might consider hiring people with needed skills. However, another problem 

might arise. The hiring process might take time due to background checks and minimum 

nuclear-related training of employees (people should be informed about the danger of 

nuclear security threats and the sensitivity of their job). 
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The increase in digital technology at NPPs also increases the demand for 

technology experts. Hence, the development of flexible full-scope plant simulators and 

well-structured training courses should be prioritized. Experts (e.g., penetration testers, 

security specialists, cybercrime investigators, security consultants, security engineers, 

chief information security officer, IT, network specialists) have separate roles and 

responsibilities in the cyber security domain. Their education and training methods are 

different, and they are specialized in different fields of cyber security. For these 

professionals, currently, there are no NPP simulators or proper training mechanisms to 

understand the structure of NPPs. Information about networks, devices that are used in 

structures, communication methods between different zones and layers, upgrade and 

installation policies, SCADA, PLC, HMI, plant-specific devices, maintenance 

procedures, monitoring processes, and asset protection are not part of training. 

3.4. Nuclear Power Plant Cyber Risk Assessments 

The common age for a nuclear reactor is between 35 to 60, and there are many 

active old nuclear plants. Their risk assessments and plans are primarily about physical 

protection; cybersecurity risk is not part of the assessments. Modernization (change in 

technology) at old plants introduces new risks and requires updates in risk assessments 

of NPPs [51][82].  

Additionally, new plants must have risk assessment plans, include cybersecurity 

risk starting from the planning level, and continue to re-assess the risk as long as the 

plant is active.  
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NPPs should have and maintain plans that can cover all the requirements of 

organizations such as  NIST, NRC, and IAEA. For example, regulations may ask for the 

division of network layers and separation of plant and corporate networks, but they do 

not suggest or mandate specific separation methods. Every plant has a unique design and 

technology, and there are no general rules or approaches for calculating and considering 

the cyber security risks. As a result, calculating risk and including cyber risk into the risk 

assessment is not an easy task.  

While estimating the cyber risk, especially for critical infrastructures like nuclear 

power plants, creating and analyzing worst-case scenarios is essential. Worst-case 

scenarios for an NPP include attacks performed with the help of an insider (e.g., 

employees, inspectors, third-party consultants) and damage to the core building that 

causes external radiation exposure (e.g., to people, to the environment). 

The challenges include determining the risk calculation method, deciding what is 

critical, identifying vulnerabilities, and how dangerous they are [15]. 

3.5. Nuclear Power Plant Simulators 

Previous sections indicated that training plant employees is one of the most 

crucial parts of cyber protection for nuclear plants. Nevertheless, training programs are 

limited. Nuclear facilities do not share information about plants' structure (e.g., 

instruments, hardware-software systems) and data due to safety and security concerns. 

However, the IAEA has established several different nuclear power simulators [83][84] 

to support human resource development in nuclear facilities. These simulators mostly 

mimic the reactor and provide a general idea of its working principles.  
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In this study, we examine NPP simulators to assess how effective they can be in 

training cybersecurity and information technology (IT) users who lack domain 

knowledge in nuclear power plants. We examine the currently available plant simulators 

to study how dependable they are for training people. Furthermore, we investigate the 

simulators' capabilities to produce datasets that can be used in security data analysis. 

The IAEA has nuclear power plant simulation software available that simulates 

the behavior of the following reactor types [83]: 

● Advanced PWR: Two-Loop Large PWR (Korean-OPR 1000) 

● Russian-type PWR (VVER-1000)  

● Advanced Passive PWR (AP-600) 

● Integral Pressurized Water Reactor (SMR) 

● Conventional Boiling Water Reactor with Active Safety Systems (BWR) 

● Advanced BWR with Passive Safety Systems (ESBWR) 

● Pressurized Heavy Water Reactor (PHWR) 

● Conventional Pressurized Heavy Water Reactor (PHWR) 

● Advanced PHWR (ACR-700) 

● Micro-Physics Nuclear Reactor Simulator 

These simulators, designed to run on desktop computers, provide insights and an 

understanding of the reactor types' designs and operational characteristics. The scope of 

the simulator programs is limited to providing general response characteristics of 

specified types of nuclear reactor systems. They are not intended for plant-specific 

purposes such as design, safety evaluation, licensing, or operator training. These 
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simulation tools do not include functionality to capture and save data or change 

simulation parameters or data values during execution. Therefore extracting, analyzing 

data, and conducting experiments with data models is not feasible with these simulators.  

Moreover, the simulators are not useful for people responsible for technical areas 

such as network security, system maintenance, equipment monitoring, and cyber 

protection. Simulators focus on core buildings, not capturing aspects related to network 

or monitoring devices. People with technical backgrounds cannot use the simulations to 

build a base to understand the potential problems and offer solutions to technical 

problems. In summary, these simulators are not appropriate for training personnel 

responsible for networking and control technology. The problem that arises from here is 

how to train and educate IT professionals, cyber security experts, network engineers, or 

other technical professionals. It can be said that developing a virtual machine mechanism 

or a new simulator that mimics the nuclear power plant site’s SCADA system or 

hardware-software systems and the reactor’s working mechanism is needed. 

3.6. Summary 

This chapter discussed several aspects of the difficulties in securing NPPS: 

✓ Humans are often the weakest link. 

✓ Supply chain management is crucial to protect infrastructure. Hardware-software 

solutions from suppliers should have quality and reliability assurance.  

✓ Modernization at plants should be planned ahead of time, taking into 

consideration the management of human resources and technology compatibility. 
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✓ Implementing a risk assessment plan or cybersecurity framework does not imply 

that systems are secure. How risk is calculated and managed is vital for NPPs. 

✓ There is a need for virtual machines or simulators that can be used to practice and 

learn technical requirements (e.g., networks using router instances or bridged 

connections,  update management, map of devices) for a nuclear power plant. 

Current plant simulators cover only nuclear reaction monitoring. 
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4. ATTACK SCENARIO 

 

Nuclear power plants (NPPs) are closed, air-gapped systems, so hacking into the 

critical internal infrastructure via network attacks seems unlikely. However, as discussed 

in Chapter 2, incidents such as hacking into the administrative network, infecting 

systems with worms, and causing damage to the plants' site with malware (e.g., Stuxnet) 

showed that plants are not entirely isolated from attacks. Moreover, cybersecurity is not 

only about intended attacks from an adversary via the Internet. A system failure is also 

subject to nuclear cybersecurity. During maintenance, inspection, or when the plant is 

under normal operation, a system failure (possibly resulting from an attacker act) may 

cause an incident.  

There are public domains such as the  MITRE ATT&CK [85]) that can be used 

to learn adversary tactics and techniques and develop attack scenarios. In this study, we 

assume that the attacker's goal is to infiltrate the system, spread through the networks 

until finding a specific system property, modify the related data slightly, and remain in 

the system to use this attack in the future. The question is how to reach the plant site, 

perform the attack and make changes in the system to cause damage while remaining 

unknown? 

4.1. Information Gathering with the Help of an Insider  

If the attacker has a specific target (e.g., nuclear power plant), he needs to 

identify the target's systems, such as network layers, firewalls, operating systems, 
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hardware systems, system properties, and the programming languages that have been 

used. The attack will be based on this information. 

A possible attack scenario is to find an employee to get information about the 

plant, use the information to develop the attack, and then perform the attack with the 

employee's help (as depicted in Figure 4.1). 

 

Figure 4.1 Finding plant employee to get information 

 

The attacker may hack the corporate network to obtain the plant’s design 

information, employee information, or any piece of information that might lead the 

attacker further to the next step. In some nuclear power plant attacks, it has been shown 

that attackers got plant blueprints, floor plans, employee data, and emails [54] [55] [56] 

[57] [58]. 
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If the attacker could not reach employee information from hacking attempts, s/he 

can investigate people who work at the plant by watching the workplace. Nuclear plants 

are built in isolated locations, but their sites are known to the public. The attacker can 

find the people by observing the workplace and tailing the people or vehicles to reach 

employees and learn about them. 

Once the attacker has the employee's information, s/he can choose a victim 

(future insider). After deciding on the victim, the attacker might get information by 

threatening (for example, the victim's life or a family member's life) or obtaining the 

victim’s agreement (for example, through a bribe) to get additional information and take 

advantage of the insider in future steps. 

4.2. Attack Development and Initial Access 

The attacker used the victim’s knowledge and developed an attack tool. The tool 

is developed based on an initial access method, as shown in Figure 4.2. 

 

Figure 4.2 Attack development and initial access 
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A hardware addition such as a computer accessory or networking hardware can 

be developed to enter into a system or network to gain access (e.g., man-in-the-middle 

attack, eavesdropping).  

The attacker may create malware for removable media (such as  USB) that runs 

automatically (with the help of manual manipulation of the media, modification of 

systems used to initially format the media, or modification to the media's firmware) 

when it is inserted into a system. 

The attacker can take advantage of supply chain products to compromise the 

plants' security. The attacker might introduce malware to the supply chain’s products 

(such as development tools, software, and testing mechanisms). This attack can occur at 

any phase of the power plant management, such as during construction, modernization, 

or maintenance. Especially in case of changes in suppliers or an urgent need for a 

supplier service, plant managers might not care about the security of services during 

maintenance or modification since replacing the hardware/software service to continue 

production processes is their priority. In this case, the attack would be integrated into the 

systems with fewer security inspections and with the help of the supplier (for example, 

during the installation of a new device or maintenance service). The attacker can further 

attack scale from now on. 

The attacker may hack or be part of an organization (third-party) that has access 

to the power plant or force (threatening) organization personnel. Third-party services 

may vary as  IT services contractors, security providers, infrastructure contractors (e.g., 

elevators, physical security, HVAC (Heating, Ventilation, and Air Conditioning)). 
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Access through a trusted third-party may not be protected or receive less inspection than 

standard access mechanisms. Even though NPP policies are strict, the nature of humans 

(for example, trusting strangers who present themselves as elevator mechanics) may 

lessen the security procedures or make people less careful, unintentionally helping the 

attacker. 

The attacker might use valid accounts to access high-level credentials (e.g., 

network, IT administrator) and bypass administrative access controls. Compromised 

credentials via valid accounts could give the attacker additional access (e.g., privilege 

escalation) to specific systems or restricted network locations. The attacker may create a 

remote access permit to modify protection measures or information with this additional 

access. 

The malware must be executed at least once to infect the system. Most malware 

tries to install itself on the system during the initial execution. Once the malicious code 

is installed on the system, it needs to be executed again to perform malicious activities.  

4.3. Execution of Malicious Code 

The attack execution is the process of running (after initial access) the attacker's 

malicious programs on the victim's system. The execution can be triggered locally or 

remotely. Once the attackers' methods are discovered, they cannot run the same codes 

anymore; as a result, attackers focus on improving and finding new execution methods 

to run their malicious codes successfully. Execution techniques are becoming more 

sophisticated, and they are developed as platform-specific or platform-independent 

execution techniques. 
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There are many known execution methods, vulnerabilities, and their patches 

(fixes); however, due to weak update/upgrade maintenance, vulnerabilities are not 

eliminated from the systems, so attackers can still use known execution techniques. For 

many large enterprises (e.g., power grids, NPPs), updating and upgrading processes are 

slow. The enterprises' priority might be non-stop energy generation and answering the 

demand, so they may choose to extend periodical maintenance time and remain 

vulnerable. Previous incidents, as discussed in Section 2.3.3, show that patches were 

already available when the attacks infected the systems. As depicted in Figure 4.3, 

attackers use some known techniques such as exploiting vulnerabilities in system 

services, Windows management tools, software development tools, user privileged 

execution, and shared modules. 

 

Figure 4.3 After initial access, execution of malicious code 

 

The goal of the attack will affect the execution method. If the goal is immediate 

damage, some attack aspects, such as preventing detection, using encryption, self-
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replication, and self-modification, may not be necessary. For example, to cause damage 

to a reactor core building’s appliance, or the monitoring system, the attack can be 

developed to affect only specific critical devices such as temperature-pressure sensors. 

The attacker can use removable media or any other additional hardware to integrate his 

attack into the critical device and cause damage with an insider's help. 

On the other hand, the goal of infiltrating systems, creating remote access, 

gathering information, extracting, or modifying data, and preventing detection for future 

use would require a complex and tricky attack. 

The attacker may use execution methods such as deploying containers, 

exploitation of third-party applications, and software deployment tools to access and use 

third-party software to move further through the network. The access may be used to 

laterally move to other systems, gather information, or cause a specific effect and 

prevent defense measures. With an insider’s help, the attacker can combine many 

techniques to avoid detection and spread through the entire system to wait for future 

users’ input or action. 

Recently, the concept of hacking back is a popular subject of cyber security. In 

case of a cyber-attack, the victim looks for clues and traces back to the attacker, and tries 

to create an opportunity to hack back. The idea of hacking back might make attackers 

consider tradeoffs before attacking; however, it might make things more dangerous too. 

The attacker might have more hidden passive attacks, and fighting back might accelerate 

the coming attacks. Construction models such as Build-Own-Operate (BOO) and Build-

Operate-Transfer (BOT) might be dangerous for nuclear power plants, but they have 
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been accepted by countries (Finland, Turkey, Russia)[81][86]. As George Catlett 

Marshall Jr. said, “In any event it goes to prove that the friend of today may be the 

enemy of tomorrow” [87]. The vendors might have hidden back doors or logic bombs 

implemented into the power plant systems with the idea of hacking back or future use, 

which cannot be avoided or understood by the customer. 

4.4. Attack Goal and Attack Finalization 

The attacker's goal affects every phase of the attack, from planning, developing, 

deploying, and executing to finalizing. Goals may change each step entirely. Figure 4.4 

illustrates two possible goals. 

 
Figure 4.4 Attack goal and attack finalization 
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In this study, we focus on scenarios where attackers aim to remain in the system 

for future exploitations. The attacker would consider defense evasion, intrusion 

detection, and preventive systems, seeking a way to infect with minimum impact on the 

targeted system, disguising its presence as much as possible to avoid suspicion. Recent 

studies indicated that enterprise monitoring systems, intrusion detection, and prevention 

systems also have vulnerabilities, and hacking them is achievable [88] [89] [90]. 

Knowing what techniques are used (insider’s knowledge) helps the attacker develop an 

attack by using system information and its weaknesses, thereby gaining access, and 

passing or avoiding control measures. Figure 4.5 shows the attack pattern studied in this 

work. 



 

61 

 

 

Figure 4.5 Attack pattern of this study 
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4.5. Summary 

In this study, the attack scenario assumes the participation of a plant employee.  

This assumption simplifies the attack scenario description and analysis, but it does not 

limit the applicability of our work. The steps the “insider attacker” carries out in this 

study could be realized by malicious code that manipulates the controller of analog 

devices.Figure 4.6 presents the scenario explored in this research as a flowchart. 
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Figure 4.6 Flowchart representation of the attack scenario investigated in the work. 

Part (a) represents the sequence of actions and activities in the attack. Part (b) 

identifies the role of the attack actors participating in the attack. 
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5. EXPERIMENTS WITH THE PCTRAN REACTOR SIMULATOR 

 

In Chapter 5, we discussed the role of simulators in training. We argued that 

existing simulators were not designed for modeling attacks since they do not capture 

how data from sensors and actuators is generated or transmitted within the nuclear power 

plant’s systems. This study explores ways to bypass these limitations by using data 

analysis to assess the effects of tapering with device data as it is captured or transferred 

in the system. 

5.1. Simulator 

In this study, we worked with the IAEA's Personal Computer Transient Analyzer 

(PCTRAN PWR, version 6.0.4), a two-loop pressurized water reactor simulator. Users 

can turn on or off valves, pumps, and generators and observe the changes in values. 

Figure 5.1 shows a snapshot of the tool interface. Red-colored components are operating 

pumps and open valves, and white-colored components are idle pumps and closed valves 

[84]. 
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Figure 5.1: Screenshot of PCTRAN simulation interface 

 

The simulator allows users to change values such as turbine power demand and 

reactor core rod positions. Figures 5.2 and 5.3 show simulator runs with %100 power 

demand and %75 power demand.  
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Figure 5.2 Screenshot of PCTRAN Simulator; it runs with %100 power demand 

 

 
Figure 5.3 Screenshot of PCTRAN Simulator; it runs with %75 power demand 

 

The simulator is unrealistic in some ways. For example, in real reactors, several 

control rods change their position together for a reactor power change; however, in 

PCTRAN, the control rod icons move one by one to represent a change of rods' position. 

Still, numerical results and plots are realistic.  

There are twenty available malfunctions in PCTRAN. Running the same 

malfunction with different properties is possible. Users can change the failure fraction or 

other components of related malfunctions and observe the effect of the changes by 
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running the simulation. Figure 5.4 shows the malfunctions and setting of a malfunction 

failure fraction to ten percent.  

 

Figure 5.4 Screenshot of PCTRAN interface for configuring malfunctions 

 

Users can activate some malfunctions or manually cause a reactor trip process 

and observe it. The Reactor Protection System (RPS) shuts down a PWR power plant 

when commanded by the operator or specific safety system settings, or setpoints are 

reached. Some of the crucial parameters, such as pressure inside the pressurizer, reactor 

coolant flow rate, steam generator water level, etc., are continuously compared to 

specified safe operation limits. The RPS automatically shuts down the reactor when any 

parameter exceeds its limit. With a reactor’s trip signal, all the control rods are inserted 

rapidly to absorb neutrons in the reactor and, thus, cease the nuclear fission chain 

reaction. According to the NRC, SCRAM is "The sudden shutting down of a nuclear 
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reactor, usually by rapid insertion of control rods, either automatically or manually by 

the reactor operator. Also known as a "reactor trip."  Figure 5.5 depicts the PCTRAN 

interface when a trip has occurred. 

 
Figure 5.5 Screenshot of PCTRAN. When a reactor trip occurs, control rods are 

dropped to minimize the nuclear reaction 

 

When a malfunction is activated, some components change their colors, and red 

boxes appear around some related components. Figures 5.6 and 5.7 show the change in 

the components. 

 
Figure 5.6: Screenshot of PCTRAN Simulator, change in components appearances 
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Figure 5.7: Screenshot of PCTRAN Simulator, change in components appearances 

 

After running PCTRAN, all the scenarios, updates, and changes in components, 

the simulator's state can be saved as data in MS Office’s Access database format, as 

shown in Figure 5.8. 

 

Figure 5.8: Screenshot of PCTRAN, data saving process 

 

5.2. Experimental Method 

Our goal is to explore how feasible it is to use the PCTRAN simulator to 

investigate new data-driven approaches to detect attacks. For that purpose, we manually 

changed several PCTRAN component values and continued the simulation to observe 

the effect of the change. For each of these experiments, we extracted the resulting 
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datasets and analyzed them to assess how well machine learning algorithms could be 

used to predict behavior. 

5.3. Data Extraction 

The PCTRAN documentation does not specify ranges of accepted values for its 

several components. In order to find the accepted value ranges, we ran the simulator 

with different scenarios. For each scenario, we identified the outcome (for example, the 

reactor trip within a period of simulated time) and collected datasets capturing the 

reactor behavior after the change. The reactor properties investigated were fuel 

information, power demand, rod position, pumps, and valve states (open or closed). 

Through these manual value changes, we generated large datasets that captured the 

reactor state in a broad range of situations. 

The experimental process can be illustrated by experimentation with one of the 

studied properties: fuel information. Fuel life cycle information values such as EOC 

(End of Cycle), MOC (Middle of Cycle), and BOC (Beginning of Cycle) affect the 

simulation data. Figure 5.9 shows the PCTRAN initial conditions interface with different 

fuel cycle use (TimeInLife column). We ran many scenarios repeatedly, using different 

fuel cycle status values while keeping other variables unchanged. As a result, we 

acquired a broad range of reactor data. 
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Figure 5.9: Screenshot of PCTRAN simulator running conditions with different 

fuel cycles (TimeInLife)  and properties 

 

First, we ran the simulator under normal conditions, extracting datasets that 

correspond to normal reactor operation. Next, we create unwanted scenarios such as 

incidents, malfunctions, or accidents. The resulting datasets can be used to create models 

to predict unwanted outcomes. 

If an accident scenario is not embedded into the simulator system, creating 

alternative new scenarios is challenging or impossible with most simulators. Without 

access to the simulator’s internal design and the ability to change its implementation to 

additional model components, it is not possible to reproduce well-studied 

accidents/incidents like Fukushima or Chernobyl because they involve changes on 

reactor characteristics not captured by simulators such as PCTRAN. Also, cyber-related 

incidents like Stuxnet cannot be simulated without access to the control components 

impacted by the attack. However, we were able to recreate the Three Miles Island 

incident scenario because the simulator's user manual shows step-by-step how the 

accident happened [84]. We also reproduced two more hypothetical cases from the 

manual, twenty different malfunction cases, and random cases with varying demands of 
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power and fuel quality when a malfunction was running. As a result of these 

experiments, we gathered many datasets corresponding to abnormal cases. 

The simulator runs only for a period covering 1000 seconds, but once one 

execution is completed, users can save the recent run's data as the initial conditions for 

subsequent execution. Figure 5.10 shows the simulator after a sequence of 20 executions 

that simulates 20,000 seconds. 

 
Figure 5.10: Screenshot of PCTRAN simulator running information, time, status 

 

PCTRAN simulation data is saved in a Microsoft Access Database (MDB) 

object. Figure 5.11 shows an example. 

 
Figure 5.11: Saved data - MDB file 
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After collecting data, we converted the MDB access files to Microsoft Excel 

files. In the Excel spreadsheet, a new column is created named PlantStatus to use for 

classification; its value was determined by inspecting the property values. Figure 5.12 

shows the data in excel format with the PlantStatus column. 

 
Figure 5.12: Data in excel format with new column PlantStatus 

 

We define three labels for PlantStatus:  1-Normal, 2-Abnormal, and 3-Trip. 

Normal status means every property value is in its acceptable range, and the plant works 

as expected. Trip status means a reactor trip occurs, rods are inserted, the reaction is at 

the minimum level, and the plant is off. If a plant trip happens, it indicates that there may 

be a significant problem. Our research introduces the Abnormal status to capture 

situations where property values are in their acceptable range, and the plant is operating 

as expected, but there is a property exhibiting minor value variations that reveal an 

unusual trend that may lead later on to an undesirable state. The goal is to investigate 

how data science techniques could be used to detect emerging problematic situations that 
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plant operators are not able to see yet. Using datasets extracted from the simulator, we 

investigate how effective data-driven methods are in predicting Abnormal states. 

If an effective prediction model is available, it can be deployed during operation: 

NPP data is gathered from the site, converted into readable form, and analyzed 

immediately to anticipate unusual situations. Operators continue to monitor the system, 

but they can also leverage information from this new automated smart monitoring 

system.  

5.4. Data Examination 

Significant changes in property values on the simulator, such as turning off the 

cooling system or a radiation monitoring component, result in visible changes in the 

simulated reactor data. For example, when a malfunction is active (e.g., a small leak in 

the water flow) on the simulator, it causes visible changes in the values of WLR (Flow 

Reactor Cooling System Leak) or MBK (Integrated Break Flow). The “simulation 

operators” can easily spot such significant changes, but it might be hard to notice minor 

value modifications that may end up leading to significant outcomes. Figures 5.13 

illustrate a notable data value change, with both the WLR and MBK properties going 

from zero to much larger values. 

 

Figure 5.13: Example of notable change in property values. 
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Identifying which properties have a larger effect on the final status of the plant 

can be quite useful. With the help of data analytics tools, we can identify correlations 

between PlantStatus and other features of plant data. Such insights can help design and 

implement better protection measures for the critical properties of the reactor. Figure 

5.14 displays the correlation between properties and PlantStatus for one of the 

experiments and illustrates how the correlation may vary.  

 
Figure 5.14: Data Correlation between PlantStatus and plant data properties 

 

 



 

76 

 

5.5. Machine Learning 

Russel and Norvig, in their classic book[91],  explain machine learning (ML) as 

“a computer observes some data, builds a model based on the data, and uses the model 

as both a hypothesis about the world and a piece of software that can solve problems.” 

Machine learning models are designed to be predictive (foresee the future), descriptive 

(gain knowledge from data), or both.  

There are different applications of machine learning. For example, the 

association rule is the interest in learning a conditional probability between distinct 

aspects of data. Another application is classification, which is a method that takes data 

and assigns it to separate groups or classes. For example, in this thesis, we classified the 

reactor data as Normal, Abnormal, or Trip. Regression is another machine learning 

application. The output is calculated as an actual number based on the given input. Both 

classification and regression are supervised learning applications that, given input Xi and 

the corresponding output Yi, identify a method to map the input onto the output. Another 

ML application is unsupervised learning, which uses only input data to find the input's 

regularities (density estimation). One method for density estimation is clustering, where 

the goal is to find clusters or groupings of input data.  

If machine learning is to be used to understand critical conditions and decision-

making based on predictions, developers or users should ensure that they choose the best 

model. Model selection is crucial for prediction accuracy. While acquiring data, 

preparing data, and training a model on the dataset, developers should consider the 

concepts of underfitting, overfitting, and bias [92].  
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5.5.1. Training Dataset and Test Dataset  

The data analysis in this thesis is conducted using Anaconda Navigator (v 2.0.3) 

and Jupyter Notebook (v 6.3.0) [93]. 

We captured many scenarios and generated a large dataset to train ML models. 

The scenarios were reactor’s vessel failure, turbine trip, Three Miles accident, steam 

generator tube rupture, small break loss of coolant accident, large break loss of coolant 

accident, loss of AC power, pre-defined twenty malfunctions, normal run with various 

levels of energy demands and different rod position demands. While running the 

simulator, we changed various parameters, such as energy demand reduced from 100 to 

45 then, 45 to 75 percent, or malfunctions with various levels of failure fraction (1, 5,10, 

20, 50,100 percent). We have over 500 MDB files extracted from the simulator, 

distributed across several files, as illustrated in Figure 5.15. 

 

Figure 5.15: Microsoft Access Database (MDB) files; we extracted the data for 

every different simulator’s running scenario and saved it as an MDB file. 
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Figure 5.16 shows the distribution of PlantStatus labeling for the training 

dataset. The total number of data entries for the training dataset is 25403. 

 
Figure 5.16: Training Dataset, PlantStatus: 1: Normal (7615) 2:Abnormal (13708) 

3: Trip (4080) 

 

      We run the simulator with new scenarios such as different power demand 

levels, rod position, and failure fractions that are not used for training dataset creation. 

We created a new dataset for testing to observe how ML models classified the new 

(unseen) data. Figure 5.17 shows the data distribution for PlantStatus on the test dataset. 

The total number of data entries for the test dataset is 6030. 

 
Figure 5.17: Test Dataset, Distribution of PlantStatus: 1: Normal (1757) 2: 

Abnormal (3935) 3: Trip (338) 
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5.5.2. Running Machine Learning Models 

We ran some machine learning (ML) models on the test dataset and observed the 

classification of simulator data. We compared the ML models and their results (i.e., 

classification and the number of classes).  

The first ML model was Logistic Regression (LR), a supervised learning 

algorithm that is used to predict a dependent categorical target variable. The dependent 

variable column (PlantStatus) has three different values in this study's data, so multi-

linear logistic regression is used. Figure 5.18 shows the results of using LR on the test 

dataset. The number of data entries classified as Trip is 576, which is bigger than the 

actual number (338) of Trip cases. Too many (unnecessary) Trip classifications may not 

be preferable for the operators. The LR showed 81% accuracy, but this can be increased 

with better model construction. 

 

Figure 5.18: Results of Logistic Regression on the test dataset 
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The second model we used was K-Nearest Neighbors (KNN), a data 

classification method for estimating the likelihood that a data point will become a 

member of one group or another based on what group the data points nearest to it belong 

to. Figure 5.19 shows the results of using KNN. When the number of neighbors is 5, 

KNN classified two Trip entries as Abnormal; misclassification of Trip cases may not be 

acceptable by operators since a late plant trip might cause damage to the reactor's core. 

The KNN showed 84% accuracy, but this can be increased with better model 

construction. 

 

Figure 5.19: Results of K-Nearest Neighbors classification on the test dataset 

 

The third model, Decision Tree (DT), is a supervised learning method used for 

classification and regression. DT can manage multi-outputs and requires less data 

preparation (e.g., no need for data normalization). Trees can be visualized, and it is easy 
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to understand and interpret. Figure 5.20 shows the results of DT. In terms of finding 

every Trip case, the  DT model showed better results than LR and KNN. However, many 

abnormal data entries are classified as normal. The DT showed 84% accuracy, but this 

can be increased with better model construction. 

 

Figure 5.20: Results of Decision Tree classification on the test dataset 

 

The fourth model is Random Forest (RF), a supervised machine learning 

algorithm formed from decision tree algorithms. RF  is used for solving regression and 

classification problems. Figure 5.21 shows the classification results for RF. It 

successfully found all Trip cases, but it classified Abnormal data entries as Normal data. 

Also, since there is randomness accuracy score changed after every run. The RF showed 

84% accuracy, but this can be increased with better model construction. 
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Figure 5.21: Results of Random Forest classification on the test dataset 

 

The fifth ML model used in the first experiment is the Support Vector Machine 

(SVM). SVMs are a set of supervised learning methods used for classification, 

regression, and outliers’ detection. Figure 5.22 shows the results of using SVM. SVM 

could not classify every Trip case (333 from 338). The SVM showed 83% accuracy, but 

this can be increased with better model construction. 
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Figure 5.22: Results of Support Vector Machines classification on the test dataset 

 

5.5.2.1. Working with Neural Networks 

Artificial neural networks (ANN) simple neural networks are computing systems 

that are designed based on the brain's working mechanism. An ANN consists of nodes 

and connections [94]. In this study, we worked with Keras, a neural network application 

programming interface that runs on the TensorFlow 2 machine learning platform [95]. 

Keras uses layers, models, optimizers, loss functions, and metrics to build a model. Our 

data has three classes, so we need a multi-class classification model. Figure 5.23 shows 

that our data has 92 inputs at the first layer and has three outputs. 
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Figure 5.23 Keras-TensorFlow model creating and fitting for multi-classification 

 

We ran the model on the test dataset, and it classified every Trip case. Figure 

5.24 shows the Keras results on the test dataset.  

 

Figure 5.24 Results of Keras-TensorFlow on the test dataset 
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5.5.3. Working with Artificial Test Dataset 

This study aims to detect abnormalities in data, so we wanted to introduce 

changes artificially into data to observe if the machine learning model catches the 

changes or not. After working with the actual test dataset, we modified some data 

properties to create a second artificial test dataset to imitate man in a middle attack or 

false data injection. We changed the rows from 201 to 301 on the column MBK 

(Integrated Break Flow). Figure 5.25 shows the difference between the two test datasets. 

 

Figure 5.25 The difference between two test datasets 

 

We expected to see different results for the two test datasets and rerun the 

models.  

Results showed that Logistic Regression(LR) created a different number of 

classes for two test datasets. Between two test datasets, rows from 201 to 301 were 
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changed. LR was able to differentiate 97 of the 101 changes. However, the modified data 

was classified as normal data while it was abnormal data. Figure 5.26 shows the 

confusion matrix for actual and artificial test datasets. 

 

Figure 5.26 Comparison of results in LR on artificial and actual test datasets 

 

Figure 5.27 shows the results of KNN for both test datasets. KNN was able to catch 38 

of the 101 changes we introduced, and abnormal data was classified as normal data. 

 

Figure 5.27 Comparison of results in KNN on artificial and actual test datasets 
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As shown in figures 5.28 and 5.29, the decision tree and the random forest did not create 

a different number of classes for both datasets. They could not understand the modified 

data, but better modeling can improve the results. 

 

Figure 5.28 Comparison of results in DT on artificial and actual test datasets 

 

 

Figure 5.29 Comparison of results in RF on artificial and actual test datasets 

 



 

88 

 

SVM caught eight different classifications out of 101, but better modeling can improve 

results. Figure 5.30 shows the confusion matrices for both test datasets. 

 

Figure 5.30 Comparison of results in SVM on artificial and actual test datasets 

 

Figure 5.31 shows the results of the Keras API, and it classified eight data entries 

differently. 

 

Figure 5.31 Results of Keras on the artificial test dataset 
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5.6. Attack Scenario 

The attacker may be trying to remain in the system without action or take down 

the system immediately. Based on the attacker's goal, the behavior of the attack would 

change.  

Attackers do not have direct access to the plant systems but may have crucial 

information about plant data and devices. Thus, the attacker can develop malware that 

looks for specific information and alter it. Chapter 4 presented a  scenario in which the 

attacker reached the critical internal network using the scenario explained in Chapter 4, 

and left malware in the systems lurking and looking for its specific target.  

The attack scenario we consider in this study is a malware that succeeds in 

changing the configuration of a device control mechanism such that it alters the 

component related to the Integrated Break Flow. In our simulated attack, this 

information is captured by the MBK property. In the simulated attack, the malware is a 

program (written in a cross-platform language such as Python) that looks for Excel files, 

searches for the MBK column, and modifies it such that values less than 10,000 are 

changed to zero;  bigger values are not modified. Figure 5.32 shows the malware codes. 
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Figure 5.32: Malware that alters MBK column. Figure 5.33 illustrates the result of 

modifying the MBK column in this way. 

 

 

Figure 5.33: MBK column after modification in the simulated attack scenario. 
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This attack scenario introduces a notable change in the simulated reactor. After 

running the malware, the ML models should show different results for the original and 

modified data. Figures 5.34 to 5.39 show the results of applying the ML models on the 

actual test dataset (collected from the simulator) and the modified test dataset with 

modified MBK values.  

 

Figure 5.34: Results of Logistic Regression, contrasting original data with the 

simulated attack. 

 

 

Figure 5.35: Results of K-Nearest Neighbors, contrasting original data with the 

simulated attack. 
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Figure 5.36: Results of Decision Tree, contrasting original data with the simulated 

attack. 

 

 

Figure 5.37: Results of Random Forest, contrasting original data with the simulated 

attack. 

 

 

Figure 5.38: Results of Support Vector Machines, contrasting original data with the 

simulated attack. 
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Figure 5.39: Results of Keras-TensorFlow, contrasting original data with the 

simulated attack. 

 

 As expected, almost all ML models easily spotted the significant modifications 

and created different numbers of classes for the plant status as normal and abnormal 

(which would enable operators to notice that something is amiss). 

However, since the attacker’s goal is to remain unnoticed in the system, a more 

realistic scenario is captured by analyzing the models with slight modifications in the 

device properties. In this experiment, the malware code adds 0.01 to the MBK values, as 

shown in Figure 5.40. We did not study the sensitivity of the change in detail since we 

do not have the information for data sensitivity. 

 

Figure 5.40: Simulated malware that introduces a minor modification in the MBK 

values. The result is illustrated in Figure 5.41. 
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Figure 5.41: MBK column after minor modification 

 

We ran the ML models for this new modified dataset and checked the results on 

the Confusion Matrix, i.e., the summary of prediction results on a classification. Logistic 

regression, K-nearest neighbors, decision trees, random forest, and support vector 

machine models created the same number of classes for both two test datasets. They 

could not create different results for slight modification. Figure 5.42 shows the results 

for Logistic Regression on the real and modified test datasets.  

 

Figure 5.42: Confusion Matrix of LR, contrasting the actual simulated test dataset 

and modified test dataset with slight modifications in the MBK values.  
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On the other hand, the Keras-TensorFlow application created a different number 

of classes for the two test datasets. Figure 5.43 shows the confusion matrix results. 

 

Figure 5.43 Confusion Matrix of Keras-TensorFlow, contrasting the actual 

simulated test dataset and modified test dataset with slight modifications in the 

MBK values. 

 

5.7. Discussion 

Every SCRAM-plant trip occurrence is significant in the operation of NPPs. It is 

crucial to have tools that find all trip cases, and no trip status should be missed. On the 

other hand, is it acceptable to label normal or abnormal data as trip data and cause a trip? 

Unnecessary or frequent trips to a power plant might cause instability in energy 

generation and financial damage to the institution. The sensitivity of model design is 

vital to catch every trip status (i.e., its ability to predict true positives) and reduce the 

additional classification of trip status (i.e., the number of false negatives). 
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Furthermore, predicting the Abnormal case is essential. Labeling abnormal data 

as normal data might be dangerous for a nuclear power plant, missing the opportunity to 

alert operators for potential danger while labeling Normal data as Abnormal is not as 

hazardous, but labeling Normal data as Abnormal creates unnecessary work for the plant 

operators. Studies showed that false alarm affects operators' decision-making and makes 

operators less aware or concerned about the problem [96]. However, the most critical 

cyber aspect for nuclear power plants is safety. If there is uncertainty, the worst-case 

scenario must be considered to avoid big problems. So, if the primary goal is to ensure 

safety, a higher number of abnormalities should be tolerated. 

ML models, except for Keras, could not capture the slight minor changes. This is 

a success for the attacker, who was able to modify data, remain unnoticed in the system, 

and wait for an expected condition (e.g., time, user input) so that it can cause severe 

damage. However, with better model creation and optimization, results can be changed. 

Figure 5.44 shows the difference between two test datasets focusing on the number of 

classifications for different machine learning models and Keras API. 

 

Figure 5.44 Numbers of Classes for models after minor changes 
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The simulated experiments showed that the modified data could go through the 

monitoring systems and be classified as Normal data, and operators do not have the 

means to assess the correctness of a prediction quickly. Minor changes in data could 

indicate an attack. 

Identifying unusual patterns in the monitored data from sensors and actuators 

will help defend against some cyberattack scenarios. If an attacker penetrates the NPP 

system and then succeeds in controlling an NPP component, analyzing the monitoring 

data streams may reveal the attacker’s interference before the integrity of the NPP 

devices is compromised. Detecting anomalies and unintended changes can benefit from 

the help of an extra inspection tool that runs machine learning models on the monitoring 

data. Data analytics tools and machine learning models should be part of decision 

mechanisms with operators' judgment. 
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6. DISCUSSION AND CONCLUSION 

In this work, we explored cybersecurity for nuclear power plants. Our goal was 

to explore the characteristics of cybersecurity frameworks leading to more secure 

nuclear power plants and investigate the potential of data analytics to help operators to 

identify abnormal situations. This chapter summarizes our investigation and derives 

recommendations based on the studied literature.  

  As discussed in Chapter 2, even the most secure systems are still vulnerable to 

cyber-attacks because of people's intentional or unintentional acts. Previous plant 

incidents indicate that training people is one of the most crucial parts of cyber protection 

for plants. Still, training is limited in nature, given that nuclear facilities do not share 

information about plants' structure and their data because of security concerns. As a 

result, simulators have a massive role in training future power plant workers. Simulators 

are developed for teaching general usage of nuclear power plants. Learning the basics 

like water flow, generators, rod position, and power demand is useful, but understanding 

their technical components is not practical. People who have a background in 

information technology, security,  and computer/electric-electronic fields can get an 

understanding of how nuclear reactions happen with the currently available simulators. 

However, the simulators do not convey what kind of monitoring, networking, and 

control mechanisms are used at nuclear power plants.  

6.1. The Role of Data Analytics 

This study explored how to use simulators to investigate the potential of 

conducting data analytics on the NPP's monitored data. We developed a method to 
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bypass the simulator's time limitations to generate datasets corresponding to long 

periods. By manual manipulation of the simulator's parameters, we generated a 

representative dataset. The simulator data represents data from many diverse sources. 

Under real conditions, data from the physical environment (e.g., sensors, valves, 

generators, pumps) is captured by the monitoring system, and it can be 

watched/evaluated. In this experiment, data was produced by the simulator through 

repetitive interaction with the simulator's user interface. The limitations of the simulator 

make observing the consequences of modified data or changes unfeasible. A change in 

some values on the simulator ended up with SCRAM/trip or was shown as a 

malfunction, and further details were unattainable.  

Our experiments with extracting data from the simulator revealed that some 

properties have a crucial effect on the reactor's status. Our analysis, using different 

machine learning models, showed that for some data modifications, the models are able 

to detect abnormal and trip situations. This classification can be used to categorize 

system components based on their effects on the reactor. More importantly, they may 

allow operators to pursue security measures that can increase NPP safety. 

6.2. Overall Cybersecurity Recommendations 

Murphy’s law states that “Anything that can go wrong will go wrong!“[97]. The 

Nuclear power plant administration should accept Murphy’s law, and they should 

believe security is not guaranteed, but the risk can be mitigated. Cybersecurity risk must 

be assessed based on worst-case scenarios. The Homeland Security Agency states that 

the best assessment methodology is the one that promises the highest vulnerability 
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reduction at the lowest cost [82]. While lowering the budget, increasing the security is 

only possible with a detailed inspection of the systems. With the assistance of 

experienced personnel, running data analytics tools on whole data (to see which inputs 

have more effects on the final product of data) will be helpful to decide which systems 

are the most critical ones. Knowing the most critical systems and their vulnerabilities 

will lead to good risk management. Aspects to be taken into consideration include: 

➢ NPPs should list or map all the systems and then divide all the systems/assets 

into groups (e.g., analog systems, converters, carriers, connectors, monitoring, 

reporting tools, networking, databases, logging tools), create layers, clustering 

based on different levels of importance.  

➢ NPP should answer the following: What attributes (e.g., confidentiality, integrity, 

utility, authenticity, non-repudiation) do the assets need? What are security 

controls (e.g., encryption, hashing, digital signature) required by assets to enable 

asset attributes? Based on the answer, better risk management can be conducted. 

➢ The Defense in Depth approach emphasizes detecting, preventing, responding, 

and recovering with different levels of protection. Organizations should apply 

this approach to the systems and use zone/layer-based networks. Between zones, 

there should be network firewalls that block the protocols. Any Internet 

connection to the Industrial Control network should be denied. External storage 

devices should be blocked, and air gap systems should be hardened. Systems and 

networks should be monitored for suspicious activity. Activities should be 
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logged, and extra checks should be conducted on the logged data to ensure 

security. Table 1 summarizes the controls in this approach. 

PREVENT DETECT RESPOND/RECOVER 

Blacklists Anti-virus /anti-spam Anti-virus-spam 

Reputation Systems Intrusion Detection Systems 
Automated response and 

remediation 

Threat Intelligence Web Application Firewall Backups 

Signature Based Network and 

Endpoint Methods 
Credit Monitoring Snapshots 

Intrusion Prevention Systems Vulnerability Scanning Re-imaging 

URL-Blockers Traffic Monitoring Rollback 

Content Filtering Behavioral Analysis  

Host-Based Firewalls Anomaly Detection  

File and Disk encryption Binary Analysis  

Exploit Prevention Machine Learning  

Sandboxes Heuristic Detection  

Application whitelisting   

Application control   

File and Disk Encryption   

Access Control List   

User Access Control   

Software Restriction Policy   

Table 1: Example controls for Defense in Depth of Cybersecurity [17] [98] 
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➢ Apply the Zero Trust Model that suggests trusting nothing or no user. The risk 

can be mitigated by distributing the trust. Furthermore, this approach should be 

applied to every part of the systems and human sources. Hybrid systems(human-

machine decision mechanisms) should be used to evaluate, monitor, and make 

critical decisions. 

➢ The subjects of supply chain assessment, due diligence, trusted foundry, 

hardware, and software source authentication must be carefully managed, and 

risk never is accepted as zero. 

➢ Old NPPs should modify their systems by learning from accidents/incidents. For 

example, Stuxnet showed that the insider threat is real, air gap systems are 

porous, portable media is dangerous,  hard-coded default passwords for devices 

are unsafe, and digital certificates can be hacked. It also showed that connection 

between PLCs and computer networks could open digital doors to physical 

infrastructure. So, PLCs should be assessed for vulnerabilities, and their 

connectivity to the network should be limited. 

➢ Nuclear power plants can adapt to new job positions where personnel will only 

work on threat hunting or cyber risk assessment. Threats can be calculated based 

on the possible answers of who might attack and what their objectives are. 

➢ Personnel should be monitored constantly, and their psychologies and work 

performance should be evaluated regularly. 

➢ Employee training is one of the most important aspects of power plants' security. 

Power Plants and educational institutions can work to develop better NPP 
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simulators that are not only about reactor cores but include the whole plant 

structure. For example, components from the plant site, connections to PLCs, 

networking, layering between different zones, and control room can be part of 

simulators. Virtual twins can be used, but because of security concerns, twins 

may not be publicly available, so something similar can be developed for training 

future employees. 
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