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#### Abstract

Cloud storage and computing systems have become the backbone of many applications such as streaming (Netflix, YouTube), storage (Dropbox, Google Drive), and computing (Amazon Elastic Computing, Microsoft Azure). To address the ever growing demand for storage and computing requirements of these applications, cloud services are typically implemented over a large-scale distributed data storage system. Cloud systems are expected to provide the following two pivotal services for the users: 1) private content access and 2) fast content access. The goal of this thesis is to understand and address some of the challenges that need to be overcome to provide these two services.

The first part of this thesis focuses on private data access in distributed systems. In particular, we contribute to the areas of Private Information Retrieval (PIR) and Private Computation (PC). In the PIR problem, there is a user who wishes to privately retrieve a subset of files belonging to a database stored on a single or multiple remote server(s). In the PC problem, the user wants to privately compute functions of a subset of files in the database. The PIR and PC problems seek the most efficient solutions with the minimum download cost that enable the user to retrieve or compute what it wants privately.

We establish fundamental bounds on the minimum download cost required for guaranteeing the privacy requirement in some practical and realistic settings of the PIR and PC problems and develop novel and efficient privacy-preserving algorithms for these settings. In particular, we study the single-server and multi-server settings of PIR in which the user initially has a random linear combination of a subset of files in the database as side information, referred to as PIR with coded side information. We also study the multi-server setting of the PC in which the user wants to privately compute multiple linear combinations of a subset of files in the database, referred to as Private Linear Transformation.


The second part of this thesis focuses on fast content access in distributed systems. In particular, we study the use of erasure coding to handle data access requests in distributed storage and computing systems. Service rate region is an important performance metric for coded distributed systems, which expresses the set of all data access request rates that can be simultaneously served by the system. In this context, two classes of problems arise: 1) characterizing the service rate region of a given storage scheme and finding the optimal request allocation, and 2 ) designing the underlying erasure code to handle a given desired service rate region.

As contributions along the first class of problems, we characterize the service rate region of systems with some common coding schemes such as Simplex codes and ReedMuller codes by introducing two novel techniques: 1) fractional matching and vertex cover on graph representation of codes, and 2) geometric representations of codes. Moreover, along the second class of code design, we establish some lower bounds on the minimum storage required to handle a desired service rate region for a coded distributed system and in some regimes, we design efficient storage schemes that provide the desired service rate region while minimizing the storage requirements.
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## NOMENCLATURE

| DSS | Distributed Storage System(s) |
| :--- | :--- |
| PIR | Private Information Retrieval |
| PLC | Private Linear Computation |
| PLT | Private Linear Transformation |
| PC | Private Computation |
| MDS | Maximum Distance Separable |
| RM | Reed-Muller |
| LP | Linear Program |
| ML | Machine Learning |
| $\mathbb{P}_{(\cdot)}$ | Probability |
| $\mathbb{P}_{(\cdot \mid \cdot)}$ | Conditional probability |
| $H(\cdot)$ | (Shannon) Entropy |
| $H(\cdot \mid \cdot)$ | Conditional entropy |
| $I(\cdot ; \cdot)$ | Mutual information |
| $I(\cdot ; \cdot \mid \cdot)$ | Conditional mutual information |
| $\mathbb{F}_{q}$ | Finite field for a prime power $q$ |
| $\mathbb{F}_{q}^{\times}$ | Multiplicative group of $\mathbb{F}_{q}$ |
| $\mathbb{F}_{q} l$ | Extension field of $\mathbb{F}_{q}$ |
| $\mathbb{F}_{q}^{S}$ | -dimensional vector space over $\mathbb{F}_{q}$ |
| $\mathbb{F}_{q}^{k \times n}$ | -dimensional matrix space over $\mathbb{F}_{q}$ |


| $\mathbb{Z}_{\geq 0}$ | Set of non-negative integers |
| :--- | :--- |
| $\mathbb{N}$ | Set of positive integers |
| $[i]$ | Set of integers $\{1, \ldots, i\}$ |
| $\mathcal{K}$ | Set of integers $\{1, \ldots, k\}$ |
| $\mathbf{0}_{k}$ | All-zero vector of length $k$ |
| $\mathbf{1}_{k}$ | All-one vector of length $k$ |
| $[n, k]_{q}$ | Linear code of length $n$ and dimension $k$ over $\mathbb{F}_{q}$ |
| $\mathcal{C}$ | Linear code |
| $\# \mathcal{S}$ | Cardinality of the set (or multiset) $\mathcal{S}$ |
| $\mathrm{PG}(k-1, q)$ | $k-1$-dimensional projective space over $\mathbb{F}_{q}$ |
| $\mathbf{e}_{i}$ | Vector of size $k$, having 1 at position $i$ and 0 elsewhere |
| $\langle\mathcal{S}\rangle$ | Span of the set of vectors $\mathcal{S}$ |
| $\operatorname{conv}(\mathcal{S})$ | Convex hull of the set of vectors $\mathcal{S}$ |
| $\lambda_{i}$ | Request arrival rate for file $f_{i}$ |
| $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ | Demand vector |
| $\mathcal{Y}_{i}$ | Set of $t_{i}$ recovery sets for file $f_{i}$ |
| $Y_{i, j}$ | $j$ Sh recovery set for file $f_{i}$ |
| $\mu$ | Service rate of each server with storage scheme $\mathbf{G}$, service rate $\boldsymbol{\mu}$ of servers |
| $\lambda_{i, j}$ | Porte region of $(\mathbf{G}, \boldsymbol{\mu})$ system |
| $(\mathbf{G}, \boldsymbol{\mu})$ system | Sassigned to the recovery set $Y_{i, j}$ <br> $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ |

## TABLE OF CONTENTS

## Page

ABSTRACT ..... ii
DEDICATION ..... iv
ACKNOWLEDGMENTS ..... v
CONTRIBUTORS AND FUNDING SOURCES ..... vii
NOMENCLATURE ..... viii
TABLE OF CONTENTS ..... x
LIST OF FIGURES ..... xiv
LIST OF TABLES ..... xv

1. INTRODUCTION ..... 1
1.1 Background and Motivation ..... 1
1.2 Private Data Access in Distributed Systems ..... 2
1.3 Fast Data Access in Distributed Systems ..... 4
1.4 Our Contributions and Organization ..... 7
2. SINGLE-SERVER PRIVATE INFORMATION RETRIEVAL (PIR) ..... 14
2.1 Introduction ..... 14
2.2 Problem Setup and Formulation ..... 20
2.2.1 Basic Notation ..... 20
2.2.2 Setup and Assumptions ..... 21
2.2.3 Privacy and Recoverability Conditions ..... 22
2.2.4 PIR-PCSI and PIR-CSI Problems ..... 24
2.2.5 Capacity and Scalar-Linear Capacity ..... 24
2.2.6 Problem Statement ..... 25
2.3 Necessary Conditions ..... 25
2.4 Single-Server PIR with Private Coded Side Information (PIR-PCSI) ..... 26
2.4.1 Single-Server PIR-PCSI-I ..... 27
2.4.1.1 Converse ..... 28
2.4.1.2 Achievability ..... 30
2.4.2 Single-Server PIR-PCSI-II ..... 34
2.4.2.1 Converse ..... 35
2.4.2.2 Achievability ..... 39
2.5 Single-Server PIR with Coded Side Information (PIR-CSI) ..... 41
2.5.1 Single-Server PIR-CSI-I ..... 41
2.5.1.1 Converse ..... 42
2.5.1.2 Achievability ..... 44
2.5.2 Single-Server PIR-CSI-II ..... 49
2.5.2.1 Converse ..... 50
2.5.2.2 Achievability ..... 53
3. MULTI-SERVER PRIVATE INFORMATION RETRIEVAL (PIR) ..... 65
3.1 Introduction ..... 65
3.2 Problem Setup and Formulation ..... 70
3.2.1 Basic Notation ..... 70
3.2.2 Setup and Assumptions ..... 71
3.2.3 Privacy and Recoverability Conditions ..... 72
3.2.4 PIR-PCSI and PIR-CSI Problems ..... 73
3.2.5 Capacity and Server-Symmetric Capacity ..... 74
3.2.6 Problem Statement ..... 75
3.3 Necessary Condition ..... 75
3.4 Multi-Server PIR with Private Coded Side Information (PIR-PCSI) ..... 76
3.4.1 Multi-Server PIR-PCSI-I ..... 76
3.4.1.1 Converse ..... 77
3.4.1.2 Achievability ..... 77
3.4.2 Multi-Server PIR-PCSI-II ..... 86
3.4.2.1 Achievability ..... 86
3.5 Multi-Server PIR with Coded Side Information (PIR-CSI) ..... 87
3.5.1 Multi-Server PIR-CSI-I ..... 87
3.5.1.1 Converse ..... 88
3.5.1.2 Achievability ..... 91
3.5.2 Multi-Server PIR-CSI-II ..... 96
3.5.2.1 Converse ..... 96
3.5.2.2 Achievability ..... 100
4. PRIVATE LINEAR TRANSFORMATION ..... 105
4.1 Introduction ..... 105
4.2 Problem Formulation ..... 107
4.2.1 Basic Notation ..... 107
4.2.2 Setup and Assumptions ..... 108
4.2.3 Privacy and Recoverability Conditions ..... 109
4.2.4 Problem Statement ..... 110
4.3 Main Results ..... 110
4.4 Proof of Theorem 9 ..... 114
4.5 Proof of Theorem 10 ..... 116
5. SERVICE RATE REGION USING COMBINATORIAL APPROACH ..... 125
5.1 Introduction ..... 125
5.2 Coded System and its Service Rate Region ..... 127
5.3 Equivalence to Fractional Matching ..... 130
5.3.1 Graph Representation of Storage Schemes ..... 130
5.3.2 Matching and Vertex Cover on Graphs ..... 131
5.3.3 Example of Equivalence ..... 134
5.3.4 Equivalence Results ..... 138
5.4 Generalization of Batch codes ..... 143
5.4.1 Definitions of Batch Codes and PIR Codes ..... 143
5.4.2 Connection with Batch Codes and PIR Codes ..... 144
6. SERVICE RATE REGION USING GEOMETRIC APPROACH ..... 149
6.1 Introduction ..... 149
6.2 Problem Statement ..... 151
6.2.1 Notation ..... 151
6.2.2 Service Rate of Codes ..... 152
6.2.3 Description of Storage Schemes ..... 156
6.2.4 First Order Reed-Muller (RM) Codes ..... 160
6.3 Geometric View on Service Rate of Codes ..... 162
6.4 Service Rate Region of Simplex Codes ..... 164
6.5 Service Rate Region of Reed-Muller Codes ..... 165
6.5.1 Non-Systematic First Order Reed-Muller Codes ..... 165
6.5.2 Systematic First Order Reed-Muller Codes ..... 167
6.6 Examples of Service Rate Region ..... 170
6.6.1 Binary [7,3] Simplex code ..... 170
6.6.2 Binary Non-Systematic [8, 4] First Order Reed-Muller code ..... 171
7. STORAGE-EFFICIENT SCHEMES COVERING GIVEN RATE REGIONS ..... 175
7.1 Introduction ..... 175
7.2 Problem Setup and Formulation ..... 177
7.2.1 Basic Notation ..... 177
7.2.2 Coded Storage System ..... 177
7.2.3 Service Rate Region ..... 178
7.2.4 Geometric Description of Linear Codes ..... 179
7.2.5 Geometric Interpretation of the Service Rate Region ..... 180
7.2.6 Problem Statement ..... 182
7.3 Main Results ..... 182
7.3.1 Structural Properties of Service Rate Region ..... 183
7.3.2 Using Geometric Approach to Derive Bounds on $n(\mathcal{R})$ ..... 187
7.3.3 Storage-Efficient Schemes for $k=2$ ..... 195
7.4 Example of Storage-Efficient Schemes that Cover Given Rate Regions ..... 201
8. CONCLUSIONS AND FUTURE DIRECTIONS ..... 203
8.1 Privacy in Distributed Systems ..... 203
8.2 Service Rate of Distributed Systems ..... 205
REFERENCES ..... 208

## LIST OF FIGURES

## FIGURE

1.1 (left) Replicated, coded, and hybrid systems with $n=4$ nodes storing $k=2$ files. (right) Service rate regions of the three systems when the service capacity of each node is $\mu=1$. The regions have the same areas. Coding can handle the skews in request arrival rates $\lambda_{a}$ and $\lambda_{b}$ for the two stored objects. Reprinted with permission from [1]. ..... 6
5.1 A distributed storage system consists of 7 servers storing files $f_{1}, f_{2}$, and $f_{3}$ using a binary $[7,3]$ simplex code ..... 134
5.2 Recovery graph of the binary $[7,3]$ Simplex code ..... 135
5.3 Service rate region of binary $[7,3]$ Simplex code ..... 137
5.4 Graph representation of the binary $[7,3]$ simplex code. ..... 148
6.1 7-multiset induced by binary $[7,3]$ Simplex code (Fano plane). ..... 158
6.2 Recovery sets for data object $a$ in the $[8,4]$ Reed-Muller code ..... 172
6.3 Recovery sets for data object $d$ in the $[8,4]$ Reed-Muller code ..... 172
6.4 Service rate region of the $[8,4]_{2}$ first order Reed-Muller code in $\lambda_{a}-\lambda_{d}$ plane with $\lambda_{b}=\lambda_{c}=0$ where the constraints (6.9) and (6.10) are respec- tively shown with the red line and the green line ..... 173
7.1 Four service rate regions defined by the constraints $\lambda_{a}, \lambda_{b} \geq 0, \lambda_{a} \leq$ $\alpha, \lambda_{b} \leq \beta, \lambda_{a}+\lambda_{b} \leq \gamma$, and their corresponding storage schemes that cover them with a minimum number of nodes. ..... 201

## LIST OF TABLES

TABLE Page
2.1 Summary of our main results for single-server PIR-PCSI ..... 19
2.2 Summary of our main results for single-server PIR-CSI ..... 19
3.1 Summary of our main results for multi-server PIR-PCSI ..... 69
3.2 Summary of our main results for multi-server PIR-CSI ..... 69
3.3 The queries of the PC protocol for $N=2$ servers, 2 coded messages, and $F=4$ functions, when the user demands $Z_{1}$. ..... 82
3.4 The queries/answers of Sun-Jafar protocol for 2 servers and 3 messages $\hat{X}_{1}, \hat{X}_{2}, \hat{X}_{3}$, when the user demands $\hat{X}_{1}$ ..... 94
3.5 The queries/answers of Sun-Jafar protocol for 2 servers and 2 messages $\hat{X}_{1}, \hat{X}_{2}$, when the user demands $\hat{X}_{2}$. ..... 102
4.1 The queries of the PC protocol for $N=2$ servers, 2 super-messages, and $F=4$ functions, when the user demands $Y_{1}$ ..... 122

## 1. INTRODUCTION

### 1.1 Background and Motivation

Cloud storage and computing systems have become the backbone of today's widely used applications such as streaming (Netflix, YouTube), storage (Dropbox, Google Drive), computing (Amazon Elastic Computing, Microsoft Azure), and data analytics. To address the ever growing demand for storage and computing requirements of these applications, cloud services are implemented over a large-scale distributed data storage system that provides the desired content to the users. As a result, the performance of a cloud system and the quality of user experience rely on the efficiency of underlying distributed storage system. In addition to providing low-cost and reliable content access, cloud systems are expected to provide the following two pivotal services for the users: 1) private content access and 2) fast content access.

Providing private content access is very important for cloud services because online service providers such as (Google, YouTube, Netflix, etc.) collect significant amounts of users data (such as email addresses, phone numbers, etc.) for various purposes, most notably for building their advertising platforms through which advertisers can target platform users. This data that uniquely identify users may pose a severe threat to users' privacy, for example, if accessed by untrusted parties. Thus, privacy is a major concern for online users who may unknowingly reveal critical personal information (such as political proclivity, medical conditions, etc.) through daily online activities. As a result, protecting the privacy of user's information is of paramount importance for the online service providers. This well-acknowledged concern has led to many interesting theoretical problems such as anonymity, differential privacy, private information retrieval (PIR), and private computation [2-48].

Providing fast content access is vital for cloud services because delayed response turns away users which results in revenue loss. For example, Google recently reported a $20 \%$ loss of search traffic when the delay in loading search results increased only 0.5 sec . Content files stored on the cloud storage systems may be simultaneously requested by multiple users. Maximizing the number of users that can be served simultaneously by the system reduces the users' experienced latency, particularly in a high traffic regime, which is very important for delay-sensitive applications such as video streaming, as well as collaborative applications such as Dropbox and Google Docs, where many users wish to access the same content at the same time. Thus, cloud services must be able to serve a large number of users simultaneously.

The goal of this thesis is to understand and address some of the challenges that arise in providing private and fast content access in cloud systems. In particular, the objective of this thesis is to provide mathematical underpinnings and practical solutions that enable private and fast content access in distributed storage and computing systems by developing insights based on fundamental ideas from different areas of information theory, coding theory, probability, graph theory, optimization, and combinatorics. Next section outlines the key contributions of the two parts of this thesis, and describes the organization of the chapters within these two parts.

### 1.2 Private Data Access in Distributed Systems

The first part of this thesis focuses on private content access and private computation in distributed storage systems. In particular, my work contributes to the areas of Private Information Retrieval (PIR) and Private Linear Transformation (PLT). In addition to its direct applications in privacy, PIR is intimately related to many fundamental problems in cryptography, coding theory, and network coding. Therefore, PIR represents an important focal point to tackle significant challenges across these fields.

In the PIR problem, there is a user who wishes to privately download a single or multiple files belonging to a database stored on a single or multiple (non-colluding or colluding) servers. There are two different types of PIR in the literature: computational and information-theoretic. In the computational PIR (e.g., $[2,3]$ ), the identity of the requested message(s) must be protected from the server(s), assuming that the server(s) is computationally bounded. Aside from the computational PIR is the information-theoretic PIR, introduced by Chor et al. in [4], where no such assumption is made on the computational power of the server(s), and the identity of the requested message(s) need to be protected in an information-theoretic sense.

An information-theoretic PIR scheme seeks the most efficient solution with minimum download cost that enables the user to privately retrieve their demanded file(s) without revealing any information about the identity of the desired file(s) to any individual server. The drawback of this strong requirement is that in the single-server case or multi-server setting when all servers can fully collude, the user must download the entire database from the server [4]. This has led to an extensive body of work on the multi-server PIR when the servers do not fully collude (see, e.g., [5-18]) and the PIR settings in which the user has some side information (unknown to the server(s)) about the messages in the database [21-33].

In the PLT problem, there are $N$ servers, each of which stores an identical copy of a database consisting of $K$ independent messages. Also, there is a user who wants to privately compute $L$ linear combinations of a subset of $D$ messages in the database without revealing any information to any server about the identity of the messages required for the computation, while downloading the minimum possible amount of information from the servers. In the PLT problem, the following two types of privacy requirements can be considered: (i) the individual privacy, where the identity of each individual message in the support set of the demanded linear combinations needs to be kept private [49]; and (ii) the
joint privacy, in which the identity of the entire set of messages in the support set of the demanded linear combinations must be kept private [50]. The joint privacy is a stronger notion of privacy, for which the query must protect the correlation between the indices in the demand support index set, whereas for individual privacy some information about this correlation may be leaked, and hence is a weaker notion of privacy. The PLT problem can be viewed as an interesting extension of the PIR problem and the Private Linear Computation (PLC) problem in which the goal is to privately compute one linear combination of a subset of $D$ messages in the database. The PLT problem can be motivated by several practical scenarios such as linear transformation technique applied for dimensionality reduction in Machine Learning (ML) applications (see [50]).

In this thesis, our goal is to develop novel and efficient PIR and PLT algorithms for practical and realistic settings. In particular, we aim to characterize the minimum required download costs in each of the considered settings and develop novel and efficient algorithms that satisfy the privacy requirements and enable the user to retrieve the desired file while achieving the minimum download cost.

### 1.3 Fast Data Access in Distributed Systems

The second part of this thesis focuses on fast content access in distributed storage and computing systems. The past two decades have seen an explosive growth in the amount of data stored in the cloud data centers which was accompanied by a rapid increase in the volume of users accessing it. To handle these surging demands in a fast, reliable and efficient manner, chunks of a data object are stored redundantly over multiple storage nodes through either replication or erasure coding. Although replication has been typically preferred due its simplicity, it can be expensive in terms of storage. Erasure codes have been shown to be effective in achieving various goals in cloud systems such as providing reliability against node failures (see e.g., [51-54]), ensuring availability of stored content
during high demand (see e.g., [55-58]), enabling the recovery of a data object from multiple disjoint groups of nodes (see e.g., [59-61]), and providing fast content download (see e.g., [62-70]). Content files stored on cloud storage systems may be simultaneously requested by multiple users. Serving a large number of users simultaneously is a major concern in cloud systems and so is considered as one of the most significant considerations in the design of coded distributed systems.

In this thesis, we seek to understand how redundancy can be used to increase the total volume of requests that can be served concurrently by the system. In particular, we consider coded distributed systems where $k$ different data objects (rather than $k$ chunks of one object) are combined into $n$ coded objects which are stored on $n$ nodes. We consider heterogeneous requests to access these objects at rates $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$, respectively. Each of the $n$ nodes can serve at most $\mu$ rate of requests. Thus, the total request rate allocated to each node must not exceed $\mu$. Under these constraints, we aim to characterize the set of achievable vectors $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)$, which we refer to as the service rate region of a coded distributed system. Since the nodes storing coded objects can be used to partially serve requests for any of the objects included in that coded combination, coded distributed systems are more flexible and can have a different (possibly more favorable) service rate region than an uncoded system with the same number of nodes. We illustrate this through the motivating example below.

Motivating Example. Consider an example shown in Figure 1.1, where two objects $a$ and $b$ are redundantly stored on 4 nodes. Figure 1.1 (left) shows 3 redundant storage schemes: replication, coding, and replication and coding combined. Given that each node can serve $\mu=1$ request per second, we want to maximize $\lambda_{a}$ and $\lambda_{b}$, the rate of requests for $a$ and $b$ that can be supported. Object $a$ can be downloaded from the node storing $a$, or from two nodes that store coded combinations of $a$ and $b$.


Figure 1.1: (left) Replicated, coded, and hybrid systems with $n=4$ nodes storing $k=2$ files. (right) Service rate regions of the three systems when the service capacity of each node is $\mu=1$. The regions have the same areas. Coding can handle the skews in request arrival rates $\lambda_{a}$ and $\lambda_{b}$ for the two stored objects. Reprinted with permission from [1].

Figure 1.1 (right) shows the service rate regions of the 3 storage systems. The replicated system can achieve the square service rate region with $0 \leq \lambda_{a}, \lambda_{b} \leq 2$; this is because there are two copies of each object and each node can support $\mu=1$ rate of requests. The coded system with two nodes storing $a+b$ and $a-b$ respectively instead of uncoded copies of $a$ and $b$ achieves the blue colored shaded service rate region. This system can handle skews in $\lambda_{a}$ and $\lambda_{b}$ better than the replicated system when one of the two objects $a$ and $b$ are more frequently accessed but both objects are unlikely to be popular simultaneously. The service rate region of a combined replication and coding system (shown in red) can better support asymmetries in the demands $\lambda_{a}$ and $\lambda_{b}$ and is the best choice when the request rate for $a$ is expected to be larger than that of $b$.

The service rate region can be used as an important performance metric in the design and analysis of erasure coded distributed systems, which describes the set of all data access requests that can be simultaneously served by the system [1,71-77]. Characterizing the service rate region of a coded distributed system gives us a clear picture of the collective
rate of requests that can be supported by the system as well as its robustness to heterogeneous request patterns where some objects are more frequently accessed than others. It is noteworthy that expanding the service rate region reduces the users' experienced latency, particularly in a high traffic regime, which is important for the delay-sensitive applications such as live streaming, where many users wish to get the same content at the same time.

In the context of using the service rate region as a metric to design erasure-coded distributed systems, two classes of problems arise: 1) characterizing the service rate region of a given storage scheme and finding the optimal request allocation (i.e., optimal policies to split incoming requests across the nodes in order to maximize the the volume of the achievable service rate region), and 2) designing the underlying erasure code to cover a given desired service rate region with minimum storage or to maximize the service rate region of a distributed system with given number of storage nodes. In this thesis, our goal is to address some of the problems within each of these two threads.

### 1.4 Our Contributions and Organization

This section summarizes the key contributions of the two parts of this thesis, and describes the organization of chapters within these parts.

## Part I

In Part I of this thesis, we study the single-server and multi-server settings of the PIR problem in the scenarios where the user initially has a random linear combination of a subset of files in the database as side information, in Chapter 2 and Chapter 3, respectively. These settings can be motivated by several practical scenarios. For instance, the user may have obtained a coded side information via overhearing in a wireless network, or on-the-fly recording of a random linear combination of messages being broadcast by an information source, or from a trusted agent, e.g., an entity who makes profit by offering privacy to users, with limited knowledge about the database, or from the information which
is locally stored, e.g., using an erasure code, in the user's cache of limited size. We refer to this problem as PIR with coded side information (PIR-CSI) when only the identity of the demanded message must be protected, and PIR with private coded side information (PIRPCSI) when the identities of both the demanded message and the messages participating in the side information must be protected. Toward our research goals, in Chapter 4, we also study the multi-server setting of the PLT problem under a strong privacy guarantee, referred to as joint privacy guarantee, for which the identity of the entire set of messages in the support set of the demanded linear combinations must be kept private (i.e., without leaking any information about the correlation between them).

In Chapter 2 and Chapter 3, we study the single-server and multi-server settings of single-message (information-theoretic) PIR in the presence of a coded side information, respectively. In Sections 2.4 and 2.5, we study the single-server setting of the PIR-PCSI and PIR-CSI problems, respectively. We extend these settings to the multi-server settings of the PIR-PCSI and PIR-CSI problems in Sections 3.4 and 3.5, respectively.

We assume that the identities of the messages in the support set of the coded side information as well as the coding coefficients are initially unknown to the server. Depending on whether the support set of the user's coded side information includes the user's demand or not, we consider two different models for each of the PIR-PCSI and PIR-CSI problems. In the first model, referred to as Model I, the demand does not belong to the support set of the coded side information, whereas in the second model, referred to as Model II, the demand belongs to the support set of the coded side information. We refer to the PIRPCSI (or PIR-CSI) problem under Model I and Model II as PIR-PCSI-I (or PIR-CSI-I) and PIR-PCSI-II (or PIR-CSI-II), respectively.

For each model and for each of the privacy requirements, we consider the problem of designing a protocol for generating the user's query and the servers' answers that enables the user to decode the message they need while satisfying the privacy requirement.

We establish fundamental bounds on the capacity of each setting, defined as the ratio of the number of information bits in a message to the minimum number of information bits downloaded from the server over all protocols that satisfy the privacy condition. Our converse proofs rely on new information-theoretic and algebraic arguments. We also develop novel and efficient privacy-preserving protocols for each of the considered settings.

In Chapter 4, we study the multi-server setting of the PLT problem with arbitrary number of servers $N \geq 1$. We focus on the setting in which the coefficient matrix of the required linear combinations generates a Maximum Distance Separable (MDS) code. This setting can be motivated by several practical scenarios. For instance, the user may have chosen the coefficient matrix randomly over the field of real numbers or a finite field of large size [50]. First, we show that the capacity of PLT problem for the case of $L=1$, i.e., when the user wishes to compute one linear combination of $D$ messages, is equal to $\Phi(1 / N, K-D+1)$, where $\Phi(A, B)=\left(1+A+A^{2}+\cdots+A^{B-1}\right)^{-1}$. Moreover, we establish an upper bound on the capacity of PLT problem for any arbitrary parameters $N, K, D, L \geq 1$, and based on some known capacity results, we show the tightness of the provided upper bound for some special cases of the problem: (i) the case where there is a single server (i.e., $N=1$ ), (ii) the case where $L=1$, and (iii) the case where $L=D$.

## Part II

In part II of this thesis, we first formulate the problem of characterizing the service rate region and finding optimal request splitting as a constrained optimization problem. However, it cannot be trivially solved using linear solvers because the number of optimization variables is large and the problem becomes computationally intractable. As contributions along this thread, we characterize the service rate region of some well-known classes of codes such as Simplex (also called Hadamard) codes and first-order Reed-Muller (RM) codes by introducing two different novel techniques. In particular, in Chapter 5, we use
fractional matching and vertex cover on graph representation of codes to find the service rate region of Simplex codes, and we use the geometric approach in Chapter 6 to find the rate region of simplex codes and first-order RM codes. These analyses provide insights into how the service rate region is affected by the length and the rate of the underlying code. Along the second thread of designing the underlying erasure code, in Chapter 7 we study the problem of covering a desired rate region with minimum storage.

In Chapter 5, first we introduce a novel technique for constructing a special graph representation of a linear code in Section 5.3.1. Then, using this approach we show the following results in Section 5.3.4: 1) equivalence between the service rate problem and the well-known fractional matching problem and 2) equivalence between the integral service rate problem and the matching problem. These equivalence results allow us to use techniques from the rich literature of the graph theory for solving the service rate problem. Leveraging these equivalence results, it is shown that the maximum sum rates that can be simultaneously served by the system equals the fractional matching number in the graph representation of the code, and thus is lower bounded and upper bounded by the matching number and the vertex cover number, respectively. This is of great interest because if the graph representation of a code is bipartite, then the derived upper bound and lower bound are equal which allows one to establish the maximum sum rate that can be served by the system. Leveraging this result, we characterize the service rate region of the binary simplex codes whose graph representation is bipartite, as we will show in Section 5.3.4. We also show in Section 5.4 that the notion of integral service rate region opens up interesting connections with batch codes, a class of codes designed for simultaneous access [78]. Specifically, we show that the service rate problem can be viewed as a generalization of the batch code problem, and the multiset primitive batch codes problem is a special case of the service rate problem when the portion of requests assigned to the recovery sets is restricted to be integral.

In Chapter 6, to study the service rates of codes problem, we introducing a novel geometric approach that provides a set of half-spaces whose intersection encompasses the service rate region of a given linear storage scheme. In other words, the geometric approach provides upper bounds on the sum of each subset of arrival rates in any demand vector $\left(\lambda_{1}, \cdots, \lambda_{k}\right)$ in the service rate region of a linear code in a more straightforward manner in comparison to other approaches. This technique is of great significance since it allows one to derive upper bounds on the service rates of linear codes without explicitly knowing the list of all possible recovery sets while other approaches such as waterfilling (see [1]) and combinatorial approaches rely on enumeration of all recovery sets that gets increasingly complex when the number of files $k$ increases. Leveraging our novel geometric technique, we take initial steps towards deriving bounds on the service rates of some parametric classes of linear codes without explicitly listing the set of all possible recovery sets. In particular, in Sections 6.4 and 6.5, we derive upper bounds on the service rates of the first order Reed-Muller codes and Simplex codes, respectively, as two classes of codes which are most important in theory as well as in practice. It is worth mentioning that only the cardinality of the recovery sets matters in deriving upper bounds on the service rate of linear codes using the geometric approach. Subsequently, we show how the derived upper bounds can be achieved. Moreover, utilizing the proposed geometric technique, we show that given the service rate region of a code, a lower bound on the minimum distance of the code can be derived.

In Chapter 7, we focus on designing the underlying erasure code for covering a given service rate region with minimum storage. In particular, we consider a practical setting of designing a coded distributed storage system where we wish to store $k$ files redundantly across multiple storage nodes in a distributed storage system. Also, we are given a bounded subset $\mathcal{R} \subset \mathbb{R}_{\geq 0}^{k}$ as a desired service rate region for this storage system. Our goal is: 1) to find the minimum number of storage nodes $n(\mathcal{R})$ (or a lower bound on
$n(\mathcal{R})$ ) required for serving all demand vectors $\boldsymbol{\lambda}$ inside the desired service rate region $\mathcal{R}$, and 2) to design the most storage-efficient redundancy scheme with the service rate region that covers the set $\mathcal{R}$. We formulate the problem of minimizing the number of storage nodes required for covering a desired service rate region as an integer linear programming (ILP). We show that the corresponding ILP cannot be solved trivially using linear solvers especially when the number of files $K$ increases. The reason is that in order to list the constraints of the corresponding ILP, one needs to explicitly know all recovery sets which becomes increasingly complex when the number of files $k$ increases. By using a novel geometric technique, we propose three different general lower bounds for $n(\mathcal{R})$ in Section 7.3.2. Also, we show that for $k=2$, these bounds are tight and we design an efficient storage scheme that achieves the desired service rate region while minimizing the storage in Section 7.3.3.

Finally, in Chapter 8, we conclude this thesis by summarizing our results and presenting some interesting further directions.

## Part I

## Private Data Access in Distributed Systems

## 2. SINGLE-SERVER PRIVATE INFORMATION RETRIEVAL (PIR)*

### 2.1 Introduction

In Private Information Retrieval (PIR) problem, there is a user that wishes to privately download a single or multiple messages belonging to a database stored on a single or multiple (non-colluding or colluding) servers. There are two types of PIR in the literature: computational PIR and information-theoretic PIR. In the computational PIR (see, e.g., [3]), the identity of the requested message(s) must be protected from the server(s), assuming that the server(s) is computationally bounded. Aside from the computational PIR is the information-theoretic PIR, introduced by Chor et al. in [4], where no such assumption is made on the computational power of the server(s), and the identity of the requested message(s) need to be protected in an information-theoretic sense. The drawback of this strong requirement is that in the single-server case, the user must download the entire database from the server [4]. This has led to an extensive body of work on multi-server information-theoretic PIR (see, e.g., [5-18]).

An information-theoretic PIR scheme seeks the most efficient solution (with minimum download cost) for a user to privately download a file from a database stored redundantly on a single or multiple servers, without revealing any information about the identity of the desired file to any individual server. As an application of PIR, consider the following scenario. Online service providers (such as Google, Facebook, YouTube, Netflix, etc.) collect significant amounts of user data (such as email addresses, phone numbers, etc.) for various purposes, most notably for building their advertising platforms through which advertisers can target platform users. This data that uniquely identify users may pose a severe threat

[^0]to users' privacy if accessed by untrusted parties, and thus is a major concern for online users who may unknowingly reveal critical personal information (such as political proclivity, medical conditions, etc.) via daily online activities. As a result, protecting the privacy of user's accessed data is of paramount importance for the online service providers. This well-acknowledged concern has led to many interesting theoretical problems such as PIR problem, as demonstrated by prior studies [22]. In addition to its direct applications in providing private content access in cloud storage systems, PIR is intimately related to many fundamental problems in cryptography, coding theory, and network coding. Therefore, PIR represents an important focal point to tackle significant challenges across these fields.

## Related Work

Initiated by the work of Kadhe et al. in [22] and [37], the information-theoretic PIR was recently extended to the settings wherein the user has a random subset of messages in the database as side information, and the identities of side information messages are unknown to the server(s) [21-24,29,32,33,37,79]. (Some other types of side information, not closely related to our work, were also studied, see, e.g., [26-28, 80].) Three different notions of privacy were considered: (i) $(W, S)$-privacy, where both the identities of the requested messages (denoted by the index set $W$ ) and the identities of the side information messages (denoted by the index set $S$ ) must be protected [22-24, 29, 37, 79]; (ii) joint $W$-privacy, where only the identities of the requested messages (and not necessarily the identities of the side information messages) must be protected [21-23, 33, 37, 79]; and (iii) individual $W$-privacy, where the identity of each requested message must be protected individually (but not necessarily jointly) [32]. In single-message PIR, where the user wants to retrieve one message only, the notions of joint and individual $W$-privacy, referred to as $W$-privacy for brevity, are equivalent. The differences between these two notions of $W$ privacy in multi-message PIR were studied in [32].

## Main Contributions

In this chapter, we focus on the single-server setting of single-message informationtheoretic PIR in the presence of a coded side information. In Sec. 2.4 and 2.5, we study this problem for the cases in which $W$-privacy and $(W, S)$-privacy are required, respectively, where $W$ denotes the index of the requested message, and $S$ denotes the index set of the messages in the support set of the coded side information. In the next chapter, we extends these works to the multi-server setting in Sec. 3.4 and 3.5, respectively.

In this problem, there is a single server storing a database of $K$ independently and uniformly distributed messages, and there is a user who is interested in retrieving a single message from the server. The user initially knows a linear coded combination of a subset of $M$ messages in the database, where the identities of the messages in the support set of the user's coded side information as well as their coding coefficients are initially unknown to the server(s). This setting can be motivated by several practical scenarios. For instance, the user may have obtained a coded side information via overhearing in a wireless network, or on-the-fly recording of a random linear combination of messages being broadcast by an information source, or from a trusted agent, e.g., an entity who makes profit by offering privacy to users, with limited knowledge about the database, or from the information which is locally stored, e.g., using an erasure code, in the user's cache of limited size. Recently, inspired by [22], a group of researchers from Google in [81] used the idea of a coded side information in a new single-server PIR scheme, which leverages both the informationtheoretic and computational PIR.

The problem is to design a protocol for generating the user's query and the server's answer which satisfy one of the following two privacy conditions: $(W, S)$-privacy, i.e., the privacy of both the requested message and the messages in the support set of the coded side information must be preserved, or $W$-privacy, i.e., only the privacy of the requested
message needs to be protected. We refer to this problem as PIR with Private Coded Side Information (PIR-PCSI) or PIR with Coded Side Information (PIR-CSI) when ( $W, S$ )privacy or $W$-privacy is required, respectively.

Depending on whether the support set of the user's coded side information includes the user's demand or not, we consider two different models for each of the PIR-PCSI and PIR-CSI problems. In the first model, referred to as Model I, the demand does not belong to the support set of the coded side information, whereas in the second model, referred to as Model II, the demand belongs to the support set of the coded side information. We refer to the PIR-PCSI (or PIR-CSI) problem under Model I and Model II as PIR-PCSI-I (or PIR-CSI-I) and PIR-PCSI-II (or PIR-CSI-II), respectively.

For each of these settings, we define the capacity as the ratio of the number of information bits in a message to the minimum number of information bits downloaded from the server(s) over all protocols that satisfy the privacy condition. We similarly define the scalar-linear capacity of each setting, except when the minimum is taken over all scalarlinear protocols that satisfy the privacy condition. Note that in a scalar-linear protocol, the user only downloads a number of scalar-linear combinations (i.e., linear combinations with scalar coding coefficients) of the database messages. In contrast, in a general protocol, the user may download arbitrary (non-linear) functions of the database messages.

In this work, our goal is to characterize the capacity and the scalar-linear capacity of each of the PIR-PCSI and PIR-CSI settings, and design a capacity-achieving protocol for each of these settings. We focus on the settings in which (i) the parameter $M$ is fixed and known to the server; (ii) the indices of the $M$ messages in the support set of the coded side information are chosen uniformly at random; (iii) the index of the demand message is chosen uniformly at random from either outside (Model I) or within (Model II) the index set of messages in the coded side information; and (iv) the (nonzero) coding coefficients in the coded side information are chosen uniformly at random.

The capacity results for the single-server PIR-PCSI and single-server PIR-CSI are respectively summarized in Tables 2.1 and 2.2. The main contributions of this work in each of these settings are summarized as follows.

## Single-Server PIR-PCSI

For the single-server PIR-PCSI-I setting, we prove that the capacity and the scalarlinear capacity are both given by $(K-M)^{-1}$ for any $1 \leq M \leq K-1$. This is interesting because, as shown in [22, Theorem 2], the capacity of PIR when $M$ randomly chosen messages are available at the user as side information and the $(W, S)$-privacy is required, referred to as PIR with Private Side Information (PIR-PST), is equal to $(K-M)^{-1}$. This shows that for achieving ( $W, S$ )-privacy, even one random linear coded combination of a random subset of $M$ messages is as efficient as $M$ randomly chosen messages separately, as side information. The converse proof is based on the same argument.

For the single-server PIR-PCSI-II setting, we prove that the scalar-linear capacity for any value of $2 \leq M \leq K$ and the capacity for any value of $\frac{K+1}{2}<M \leq K$ are given by $(K-M+1)^{-1}$, whereas the capacity for any value of $2 \leq M \leq \frac{K+1}{2}$ remains open. This shows that when the user knows only one random linear coded combination whose support set consists of the requested message along with $M-1$ other randomly chosen messages, achieving ( $W, S$ )-privacy is no more costly than that when the user knows $M-1$ randomly chosen (uncoded) messages, different from the requested message.

## Single-Server PIR-CSI

For the single-server PIR-CSI-I setting, we prove that the capacity and the scalar-linear capacity are given by $\left\lceil\frac{K}{M+1}\right\rceil^{-1}$ for any $0 \leq M<K$. Interestingly, this is the same as the capacity of PIR with $M$ randomly chosen messages as side information [22, Theorem 1]. For the PIR-CSI-II setting, we prove that the capacity and the scalar-linear capacity are equal to 1 for $M=2$ and $M=K$, and are equal to $\frac{1}{2}$ for any $3 \leq M \leq K-1$. This

| Privacy Condition | $(W, S)$-Privacy |  |
| :---: | :---: | :---: |
| Model | $W \notin S$ <br> (PIR-PCSI-I) | $W \in S$ <br> (PIR-PCSI-II) |
| Parameters | $1 \leq M \leq K-1$ | $2 \leq M \leq K$ |
| Capacity |  | $(K-M+1)^{-1}$ for $M>\frac{K+1}{2}$ <br> Open for $M \leq \frac{K+1}{2}$ |
| Scalar-Linear <br> Capacity |  | $(K-M)^{-1}$ |

Table 2.1: Summary of our main results for single-server PIR-PCSI

| Privacy Condition | $W$-Privacy |  |
| :---: | :---: | :---: |
| Model | $W \notin S$ <br> (PIR-CSI-I) | $W \in S$ <br> (PIR-CSI-II) |
| Parameters | $1 \leq M \leq K-1$ | $2 \leq M \leq K$ |
| Capacity | $\left\lceil\frac{K}{M+1}\right\rceil^{-1}$ | 1 for $M=2, M=K$ |
| Scalar-Linear <br> Capacity | $\frac{1}{2}$ for $3 \leq M \leq K-1$ |  |
| Achievability <br> Scheme | Modified <br> Partition-and-Code | Randomized <br> Selection-and-Code |

Table 2.2: Summary of our main results for single-server PIR-CSI
result is particularly interesting because, unlike the previous settings, the gap between the capacity and the trivial capacity upper bound 1 is a constant, regardless of the size of support set of the side information ( $M$ ).

The converse proofs are based on new information-theoretic arguments. These arguments are tailored to the setting of single-server PIR and are different from the proof techniques being commonly used in the multi-server PIR settings. In particular, the main ingredients in the proofs are a necessary condition for $(W, S)$-privacy and a necessary condition for $W$-privacy, which reveal the combinatorial nature of the problem of single-
server PIR in the presence of (uncoded or coded) side information. In addition, our converse proofs for the PIR-PCSI-I and PIR-CSI-I settings serve as alternative informationtheoretic proofs for the results in [22] which were proven using index coding arguments.

The achievability proofs are based on novel scalar-linear PIR-PCSI and PIR-CSI protocols. In particular, the proposed PIR-PCSI-I and PIR-PCSI-II protocols, termed the Specialized GRS Code protocol and the Modified Specialized GRS Code protocol, rely on the Generalized Reed-Solomon (GRS) codes that contain a specific codeword, depending on the index of the requested message as well as the indices of the messages in the support set of the coded side information and their coding coefficients.

The proposed protocol for the PIR-CSI-I setting, termed the Modified Partition-andCode (MPC) protocol, is inspired by recently proposed Partition-and-Code with Interference Alignment protocol in [82] for single-server private computation with uncoded side information. The MPC protocol also generalizes the Partition-and-Code protocol of [22] for single-server PIR with uncoded side information. It is noteworthy that we originally introduced a different PIR-CSI-I protocol in [30], termed Randomized Partitioning ( $R P$ ) protocol, which is also capacity-achieving.

For the PIR-CSI-II setting, we propose a protocol, termed the Randomized Selection-and-Code protocol, which is based on the idea of randomizing the structure of the user's query and the server's answer (instead of always using a fixed structure for query/answer). We introduced this idea in [30] for the first time, and Tian et al., concurrently and independently, used a similar idea in [83] for multi-server PIR without side information.

### 2.2 Problem Setup and Formulation

### 2.2.1 Basic Notation

Throughout this work, we denote random variables by bold-face letters and their realizations by regular letters. The functions $\mathbb{P}(\cdot), \mathbb{P}(\cdot \mid \cdot), H(\cdot), H(\cdot \mid \cdot)$, and $I(\cdot ; \cdot \mid \cdot)$ denote
probability, conditional probability, (Shannon) entropy, conditional entropy, and conditional mutual information, respectively. Let $\mathbb{F}_{q}$ be a finite field for a prime power $q$, and let $\mathbb{F}_{q}^{\times} \triangleq \mathbb{F}_{q} \backslash\{0\}$ be the multiplicative group of $\mathbb{F}_{q}$. Let $\mathbb{F}_{q^{l}}$ be an extension field of $\mathbb{F}_{q}$ for an integer $l \geq 1$, and let $L \triangleq l \log _{2} q$. The parameters $q$ and $l$ are referred to as the base-field size and the field-extension degree, respectively. Let $K \geq 1$ and $1 \leq M \leq K$ be two integers. Let $\mathcal{K} \triangleq\{1, \ldots, K\}$. We denote by $\mathcal{S}$ the set of all $M$-subsets (i.e., all subsets of size $M$ ) of $\mathcal{K}$, and denote by $\mathcal{C}$ the set of all sequences of size $M$ (i.e., all length- $M$ sequences) with elements from $\mathbb{F}_{q}^{\times}$. Note that $|\mathcal{S}|=\binom{K}{M}$ and $|\mathcal{C}|=(q-1)^{M}$.

### 2.2.2 Setup and Assumptions

There is a server that stores a set of $K$ messages $X_{1}, \ldots, X_{K}$, denoted by $X_{\mathcal{K}} \triangleq$ $\left\{X_{1}, \ldots, X_{K}\right\}$, where $\mathbf{X}_{i}$ 's are independently and uniformly distributed over $\mathbb{F}_{q^{l}}$, i.e., $H\left(\mathbf{X}_{i}\right)=L$ for $i \in \mathcal{K}$ and $H\left(\mathbf{X}_{\mathcal{K}}\right)=K L$, where $\mathbf{X}_{\mathcal{K}} \triangleq\left\{\mathbf{X}_{1}, \ldots, \mathbf{X}_{K}\right\}$.

There is a user who wants to retrieve a message $X_{W}$ for some $W \in \mathcal{K}$ from the server, and knows a linear combination $Y^{[S, C]} \triangleq \sum_{i \in S} c_{i} X_{i}$ on the messages $X_{S} \triangleq\left\{X_{i}: i \in S\right\}$, for some $S \triangleq\left\{i_{1}, \ldots, i_{M}\right\} \in \mathcal{S}$ and $C \triangleq\left\{c_{i_{1}}, \ldots, c_{i_{M}}\right\} \in \mathcal{C}$. We refer to $X_{W}$ as the demand, $W$ as the demand index, $X_{S}$ as the side information support set, $S$ as the side information support index set, $M$ as the side information support size, and $Y^{[S, C]}$ as the (coded) side information.

We assume that $\mathbf{S}$ and C are uniformly distributed over $\mathcal{S}$ and $\mathcal{C}$, respectively. Also, we consider two different models for the conditional distribution of $\mathbf{W}$ given $\mathbf{S}=S$ :

Model I: W is uniformly distributed over $\mathcal{K} \backslash S$,

$$
\mathbb{P}(\mathbf{W}=W \mid \mathbf{S}=S)= \begin{cases}\frac{1}{K-M}, & W \in \mathcal{K} \backslash S \\ 0, & \text { otherwise }\end{cases}
$$

Model II: W is uniformly distributed over $S$,

$$
\mathbb{P}(\mathbf{W}=W \mid \mathbf{S}=S)= \begin{cases}\frac{1}{M}, & W \in S \\ 0, & \text { otherwise }\end{cases}
$$

For both Models I and II, W is distributed uniformly over $\mathcal{K}$.
Let $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}$ be an indicator random variable such that that $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=0$ if $\mathbf{W} \notin \mathbf{S}$, and $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=1$ otherwise. Note that $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=0$ in Model I, and $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=1$ in Model II.

We assume that the server knows the underlying model (i.e., whether $\mathbf{W} \notin \mathbf{S}$ or $\mathbf{W} \in$ $\mathbf{S}$ ), the side information support size $M$, the distributions of $\mathbf{S}$ and $\mathbf{C}$, and the conditional distribution of $\mathbf{W}$ given $\mathbf{S}$, in advance; whereas the realizations $W, S, C$ are unknown to the servers in advance.

### 2.2.3 Privacy and Recoverability Conditions

For any given $W, S, C$, to retrieve $X_{W}$, the user sends to the server the query $Q^{[W, S, C]}$, which is a (potentially stochastic) function of $W, S, C$.* For simplifying the notation, we denote $\mathbf{Q}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}$ by $\mathbf{Q}$. The query must satisfy one of the following two privacy conditions:
(i) both the user's demand index and side information support index set must be protected from the servers;
(ii) only the user's demand index (and not necessarily the side information support index set) must be protected from the servers.

The condition (i) is referred to as the ( $W, S$ )-privacy condition, and the condition (ii) is referred to as the $W$-privacy condition. (Note that $(W, S)$-privacy is a stronger condition than $W$-privacy.)

[^1]The $(W, S)$-privacy condition implies that $(\mathbf{W}, \mathbf{S})$ and $\mathbf{Q}$ must be conditionally independent given $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}$, that is,

$$
I\left(\mathbf{W}, \mathbf{S} ; \mathbf{Q} \mid \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}\right)=0
$$

The $W$-privacy condition implies that $\mathbf{W}$ and $\mathbf{Q}$ must be conditionally independent given $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}$,

$$
I\left(\mathbf{W} ; \mathbf{Q} \mid \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}\right)=0
$$

Equivalently, for a given $\theta \in\{0,1\}$, when $(W, S)$-privacy is required, it must hold that

$$
\begin{aligned}
& \mathbb{P}\left(\mathbf{W}=W^{*}, \mathbf{S}=S^{*} \mid \mathbf{Q}=Q^{[W, S, C]}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta\right) \\
& =\mathbb{P}\left(\mathbf{W}=W^{*}, \mathbf{S}=S^{*} \mid \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta\right)
\end{aligned}
$$

for all $W^{*} \in \mathcal{K}$ and $S^{*} \in \mathcal{S}$, and when $W$-privacy is required, it must hold that

$$
\begin{aligned}
& \mathbb{P}\left(\mathbf{W}=W^{*} \mid \mathbf{Q}=Q^{[W, S, C]}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta\right) \\
& =\mathbb{P}\left(\mathbf{W}=W^{*} \mid \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta\right)
\end{aligned}
$$

for all $W^{*} \in \mathcal{K}$. The mutual information based definitions of the $(W, S)$-privacy and $W$-privacy conditions will be used in the converse proofs, whereas their probability based counterparts will be used in the achievability proofs.

Upon receiving $Q^{[W, S, C]}$, the server sends to the user an answer $A^{[W, S, C]}$, which is a (deterministic) function of the query $Q^{[W, S, C]}$, the indicator variable $\mathbb{1}_{\{W \in S\}}$, and the messages in $X_{\mathcal{K}}$. For simplifying the notation, we denote $\mathbf{A}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}$ by $\mathbf{A}$. Note that $(\mathbf{W}, \mathbf{S}, \mathbf{C}) \rightarrow$ $\left(\mathbf{Q}, \mathbb{1}_{\{\mathbf{w} \in \mathbf{S}\}}, \mathbf{X}_{\mathcal{K}}\right) \rightarrow \mathbf{A}$ forms a Markov chain, and $H\left(\mathbf{A} \mid \mathbf{Q}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}, \mathbf{X}_{\mathcal{K}}, \mathbf{W}, \mathbf{S}, \mathbf{C}\right)=0$ holds.

The answer $A^{[W, S, C]}$ along with $Q^{[W, S, C]}, \mathbb{1}_{\{W \in S\}}, Y^{[S, C]}$, and $W, S, C$ must enable the user to retrieve the demand $X_{W}$. That is, it must hold that

$$
H\left(\mathbf{X}_{\mathbf{W}} \mid \mathbf{A}, \mathbf{Q}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}, \mathbf{Y}^{[\mathbf{S}, \mathbf{C}]}, \mathbf{W}, \mathbf{S}, \mathbf{C}\right)=0
$$

We refer to this condition as the recoverability condition.

### 2.2.4 PIR-PCSI and PIR-CSI Problems

For each type of privacy and for each model, the problem is to design a protocol for generating a query $Q^{[W, S, C]}$ (and the corresponding answer $A^{[W, S, C]}$, given $Q^{[W, S, C]}$, $\mathbb{1}_{\{W \in S\}}$, and $\left.X_{\mathcal{K}}\right)$ for any given $W, S, C$, such that both the privacy and recoverability conditions are satisfied. Note that the protocol is assumed to be known at the server. When ( $W, S$ )-privacy is required, we refer to this problem as Private Information Retrieval (PIR) with Private Coded Side Information (PIR-PCSI), and when $W$-privacy is required we refer to this problem as PIR with Coded Side Information (PIR-CSI).

The PIR-PCSI problem under Model I (or Model II) is referred to as the PIR-PCSI-I (or PIR-PCSI-II) setting; and the PIR-CSI problem under Model I (or Model II) is referred to as the PIR-CSI-I (or PIR-CSI-II) setting. A protocol for generating queries/answers for the PIR-PCSI-I (or PIR-PCSI-II) setting is referred to as a PIR-PCSI-I (or PIR-PCSI-II) protocol. A PIR-CSI-I (or PIR-CSI-II) protocol is defined similarly. A protocol is said to be scalar-linear if the server's answer to the user's query consists only of the scalar-linear combinations of the messages in $X_{\mathcal{K}}$. This is in contrast to general protocols where the user can download arbitrary (non-linear) functions of the messages in $X_{\mathcal{K}}$ from the server.

### 2.2.5 Capacity and Scalar-Linear Capacity

The rate of a PIR-PCSI-I (or PIR-PCSI-II) protocol is defined as the ratio of the entropy of a message, i.e., $L$, to the conditional entropy of $\mathbf{A}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}$ given that $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=0$
(or $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=1$ ). The rate of a PIR-CSI-I (or PIR-CSI-II) protocol is defined similarly.
The capacity of PIR-PCSI-I (or PIR-PCSI-II) setting is defined as the supremum of rates over all PIR-PCSI-I (or PIR-PCSI-II) protocols and over all base-field sizes $q$ and all field-extension degrees $l$; and the capacity of PIR-CSI-I (or PIR-CSI-II) setting is defined similarly.

The scalar-linear capacity of PIR-PCSI-I (or PIR-PCSI-II) setting is defined as the supremum of rates over all scalar-linear PIR-PCSI-I (or PIR-PCSI-II) protocols and over all $q$ and $l$. The scalar-linear capacity of PIR-CSI-I (or PIR-CSI-II) setting is defined similarly. ${ }^{\dagger}$

### 2.2.6 Problem Statement

In this work, our goal is to derive upper bounds on the capacity and the scalar-linear capacity of the single-server PIR-PCSI-I, PIR-PCSI-II, PIR-CSI-I, and PIR-CSI-II settings, and to design protocols that achieve the corresponding upper-bounds.

### 2.3 Necessary Conditions

The following two lemmas give a necessary condition for $(W, S)$-privacy and $W$ privacy, respectively. These simple but powerful lemmas are the key components in the converse proofs of our main results.

Lemma 1. For $(W, S)$-privacy, for a given $\theta \in\{0,1\}$, for any $W^{*} \in \mathcal{K}$ and $S^{*} \in \mathcal{S}$ with $\mathbb{1}_{\left\{W^{*} \in S^{*}\right\}}=\theta$, there must exist $C^{*} \in \mathcal{C}$ such that

$$
H\left(\mathbf{X}_{W^{*}} \mid \mathbf{A}, \mathbf{Q}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta, \mathbf{Y}^{\left[S^{*}, C^{*}\right]}\right)=0
$$

[^2]Proof. The proof is by the way of contradiction. For a given $\theta \in\{0,1\}$, consider an arbitrary $W^{*} \in \mathcal{K}$ and an arbitrary $S^{*} \in \mathcal{S}$ such that $\mathbb{1}_{\left\{W^{*} \in S^{*}\right\}}=\theta$. Suppose that there does not exist any $C^{*} \in \mathcal{C}$ such that $H\left(\mathbf{X}_{W^{*}} \mid \mathbf{A}, \mathbf{Q}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta, \mathbf{Y}^{\left[S^{*}, C^{*}\right]}\right)=0$. If $W^{*}$ and $S^{*}$ are respectively the user's demand index and side information support index set, no matter what the user's side information $Y^{\left[S^{*},\right]}$ is, the user cannot recover $X_{W^{*}}$ given the answer, query, and the side information $Y^{\left[S^{*},\right]}$. This violates the recoverability condition. Thus, $W^{*}$ and $S^{*}$ cannot be the user's demand index and side information support index set, respectively. This obviously violates the $(W, S)$-privacy condition, because given the query, every $W^{*} \in \mathcal{K}$ and every $S^{*} \in \mathcal{S}$ such that $\mathbb{1}_{\left\{W^{*} \in S^{*}\right\}}=\theta$ must be equally likely to be the user's demand index and side information support index set, respectively.

Lemma 2. For $W$-privacy, for a given $\theta \in\{0,1\}$, for any $W^{*} \in \mathcal{K}$, there must exist $S^{*} \in$ $\mathcal{S}$ with $\mathbb{1}_{\left\{W^{*} \in S^{*}\right\}}=\theta$ and $C^{*} \in \mathcal{C}$ such that

$$
H\left(\mathbf{X}_{W^{*}} \mid \mathbf{A}, \mathbf{Q}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta, \mathbf{Y}^{\left[S^{*}, C^{*}\right]}\right)=0
$$

Proof. The proof is similar to the proof of Lemma 1 except that the $W$-privacy condition is used instead of the ( $W, S$ )-privacy condition, and is omitted for brevity.

### 2.4 Single-Server PIR with Private Coded Side Information (PIR-PCSI)

In this section, we present our main results for the single-server PIR-PCSI-I and single-server PIR-PCSI-II settings in Section 2.4.1 and Section 2.4.2, respectively. The capacity and the scalar-linear capacity of the single-server PIR-PCSI-I setting (for all $1 \leq M \leq K-1$ ) are characterized in Theorem 1, and the capacity (for all $\frac{K+1}{2}<M \leq$ $K$ ) and the scalar-linear capacity (for all $2 \leq M \leq K$ ) of the single-server PIR-PCSI-II setting are characterized in Theorem 2. For any $2 \leq M \leq \frac{K+1}{2}$, the capacity of the PIR-PCSI-II setting, which we conjecture to be the same as the scalar-linear capacity, remains open. The proofs are provided.

### 2.4.1 Single-Server PIR-PCSI-I

Theorem 1. For the single-server PIR-PCSI-I setting with $K$ messages and side information support size $M$, the capacity and the scalar-linear capacity are given by $(K-M)^{-1}$ for all $1 \leq M \leq K-1$.

The converse follows directly from the result of [22, Theorem 2], which was proven using an index coding argument, for single-server single-message PIR with (uncoded) side information when $(W, S)$-privacy is required. In this work, we provide an alternative proof of converse by upper bounding the rate of any PIR-PCSI-I protocol using the informationtheoretic arguments (see Section 2.4.1.1). The key component of the proof is the necessary condition for $(W, S)$-privacy, stated in Lemma 1.

The achievability proof relies on a new scalar-linear PIR-PCSI-I protocol, termed the Specialized GRS Code protocol, which achieves the rate $(K-M)^{-1}$ (see Section 2.4.1.2). This protocol is based on the Generalized Reed-Solomon (GRS) codes that contain a specific codeword depending on $W, S, C$.

Remark 1. As shown in [22], when there is a single server storing $K$ independent and identically distributed messages, and there is a user that knows $M$ randomly chosen (uncoded) messages as their side information and demands a single message not in their side information, in order to guarantee $(W, S)$-privacy, the minimum download cost is $(K-M) L$, where $L$ is the entropy of a message. Surprisingly, this result matches the result of Theorem 1. This shows that, when compared to having $M$ random messages separately as side information, for achieving $(W, S)$-privacy there will be no additional loss in capacity even if only one random linear coded combination of $M$ random messages is known by the user.

## Proof of Theorem 1

### 2.4.1.1 Converse

As shown in [22] using an index-coding argument, when $(W, S)$-privacy is required, the capacity of PIR with $M$ uncoded messages as side information is given by $(K-M)^{-1}$. The capacity of the PIR-PCSI-I setting is upper bounded by this quantity. This proves the converse for Theorem 1. In this section, we present an alternative information-theoretic proof for the general case, which also proves the converse for the scalar-linear case.

Lemma 3. For any $1 \leq M \leq K-1$, the (scalar-linear) capacity of the PIR-PCSI-I setting is upper bounded by $(K-M)^{-1}$.

Proof. In the following, all entropies are conditional on the event $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=0$, and we remove this event from the conditions everywhere, for the ease of notation. We need to show that $H(\mathbf{A}) \geq(K-M) L$.

Take arbitrary $W, S, C$ (and $\mathbf{Y} \triangleq \mathbf{Y}^{[S, C]}$ ) such that $W \notin S$. Then, we have

$$
\begin{align*}
H(\mathbf{A}) & \geq H(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y})  \tag{2.1}\\
& =H(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y})+H\left(\mathbf{X}_{W} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}\right)  \tag{2.2}\\
& =H\left(\mathbf{A}, \mathbf{X}_{W} \mid \mathbf{Q}, \mathbf{Y}\right)  \tag{2.3}\\
& =H\left(\mathbf{X}_{W} \mid \mathbf{Q}, \mathbf{Y}\right)+H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right)  \tag{2.4}\\
& =H\left(\mathbf{X}_{W}\right)+H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) \tag{2.5}
\end{align*}
$$

where (2.1) follows since conditioning does not increase the entropy; (2.2) holds because by the recoverability condition, $H\left(\mathbf{X}_{W} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}\right)=0$; (2.3) and (2.4) follow from the chain rule of entropy; and (2.5) follows from $H\left(\mathbf{X}_{W} \mid \mathbf{Q}, \mathbf{Y}\right)=H\left(\mathbf{X}_{W}\right)$ since $\mathbf{X}_{W}$ is independent of $(\mathbf{Q}, \mathbf{Y})$ (noting that $W \notin S$ ).

For the case that $W \cup S=\mathcal{K}$ (i.e., $M=K-1$ ), we have $H(\mathbf{A}) \geq H\left(\mathbf{X}_{W}\right)=L$ (by using the first term in (2.5)), as was to be shown. For the case that $W \cup S \neq \mathcal{K}$, we proceed by lower bounding the second term in (2.5), $H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right)$. By Lemma 1, for each $i \in \mathcal{K} \backslash(W \cup S)$, there exists $C_{i} \in \mathcal{C}\left(\right.$ and $\left.\mathbf{Y}_{i} \triangleq \mathbf{Y}^{\left[S, C_{i}\right]}\right)$ such that $H\left(\mathbf{X}_{i} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{i}\right)=0$. Let $I$ be a maximal subset of $\mathcal{K} \backslash(W \cup S)$ such that $\mathbf{Y}$ and $\mathbf{Y}_{I} \triangleq\left\{\mathbf{Y}_{i}\right\}_{i \in I}$ are linearly independent. (Note that $|I| \leq|S|-1=M-1$.) Let $\mathbf{X}_{I} \triangleq\left\{\mathbf{X}_{i}\right\}_{i \in I}$. Then, we have

$$
\begin{align*}
H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) \geq & H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}\right) \\
\geq & H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}\right) \\
& +H\left(\mathbf{X}_{I} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}\right)  \tag{2.6}\\
= & H\left(\mathbf{A}, \mathbf{X}_{I} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}\right) \\
= & H\left(\mathbf{X}_{I} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}\right) \\
& +H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}, \mathbf{X}_{I}\right) \\
= & H\left(\mathbf{X}_{I}\right) \\
& +H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}, \mathbf{X}_{I}\right) \tag{2.7}
\end{align*}
$$

where (2.6) holds because $H\left(\mathbf{X}_{i} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{i}\right)=0$ for all $i \in I$ (by assumption); and (2.7) holds since $\mathbf{X}_{I}$ is independent of $\left(\mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}\right)$ by construction (noting that $I$ and $W \cup S$ are disjoint). The first term in (2.7), $H\left(\mathbf{X}_{I}\right)$, is lower bounded by $|I| L \geq 0$. Thus, in order to further lower bound $H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right)$, we need to lower bound the second term in (2.7), $H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}, \mathbf{X}_{I}\right)$. By the maximality of $I$, for each $j \in J \triangleq$ $\mathcal{K} \backslash(W \cup S \cup I)$, there exists $C_{j} \in \mathcal{C}$ (and $\mathbf{Y}_{j} \triangleq \mathbf{Y}^{\left[S, C_{j}\right]}$, which is linearly dependent on $\mathbf{Y}$ and $\left.\mathbf{Y}_{I}\right)$ such that $H\left(\mathbf{X}_{j} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{j}\right)=0$, and as a consequence, $H\left(\mathbf{X}_{j} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}, \mathbf{Y}_{I}\right)=$ 0. (Note that $|J|=K-M-1-|I|$.) Let $\mathbf{X}_{J} \triangleq\left\{X_{j}\right\}_{j \in J}$. Then, we can write

$$
\begin{align*}
& H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}, \mathbf{X}_{I}\right) \\
&= H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}, \mathbf{X}_{I}\right) \\
&+H\left(\mathbf{X}_{J} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}, \mathbf{X}_{I}\right)  \tag{2.8}\\
&= H\left(\mathbf{A}, \mathbf{X}_{J} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}, \mathbf{X}_{I}\right) \\
&= H\left(\mathbf{X}_{J} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}, \mathbf{X}_{I}\right) \\
&+H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}, \mathbf{X}_{I}, \mathbf{X}_{J}\right) \\
& \geq H\left(\mathbf{X}_{J}\right) \tag{2.9}
\end{align*}
$$

where (2.8) holds since $H\left(\mathbf{X}_{j} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}, \mathbf{Y}_{I}\right)=0$ for all $j \in J$ (by assumption); and (2.9) holds because $\mathbf{X}_{J}$ and $\left(\mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{I}, \mathbf{X}_{I}\right)$ are independent by construction (noting that $J$ and $W \cup S \cup I$ are disjoint). Putting (2.5), (2.7), and (2.9) together, $H(\mathbf{A}) \geq H\left(\mathbf{X}_{W}\right)+$ $H\left(\mathbf{X}_{I}\right)+H\left(\mathbf{X}_{J}\right)=L+|I| L+(K-M-1-|I|) L=(K-M) L$, as was to be shown. $\square$

### 2.4.1.2 Achievability

In this section, we propose a scalar-linear PIR-PCSI-I protocol that achieves the rate $(K-M)^{-1}$. The proposed protocol requires a base-field size $q \geq K$ (and arbitrary fieldextension degree $l \geq 1$ ) where the messages $X_{i}$ 's are elements from $\mathbb{F}_{q^{l}}$.

It is noteworthy that the rate $(K-M)^{-1}$ is not necessarily achievable for $q<K$, and for the special case of scalar-linear schemes, the achievability of this rate is conditional upon the existence of a $(K, K-M)$ maximum distance seperable (MDS) code over $\mathbb{F}_{q}$ that has a codeword with support $W \cup S$ such that the $j$ th code symbol is non-zero for $j=W$ and it is equal to $c_{j}$ for each $j \in S$ where $c_{j}$ is the coefficient of the message $X_{j}$ in the coded side information $Y^{[S, C]}$. In the following, we show how to design such a code for any $q \geq K$.

Specialized GRS Code Protocol: This protocol consists of three steps as follows:
Step 1: First, the user arbitrarily chooses $K$ distinct elements $\omega_{1}, \ldots, \omega_{K}$ from $\mathbb{F}_{q}$, and constructs a polynomial

$$
p(x) \triangleq \prod_{i \in \mathcal{K} \backslash(W \cup S)}\left(x-\omega_{i}\right)
$$

Then, the user constructs $K-M$ sequences $Q_{1}, \ldots, Q_{K-M}$, each of size $K$, defined as

$$
Q_{i}=\left\{v_{1} \omega_{1}^{i-1}, \ldots, v_{K} \omega_{K}^{i-1}\right\}
$$

where the parameters $v_{j}$ 's are chosen as follows. For each $j \in S, v_{j}=\frac{c_{j}}{p\left(\omega_{j}\right)}$ where $c_{j}$ is the coefficient of $X_{j}$ in $Y^{[S, C]}$; and for each $j \notin S, v_{j}$ is chosen at random from $\mathbb{F}_{q}^{\times}$.

The user then sends to the server the query $Q^{[W, S, C]}=\left\{Q_{1}, \ldots, Q_{K-M}\right\}$.
Note that the $j$ th element in the set $Q_{i}$ can be thought of as the entry $(i, j)$ of a ( $K-$ $M) \times K$ matrix $G \triangleq\left[g_{1}^{T}, \ldots, g_{K-M}^{T}\right]^{T}$, which generates a $(K, K-M)$ GRS code with distinct parameters $\omega_{1}, \ldots, \omega_{K}$ and non-zero multipliers $v_{1}, \ldots, v_{K}$ [84]. This construction ensures that such a GRS code has a specific codeword, namely $\sum_{i=1}^{K-M} p_{i} g_{i}$ where $p_{i}$ is the coefficient of $x^{i-1}$ in the expansion of the polynomial $p(x)=\sum_{i=1}^{K-M} p_{i} x^{i-1}$, with support $W \cup S$ such that the $j$ th code symbol is non-zero for $j=W$, and it is equal to $c_{j}$ for each $j \in S$. This observation is the chief idea in the proof of the recoverability condition for the proposed protocol.

Step 2: By using $Q_{i}$ 's, the server computes $A_{i}$ 's, defined as $A_{i}=\sum_{j=1}^{K} v_{j} \omega_{j}^{i-1} X_{j}$, and it sends the answer $A^{[W, S, C]}=\left\{A_{1}, \ldots, A_{K-M}\right\}$ to the user.

Note that $A_{i}$ 's are the parity check equations of a $(K, M)$ GRS code which is the dual code of the GRS code generated by the matrix $G$ defined earlier.

Step 3: Upon receiving the answer, the user retrieves $X_{W}$ by subtracting off the contribution of the side information $Y^{[S, C]}$ from $\sum_{i=1}^{K-M} p_{i} A_{i}=c_{W} X_{W}+\sum_{i \in S} c_{i} X_{i}$.

Example 1. Consider a scenario where the server has $K=4$ messages $X_{1}, \ldots, X_{4} \in \mathbb{F}_{5}$, and the user demands the message $X_{1}$ and has a coded side information $Y=X_{2}+X_{3}$ with support size $M=2$. For this example, $W=1, S=\{2,3\}$, and $C=\left\{c_{2}, c_{3}\right\}=\{1,1\}$. First, the user chooses $K=4$ distinct elements from $\mathbb{F}_{5}$, say $\left(\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right)=(0,1,2,3)$.

Then, the user constructs the polynomial

$$
p(x)=\prod_{i \notin W \cup S}\left(x-\omega_{i}\right)=x-\omega_{4}=x+2
$$

Note that $p(x)=p_{1}+p_{2} x=2+x$. The user then computes $v_{j}$ for $j \in S$, i.e., $v_{2}$ and $v_{3}$, by setting $v_{2}=\frac{c_{2}}{p\left(\omega_{2}\right)}=2$ and $v_{3}=\frac{c_{3}}{p\left(\omega_{3}\right)}=4$, and chooses $v_{j}$ for $j \notin S$, i.e., $v_{1}$ and $v_{4}$, at random (from $\mathbb{F}_{5}^{\times}$). Suppose that the user chooses $v_{1}=1$ and $v_{4}=2$. Then, the user constructs $K-M=2$ sequences $Q_{1}=\left\{v_{1}, \ldots, v_{4}\right\}=\{1,2,4,2\}$ and $Q_{2}=$ $\left\{v_{1} \omega_{1}, \ldots, v_{4} \omega_{4}\right\}=\{0,2,3,1\}$. The user sends the query $Q=\left\{Q_{1}, Q_{2}\right\}$ to the server.

The server computes $A_{1}=\sum_{j=1}^{4} v_{j} X_{j}=X_{1}+2 X_{2}+4 X_{3}+2 X_{4}$ and $A_{2}=$ $\sum_{j=1}^{4} v_{j} \omega_{j} X_{j}=2 X_{2}+3 X_{3}+X_{4}$, and sends the answer $A=\left\{A_{1}, A_{2}\right\}$ back to the user. Then, the user computes $\sum_{i=1}^{2} p_{i} A_{i}=2 A_{1}+A_{2}=2 X_{1}+X_{2}+X_{3}$, and recovers $X_{1}$ by subtracting off $Y=X_{2}+X_{3}$.

For this example, the rate of the proposed protocol is $1 / 2$.
Note that the server knows the protocol, including the parameters $\omega_{1}, \ldots, \omega_{4}$, and can compute the multipliers $v_{1}, \ldots, v_{4}$, given the query. Since the side information coefficients $c_{2}$ and $c_{3}$ are uniformly distributed, the server finds each of the polynomials $x-\omega_{1}=x$, $x-\omega_{2}=4+x, x-\omega_{3}=3+x$, and $x-\omega_{4}=2+x$ equally likely to be the polynomial $p(x)=p_{1}+p_{2} x$, constructed in Step 1 of the protocol. Since the server knows that by the protocol the user requires the linear combination $p_{1} A_{1}+p_{2} A_{2}$ to recover the demand, from the server's perspective, each of the linear combinations $Z_{1}=A_{2}, Z_{2}=4 A_{1}+A_{2}$, $Z_{3}=3 A_{1}+A_{2}, Z_{4}=2 A_{1}+A_{2}$, i.e., $Z_{1}=2 X_{2}+3 X_{3}+X_{4}, Z_{2}=4 X_{1}+4 X_{3}+4 X_{4}, Z_{3}=$
$3 X_{1}+3 X_{2}+2 X_{4}, Z_{4}=2 X_{1}+X_{2}+X_{3}$, are equally likely to be the linear combination required by the user. Note, also, that, for each candidate demand index (e.g., $\{1\}$ ) and each candidate side information support index set (e.g., $\{2,3\}$ ), there exists exactly one of the linear combinations $Z_{1}, \ldots, Z_{4}$ (e.g., $Z_{4}$ ) from which the candidate demand (e.g., $X_{1}$ ) can be recovered, given some linear combination (e.g., $X_{2}+X_{3}$ ) of the messages in the candidate side information support set (e.g., $X_{2}, X_{3}$ ). By these arguments, the server finds every index $i \in\{1, \ldots, 5\}$ and every pair of indices $\left\{i_{1}, i_{2}\right\}$ such that $i \notin\left\{i_{1}, i_{2}\right\}$ equally likely to be the user's demand index and side information support index set, respectively. This confirms that the proposed protocol achieves the $(W, S)$-privacy requirement in this example.

Lemma 4. The Specialized GRS Code protocol is a scalar-linear PIR-PCSI-I protocol, and it achieves the rate $(K-M)^{-1}$.

Proof. Since the matrix $G$, defined in Step 1 of the Specialized GRS Code protocol, generates a $(K, K-M)$ GRS code which is an MDS code, the rows of $G$ are linearly independent. Accordingly, $\mathbf{A}_{1}, \ldots, \mathbf{A}_{K-M}$, defined in Step 2, are linearly independent combinations of the messages in $\mathbf{X}_{\mathcal{K}}$, which are themselves independently and uniformly distributed over $\mathbb{F}_{q^{l}}$. This implies that $\mathbf{A}_{1}, \ldots, \mathbf{A}_{K-M}$ are independently and uniformly distributed over $\mathbb{F}_{q^{l}}$. Since $H\left(\mathbf{X}_{j}\right)=L$ for all $j \in \mathcal{K}$, then $H\left(\mathbf{A}_{i}\right)=L$ for all $i \in\{1, \ldots, K-M\}$. Thus, for all $W \in \mathcal{K}, S \in \mathcal{S}, C \in \mathcal{C}$ such that $W \notin S$, we have $H\left(\mathbf{A}^{[W, S, C]}\right)=H\left(\mathbf{A}_{1}, \ldots, \mathbf{A}_{K-M}\right)=\sum_{i=1}^{K-M} H\left(\mathbf{A}_{i}\right)=(K-M) L$. (Note that $H\left(\mathbf{A}^{[W, S, C]}\right)=(K-M) L$ does not depend on the realizations $\left.W, S, C.\right)$ Given that $\mathbf{W} \notin \mathbf{S}, \mathbf{W}$ and $\mathbf{S}$ are jointly distributed uniformly, and $\mathbf{C}$ is distributed uniformly (and independently from $(\mathbf{W}, \mathbf{S})$ ). Thus, $H\left(\mathbf{A}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]} \mid \mathbf{W} \notin \mathbf{S}\right)=H\left(\mathbf{A}^{[W, S, C]}\right)=(K-M) L$, implying that the rate of the Specialized GRS Code protocol is equal to $L /((K-M) L)=$ $(K-M)^{-1}$.

The scalar-linearity of $\mathbf{A}_{i}$ 's in the messages $\mathbf{X}_{j}$ 's confirms that the Specialized GRS Code protocol is scalar-linear. From the construction, it should also be obvious that the recoverability condition is satisfied. The proof of $(W, S)$-privacy relies on two facts: (i) the $(K, K-M)$ GRS code, generated by the matrix $G$, is an MDS code, and hence the minimum (Hamming) weight of a codeword is $K-(K-M)+1=M+1$; and (ii) there exist the same number of minimum-weight codewords for any support of size $M+1$ [84].

From (i) and (ii), it follows that for any $W^{*} \in \mathcal{K}, S^{*} \in \mathcal{S}$ such that $W^{*} \notin S^{*}$ (note that $\left|W^{*} \cup S^{*}\right|=M+1$ ), the dual code, whose parity check matrix is $G$, contains the same number of parity check equations with support $W^{*} \cup S^{*}$ (i.e., the messages $\left\{X_{i}\right\}_{i \in W^{*} \cup S^{*}}$ have non-zero coefficients and the rest of the messages all have zero coefficients). Thus, from the perspective of the server, given the query, every pair $\left(W^{*}, S^{*}\right)$ is equally likely to be the pair of the user's demand index and the user's side information support index set. This proves the $(W, S)$-privacy of the Specialized GRS Code protocol.

### 2.4.2 Single-Server PIR-PCSI-II

Theorem 2. For the single-server PIR-PCSI-II setting with $K$ messages and side information support size $M$, the capacity is given by $(K-M+1)^{-1}$ for all $\frac{K+1}{2}<M \leq K$, and it is lower bounded by $(K-M+1)^{-1}$ for all $2 \leq M \leq \frac{K+1}{2}$. Moreover, the scalar-linear capacity is given by $(K-M+1)^{-1}$ for all $2 \leq M \leq K$.

The proof of converse for the scalar-linear case is based on a mix of algebraic and information-theoretic arguments (see Section 2.4.2.1), and the converse proof of the general case relies on different information-theoretic arguments. The main ingredient of the proofs is the result of Lemma 1.

The proof of achievability is based on a novel scalar-linear protocol, referred to as the Modified Specialized GRS Code protocol-a modified version of the Specialized GRS Code protocol, which achieves the rate $(K-M+1)^{-1}$ (see Section 2.4.2.2).

Remark 2. Interestingly, comparing the results of [22, Theorem 2] and Theorem 2, one can see that when the side information is composed of $M-1$ randomly chosen messages (different from the requested message), $(W, S)$-privacy cannot be achieved more efficiently than the case in which the side information is only one random linear coded combination of $M$ randomly chosen messages including the demand.

## Proof of Theorem 2

### 2.4.2.1 Converse

First, we prove the converse for the scalar-linear case of Theorem 2 for all $2 \leq M \leq$ $K$. The proof is based on a combination of algebraic and information-theoretic arguments.

Lemma 5. For any $2 \leq M \leq K$, the scalar-linear capacity of the PIR-PCSI-II setting is upper bounded by $(K-M+1)^{-1}$.

Proof. In the following, all the entropies are conditional on the event $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=1$, and for simplifying the notation, we remove this event from the conditions. We need to show that $H(\mathbf{A}) \geq(K-M+1) L$.

Let $I$ be the set of all $i \in \mathcal{K}$ such that $H\left(\mathbf{X}_{i} \mid \mathbf{A}, \mathbf{Q}\right)=0$. (Note that $0 \leq|I| \leq K$ ). Let $\mathbf{X}_{I} \triangleq\left\{\mathbf{X}_{i}\right\}_{i \in I}$. By assumption, $\mathbf{X}_{I}$ and $\mathbf{Q}$ are independent and $H\left(\mathbf{X}_{I} \mid \mathbf{A}, \mathbf{Q}\right)=0$. Then, we have

$$
\begin{align*}
H(\mathbf{A}) & \geq H(\mathbf{A} \mid \mathbf{Q}) \\
& =H(\mathbf{A} \mid \mathbf{Q})+H\left(\mathbf{X}_{I} \mid \mathbf{A}, \mathbf{Q}\right) \\
& =H\left(\mathbf{A}, \mathbf{X}_{I} \mid \mathbf{Q}\right) \\
& =H\left(\mathbf{X}_{I} \mid \mathbf{Q}\right)+H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{X}_{I}\right) \\
& =H\left(\mathbf{X}_{I}\right)+H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{X}_{I}\right) \tag{2.10}
\end{align*}
$$

If $|I| \geq K-M+1$, the first term in (2.10), $H\left(\mathbf{X}_{I}\right)$, is lower bounded by $(K-M+1) L$, and hence, $H(\mathbf{A}) \geq(K-M+1) L$, as was to be shown. If $0 \leq|I| \leq K-M$, the second term in (2.10), $H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{X}_{I}\right)$, can be further lower bounded as follows.

Assume, w.l.o.g., that $I=\{1, \ldots,|I|\}$. (Note that $I=\emptyset$ for $|I|=0$.) Let $J \triangleq$ $\{1, \ldots, K-M-|I|+1\}$, and let $S_{j} \triangleq\{|I|+1,|I|+j+1, \ldots,|I|+j+M-1\}$ for $j \in J$. By Lemma 1, for each $j \in J$, there exists $C_{j} \in \mathcal{C}$ (and $\mathbf{Y}_{j} \triangleq \mathbf{Y}^{\left[S_{j}, C_{j}\right]}$ ) such that $H\left(\mathbf{X}_{|I|+1} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{j}\right)=0$. Let $\mathbf{Z}_{j} \triangleq \mathbf{Y}_{j}-c_{j} \mathbf{X}_{|I|+1}$ where $c_{j}$ is the coefficient of $\mathbf{X}_{|I|+1}$ in $\mathbf{Y}_{j}$. For any scalar-linear protocol where the answer consists only of scalar-linear combinations of messages in $X_{\mathcal{K}}$, it is easy to see that for each $j \in J$, (i) $H\left(\mathbf{Z}_{j} \mid \mathbf{A}, \mathbf{Q}\right)=0$, or (ii) $H\left(\mathbf{Z}_{j}+c \mathbf{X}_{|I|+1} \mid \mathbf{A}, \mathbf{Q}\right)=0$ for some $c \in \mathbb{F}_{q}^{\times} \backslash\left\{c_{j}\right\}$. (Otherwise, the server learns that $W$ and $S$ cannot be $|I|+1$ and $S_{j}$, respectively. This obviously violates the $(W, S)$ privacy condition.) In either case (i) or (ii), one can see that $H\left(\mathbf{Z}_{j} \mid \mathbf{A}, \mathbf{Q}, \mathbf{X}_{|I|+1}\right)=0$. (Note that this observation, which is the key in the proof of Lemma 5, holds for all scalarlinear schemes, but not necessarily for all vector-linear or non-linear schemes in general. This implies the need for a different proof technique for the general schemes, and an example of such a technique is used in the proof of Lemma 6.) Let $\mathbf{Z}_{J} \triangleq\left\{\mathbf{Z}_{j}\right\}_{j \in J}$. Then, we have

$$
\begin{align*}
H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{X}_{I}\right) \geq & H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{X}_{I}, \mathbf{X}_{|I|+1}\right) \\
= & H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{X}_{I}, \mathbf{X}_{|I|+1}\right) \\
& +H\left(\mathbf{Z}_{J} \mid \mathbf{A}, \mathbf{Q}, \mathbf{X}_{I}, \mathbf{X}_{|I|+1}\right)  \tag{2.11}\\
= & H\left(\mathbf{A}, \mathbf{Z}_{J} \mid \mathbf{Q}, \mathbf{X}_{I}, \mathbf{X}_{|I|+1}\right) \\
= & H\left(\mathbf{Z}_{J} \mid \mathbf{Q}, \mathbf{X}_{I}, \mathbf{X}_{|I|+1}\right) \\
& +H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{X}_{I}, \mathbf{X}_{|I|+1}, \mathbf{Z}_{J}\right) \\
\geq & H\left(\mathbf{Z}_{J}\right) \tag{2.12}
\end{align*}
$$

where (2.11) holds as $H\left(\mathbf{Z}_{j} \mid \mathbf{A}, \mathbf{Q}, \mathbf{X}_{|I|+1}\right)=0$ for all $j \in J$ (by assumption); and (2.12) follows because $\mathbf{Z}_{J}$ is independent of $\left(\mathbf{Q}, \mathbf{X}_{I}, \mathbf{X}_{|I|+1}\right)$ by construction, noting that $\mathbf{Z}_{J}, \mathbf{X}_{I}$, and $\mathbf{X}_{|I|+1}$ are linearly independent. By the linear independence of $\mathbf{Z}_{j}$ 's for all $j \in J$, it follows that $H\left(\mathbf{Z}_{J}\right)=(K-M-|I|+1) L$. By (2.10) and (2.12), we get $H(\mathbf{A}) \geq$ $H\left(\mathbf{X}_{I}\right)+H\left(\mathbf{Z}_{J}\right)=|I| L+(K-M-|I|+1) L=(K-M+1) L$, as was to be shown.

Next, we give an information-theoretic proof of converse for the general case of Theorem 2 for all $\frac{K+1}{2}<M \leq K$. For any $2 \leq M \leq \frac{K+1}{2}$, the converse proof remains open.

Lemma 6. For any $\frac{K+1}{2}<M \leq K$, the capacity of the PIR-PCSI-II setting is upper bounded by $(K-M+1)^{-1}$.

Proof. Similar to the proof of Lemma 5, for the ease of notation in the following we remove the event $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=1$ from the conditions of all the entropies. We need to show that $H(\mathbf{A}) \geq(K-M+1) L$.

Let $J \triangleq\{1, \ldots, K-M+1\}$ and $S_{j} \triangleq\{j, \ldots, j+M-1\}$ for $j \in J$. By Lemma 1 , for each $j \in J$, there exists $C_{j} \in \mathcal{C}\left(\right.$ and $\left.\mathbf{Y}_{j} \triangleq \mathbf{Y}^{\left[S_{j}, C_{j}\right]}\right)$ such that $H\left(\mathbf{X}_{j} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{j}\right)=0$. Let $\mathbf{X}_{J} \triangleq\left\{\mathbf{X}_{j}\right\}_{j \in J}$. (Note that $|J|=K-M+1<M$ when $M>\frac{K+1}{2}$ ). Then, we have

$$
\begin{align*}
H\left(\mathbf{X}_{J}, \mathbf{Y}_{J} \mid \mathbf{Q}\right) & =H\left(\mathbf{X}_{J}, \mathbf{Y}_{J}\right)  \tag{2.13}\\
& =2(K-M+1) L \tag{2.14}
\end{align*}
$$

where (2.13) holds since $\mathbf{Q}$ is independent of $\left(\mathbf{X}_{J}, \mathbf{Y}_{J}\right)$ (by assumption); and (2.14) follows because $\mathbf{X}_{J}$ and $\mathbf{Y}_{J}$ are independent by construction. (Note that $\mathbf{X}_{J}$ and $\mathbf{Y}_{J}$ are not necessarily independent for $|J|=K-M+1 \geq M$, and a different technique which remains open, is required for converse proof when $2 \leq M \leq \frac{K+1}{2}$.) Moreover, we have

$$
\begin{align*}
H\left(\mathbf{X}_{J}, \mathbf{Y}_{J} \mid \mathbf{A}, \mathbf{Q}\right) \leq & \sum_{j \in J} H\left(\mathbf{X}_{j}, \mathbf{Y}_{j} \mid \mathbf{A}, \mathbf{Q}\right)  \tag{2.15}\\
= & \sum_{j \in J} H\left(\mathbf{Y}_{j} \mid \mathbf{A}, \mathbf{Q}\right) \\
& +\sum_{j \in J} H\left(\mathbf{X}_{j} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{j}\right) \\
= & \sum_{j \in J} H\left(\mathbf{Y}_{j} \mid \mathbf{A}, \mathbf{Q}\right)  \tag{2.16}\\
\leq & \sum_{j \in J} H\left(\mathbf{Y}_{j}\right) \\
= & (K-M+1) L \tag{2.17}
\end{align*}
$$

where (2.15) follows from the chain rule of entropy; (2.16) holds because $H\left(\mathbf{X}_{j} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{j}\right)=$ 0 for $j \in J$ (by assumption); and (2.17) holds because $\mathbf{Y}_{j}$ 's for all $j \in J$ are independent by construction, and $\mathbf{Y}_{j}$ for each $j \in J$ is a scalar-linear combination of $\mathbf{X}_{j}, \mathbf{X}_{j+1}, \ldots, \mathbf{X}_{j+M-1}$.

Using (2.14) and (2.17), we can bound $H\left(\mathbf{X}_{J}, \mathbf{Y}_{J}, \mathbf{A} \mid \mathbf{Q}\right)$ from below and above. On the one hand, we have

$$
\begin{align*}
H\left(\mathbf{X}_{J}, \mathbf{Y}_{J}, \mathbf{A} \mid \mathbf{Q}\right) & \geq H\left(\mathbf{X}_{J}, \mathbf{Y}_{J} \mid \mathbf{Q}\right) \\
& =2(K-M+1) L \tag{2.18}
\end{align*}
$$

where (2.18) follows from (2.14). On the other hand, we have

$$
\begin{align*}
H\left(\mathbf{X}_{J}, \mathbf{Y}_{J}, \mathbf{A} \mid \mathbf{Q}\right) & =H(\mathbf{A} \mid \mathbf{Q})+H\left(\mathbf{X}_{J}, \mathbf{Y}_{J} \mid \mathbf{A}, \mathbf{Q}\right) \\
& \leq H(\mathbf{A} \mid \mathbf{Q})+(K-M+1) L \tag{2.19}
\end{align*}
$$

where (2.19) follows from (2.17). Now, combining (2.18) and (2.19), we have $H(\mathbf{A} \mid \mathbf{Q}) \geq$ $(K-M+1) L$, and as a consequence, $H(\mathbf{A}) \geq H(\mathbf{A} \mid \mathbf{Q}) \geq(K-M+1) L$, as was to be shown.

### 2.4.2.2 Achievability

In this section, we propose a scalar-linear PIR-PCSI-II protocol, termed the Modified Specialized GRS Code protocol, that achieves the rate $(K-M+1)^{-1}$. For this protocol, the requirements for the parameters $q$ and $l$ are the same as those for the Specialized GRS Code protocol.

Modified Specialized GRS Code Protocol: This protocol consists of three steps, where the steps 2-3 are the same as Steps 2-3 in the Specialized GRS Code protocol (Section 2.4.1.2), when the parameter $M$ is replaced with $M-1$ everywhere. The step 1 of this protocol is as follows:

Step 1: For $K$ arbitrarily chosen distinct elements $\omega_{1}, \ldots, \omega_{K}$ from $\mathbb{F}_{q}$, the user constructs a polynomial

$$
p(x)=\sum_{i=1}^{K-M+1} p_{i} x^{i-1} \triangleq \prod_{i \in \mathcal{K} \backslash S}\left(x-\omega_{i}\right),
$$

and constructs $K-M+1$ sequences $Q_{1}, \ldots, Q_{K-M+1}$, each of length $K$, defined as

$$
Q_{i}=\left\{v_{1} \omega_{1}^{i-1}, \ldots, v_{K} \omega_{K}^{i-1}\right\},
$$

where $v_{j}$ 's are chosen as follows. For each $j \in S \backslash W, v_{j}=\frac{c_{j}}{p\left(\omega_{j}\right)}$ where $c_{j}$ is the coefficient of $X_{j}$ in $Y^{[S, C]} ; v_{W}=\frac{c}{p\left(\omega_{W}\right)}$ for a randomly chosen element $c$ from $\mathbb{F}_{q}^{\times} \backslash\left\{c_{W}\right\}$ where $c_{W}$ is the coefficient of $X_{W}$ in $Y^{[S, C]}$; and for each $j \notin S, v_{j}$ is chosen at random from $\mathbb{F}_{q}^{\times}$.

The user then sends to the server the query $Q^{[W, S, C]}=\left\{Q_{1}, \ldots, Q_{K-M+1}\right\}$.

Example 2. Consider a scenario where the server has $K=4$ messages $X_{1}, \ldots, X_{4} \in \mathbb{F}_{5}$, and the user demands the message $X_{1}$ and has a coded side information $Y=X_{1}+X_{2}$ with support size $M=2$. For this example, $W=1, S=\{1,2\}$, and $C=\left\{c_{1}, c_{2}\right\}=\{1,1\}$.

First, the user chooses $K=4$ distinct elements from $\mathbb{F}_{5},\left(\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right)=(0,1,2,3)$. Then, the user constructs the polynomial

$$
p(x)=\prod_{i \notin S}\left(x-\omega_{i}\right)=\left(x-\omega_{3}\right)\left(x-\omega_{4}\right)=(x+3)(x+2) .
$$

Note that $p(x)=p_{1}+p_{2} x+p_{3} x^{2}=1+x^{2}$. The user then computes $v_{j}$ for $j \in S \backslash W$, i.e., $v_{2}$, by setting $v_{2}=\frac{c_{2}}{p\left(\omega_{2}\right)}=3$; computes $v_{W}$, i.e., $v_{1}$, for a randomly chosen element $c$, say $c=4$, from $\mathbb{F}_{5}^{\times} \backslash\left\{c_{1}=1\right\}$ by setting $v_{1}=\frac{c}{p\left(\omega_{1}\right)}=4$; and chooses $v_{j}$ for $j \notin S$, i.e., $v_{3}$ and $v_{4}$, at random (from $\mathbb{F}_{5}^{\times}$).

Suppose the user chooses $v_{3}=1, v_{4}=3$. Then, the user constructs $K-M+1=3$ sequences $Q_{1}=\left\{v_{1}, \ldots, v_{4}\right\}=\{4,3,1,3\}, Q_{2}=\left\{v_{1} \omega_{1}, \ldots, v_{4} \omega_{4}\right\}=\{0,3,2,4\}$, and $Q_{3}=\left\{v_{1} \omega_{1}^{2}, \ldots, v_{4} \omega_{4}^{2}\right\}=\{0,3,4,2\}$. The user sends $Q=\left\{Q_{1}, Q_{2}, Q_{3}\right\}$ to the server.

Then, the server computes $A_{1}=\sum_{j=1}^{4} v_{j} X_{j}=4 X_{1}+3 X_{2}+X_{3}+3 X_{4}, A_{2}=$ $\sum_{j=1}^{4} v_{j} \omega_{j} X_{j}=3 X_{2}+2 X_{3}+4 X_{4}$, and $A_{3}=\sum_{j=1}^{4} v_{j} \omega_{j}^{2} X_{j}=3 X_{2}+4 X_{3}+2 X_{4}$, and sends the answer $A=\left\{A_{1}, A_{2}, A_{3}\right\}$ back to the user. Then, the user computes $\sum_{i=1}^{3} p_{i} A_{i}=$ $A_{1}+A_{3}=4 X_{1}+X_{2}$, and recovers $X_{1}$ by subtracting off $Y=X_{1}+X_{2}$. For this example, the rate of the proposed protocol is $1 / 3$.

The proof of $(W, S)$-privacy for the proposed protocol in this example is similar to the proof of $(W, S)$-privacy for the Specialized GRS Code protocol in Example 1.

Lemma 7. The Modified Specialized GRS Code protocol is a scalar-linear PIR-PCSI-II protocol, and achieves the rate $(K-M+1)^{-1}$.

Proof. The proof, omitted to avoid repetition, follows from the same lines as in the proof of Lemma 4.

### 2.5 Single-Server PIR with Coded Side Information (PIR-CSI)

We present our main results for the PIR-CSI-I setting and PIR-CSI-II setting in Section 2.5.1 and Section 2.5.2, respectively. The capacity and the scalar-linear capacity of the PIR-CSI-I setting (for all $1 \leq M \leq K-1$ ) and the capacity and the scalar-linear capacity of the PIR-CSI-II setting (for all $2 \leq M \leq K$ ) are characterized in Theorems 3 and 4 , respectively.

### 2.5.1 Single-Server PIR-CSI-I

Theorem 3. For the single-server PIR-CSI-I with $K$ messages and side information support size $M$, the capacity and the scalar-linear capacity are given by $\left\lceil\frac{K}{M+1}\right\rceil^{-1}$ for all $1 \leq M \leq K-1$.

The proof consists of two parts. In the first part, using information-theoretic arguments, we give an upper bound on the rate of any PIR-CSI-I protocol (see Section 2.5.1.1). The proofs rely primarily on the necessary condition for $W$-privacy, stated in Lemma 2. In the second part, we construct a new scalar-linear PIR-CSI-I protocol, termed the Modified Partition-and-Code (MPC) protocol, which achieves this rate upper-bound (see Section 2.5.1.2). The proposed protocol is inspired by recently proposed Partition-and-Code with Interference Alignment protocol in [82] for single-server private computation with uncoded side information.

Remark 3. Interestingly, the capacity of PIR with (uncoded) side information [22] is also equal to $\left\lceil\frac{K}{M+1}\right\rceil^{-1}$ where $M$ is the number of (uncoded) messages known to the user in advance as side information. This shows that there will be no loss in capacity, when compared to the case that the user knows $M$ randomly chosen messages separately, even if the user knows only one random linear coded combination of $M$ randomly chosen messages.

Remark 4. When $(W, S)$-privacy is required, the result of Theorem 1 shows that the capacity of single-server PIR with a coded side information with support size $M$ that does not include the demand is equal to $(K-M)^{-1}$. Note that $\left\lceil\frac{K}{M+1}\right\rceil<K-M$ for all $1 \leq M \leq K-2$. This implies that the capacity of the PIR-CSI-I setting is strictly greater than that of the PIR-PCSI-I setting for any $1 \leq M \leq K-2$. This is expected because $W$-privacy is a weaker notion of privacy when compared to ( $W, S$ )-privacy. However, for the extremal case of $M=K-1$, as can be seen $(W, S)$-privacy comes at no extra cost compared to $W$-privacy.

## Proof of Theorem 3

### 2.5.1.1 Converse

The capacity of the PIR-CSI-I setting is naturally upper bounded by the capacity of PIR with uncoded side information [22] where $M$ uncoded messages are available at the user as side information. As shown in [22], the capacity of this problem is equal to $\left\lceil\frac{K}{M+1}\right\rceil^{-1}$, and the proof of this result relies on an index coding argument. In this section, we present an alternative converse proof for the case of general PIR-CSI-I protocols, by using information-theoretic arguments. Obviously, this proof also serves for the special case of scalar-linear PIR-CSI-I protocols.

Lemma 8. For any $1 \leq M \leq K-1$, the (scalar-linear) capacity of the PIR-CSI-I setting is upper bounded by $\left\lceil\frac{K}{M+1}\right\rceil^{-1}$.

Proof. In the following, all entropies are conditional on the event $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=0$, and this event is removed from the conditions for the ease of notation. We need to show that $H(\mathbf{A}) \geq\left\lceil\frac{K}{M+1}\right\rceil L$.

Take arbitrary $W, S, C$ (and $\mathbf{Y} \triangleq \mathbf{Y}^{[S, C]}$ ) such that $W \notin S$. Similar to the proof of

Lemma 3, it can be shown that

$$
\begin{equation*}
H(\mathbf{A}) \geq H\left(\mathbf{X}_{W}\right)+H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) \tag{2.20}
\end{equation*}
$$

There are two cases: (i) $W \cup S=\mathcal{K}$, and (ii) $W \cup S \neq \mathcal{K}$. In the case (i), $M=$ $K-1$, and so, $\left\lceil\frac{K}{M+1}\right\rceil L=L$. Since $H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) \geq 0$, then $H(\mathbf{A}) \geq H\left(\mathbf{X}_{W}\right)=$ $L$ (by (2.20)), as was to be shown. In the case (ii), we proceed by lower bounding $H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right)$ as follows.

We arbitrarily choose a message, say $\mathbf{X}_{W_{1}}$, for some $W_{1} \notin W \cup S$. By Lemma 2, there exist $S_{1} \in \mathcal{S}$ with $W_{1} \notin S_{1}$ and $C_{1} \in \mathcal{C}\left(\right.$ and $\left.\mathbf{Y}_{1}=\mathbf{Y}^{\left[S_{1}, C_{1}\right]}\right)$ so that $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{1}\right)=$ 0 . Since conditioning does not increase the entropy, then $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)=0$. Thus, we have

$$
\begin{align*}
H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) \geq & H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right) \\
= & H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right) \\
& +H\left(\mathbf{X}_{W_{1}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right) \\
= & H\left(\mathbf{A}, \mathbf{X}_{W_{1}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right) \\
= & H\left(\mathbf{X}_{W_{1}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right) \\
& +H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}\right) \\
= & H\left(\mathbf{X}_{W_{1}}\right) \\
& +H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}\right) \tag{2.21}
\end{align*}
$$

where (2.21) holds because $\mathbf{X}_{W_{1}}$ and $\left(\mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)$ are independent (noting that $\left.W_{1} \notin W \cup S \cup S_{1}\right)$, and hence, $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)=H\left(\mathbf{X}_{W_{1}}\right)$.

Let $n \triangleq\left\lceil\frac{K}{M+1}\right\rceil$. Similarly as above, it can be shown that for all $1 \leq i \leq n-1$ there
exist $W_{1}, \ldots, W_{i} \in \mathcal{K}$ and $S_{1}, \ldots, S_{i} \in \mathcal{S}$ with $W_{j} \notin S_{j}$ for all $1 \leq j \leq i$ and $W_{i} \notin$ $\cup_{j=1}^{i-1}\left(W_{j} \cup S_{j}\right) \cup(W \cup S)$, and $C_{1}, \ldots, C_{i} \in \mathcal{C}\left(\right.$ and $\left.\mathbf{Y}_{1}=\mathbf{Y}^{\left[S_{1}, C_{1}\right]}, \ldots, \mathbf{Y}_{i}=\mathbf{Y}^{\left[S_{i}, C_{i}\right]}\right)$, such that

$$
H\left(\mathbf{X}_{W_{i}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}, \ldots, \mathbf{Y}_{i-1}, \mathbf{X}_{W_{i-1}}, \mathbf{Y}_{i}\right)=0
$$

Note that by construction, $\left|\cup_{j=1}^{i-1}\left(W_{j} \cup S_{j}\right) \cup(W \cup S)\right| \leq(M+1) i$ for all $1 \leq i \leq n-1$. Repeating an argument similar to the one being used for lower bounding $H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right)$ as in (2.21), it can be shown that

$$
\begin{aligned}
& H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}, \ldots, \mathbf{Y}_{i-1}, \mathbf{X}_{W_{i-1}}\right) \\
& \quad \geq H\left(\mathbf{X}_{W_{i}}\right)+H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}, \ldots, \mathbf{Y}_{i}, \mathbf{X}_{W_{i}}\right)
\end{aligned}
$$

for all $1 \leq i \leq n-1$. Combining these lower bounds for all $1 \leq i \leq n-1$, we have

$$
\begin{align*}
H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) & \geq \sum_{i=1}^{n-1} H\left(\mathbf{X}_{W_{i}}\right) \\
& =(n-1) L \tag{2.22}
\end{align*}
$$

Putting (2.20) and (2.22) together, we get $H(\mathbf{A}) \geq n L=\left\lceil\frac{K}{M+1}\right\rceil L$.

### 2.5.1.2 Achievability

This section presents a scalar-linear PIR-CSI-I protocol for arbitrary $1 \leq M \leq K-1$. This protocol, termed Modified Partition-and-Code (MPC), is inspired by our recently proposed Partition-and-Code with Interference Alignment protocol in [82] for private computation with uncoded side information. The MPC protocol does not make any assumption on the base-field size $q$ and the degree of field-extension $l$, and is applicable for arbitrary $q \geq 2$ and $l \geq 1$.

It should be noted that the Partition-and-Code protocol of [22] is only applicable to
the PIR-CSI-I setting when $M+1$ divides $K$. Otherwise, when $M+1$ is not a divisor of $K$, the Partition-and-Code protocol will generate one part of size less than $M+1$. This immediately results in a violation of the $W$-privacy condition. This is because the user's demand cannot be any of the messages pertaining to this part, noting that (i) the support set of the user's side information has size $M$, and (ii) all messages in the user's side information support set need to be combined with the user's demand.

Modified Partition-and-Code (MPC) Protocol: This protocol consists of 3 steps as follows:

Step 1: Let us first define $n \triangleq\left\lceil\frac{K}{M+1}\right\rceil$. For $1 \leq i \leq n-1$, we define $I_{i} \triangleq$ $\{(i-1)(M+1)+1, \ldots, i(M+1)\}$, and $I_{n} \triangleq\{(n-1)(M+1)+1, \ldots, K, 1, \ldots, n(M+$ 1) $-K\}$. (Note that $I_{n}=\{(n-1)(M+1)+1, \ldots, K\}$ when $M+1$ divides $K$.)

First, the user constructs a random permutation $\pi$ on $\mathcal{K}=\{1, \ldots, K\}$ as follows. The user randomly chooses an index $j^{*}$ from $\mathcal{K}$, and assigns the demand index $W$ to $\pi\left(j^{*}\right)$, i.e., $\pi\left(j^{*}\right)=W$. Let $i^{*} \triangleq\left\lceil\frac{j^{*}}{M+1}\right\rceil$ be the smallest index $i \in\{1, \ldots, n\}$ such that $j^{*} \in I_{i}$. Then, the user randomly assigns the side information support indices in $S$ to $\left\{\pi(j): j \in I_{i^{*}} \backslash\left\{j^{*}\right\}\right\}$ and randomly assigns the (not-yet-assigned) indices in $\mathcal{K} \backslash(W \cup S)$ to $\left\{\pi(j): j \in \mathcal{K} \backslash I_{i^{*}}\right\}$.

Next, the user constructs $n$ sequences $U_{1}, \ldots, U_{n}$, each of size $M+1$, defined as $U_{i}=\left\{\pi(j): j \in I_{i}\right\}$; and constructs a sequence $V$, defined as $V=\left\{c_{\pi(j)}: j \in I_{i^{*}}\right\}$ where $c_{\pi(j)}$ for $j \in I_{i^{*}} \backslash\left\{j^{*}\right\}$ is the coefficient of message $X_{\pi(j)}$ in the side information $Y^{[S, C]}$, and $c_{\pi\left(j^{*}\right)}=c_{W}$ is a randomly chosen element from $\mathbb{F}_{q}^{\times}$.

The user then constructs $Q_{i}=\left(U_{i}, V\right)$ for each $1 \leq i \leq n$, and sends to the server the query $Q^{[W, S, C]}=\left\{Q_{1}, \ldots, Q_{n}\right\}$.

Step 2: By using $Q_{i}=\left(U_{i}, V\right)$ 's, the server computes $A_{i}$ 's as $A_{i}=\sum_{j=1}^{M+1} c_{i_{j}} X_{i_{j}}$ where $U_{i}=\left\{i_{1}, \ldots, i_{M+1}\right\}$ and $V=\left\{c_{i_{1}}, \ldots, c_{i_{M+1}}\right\}$, and sends back to the user the
answer $A^{[W, S, C]}=\left\{A_{1}, \ldots, A_{n}\right\}$.
Step 3: Upon receiving the answer from the server, the user retrieves $X_{W}$ by subtracting off the contribution of the side information $Y^{[S, C]}$ from $A_{i^{*}}=c_{W} X_{W}+\sum_{i \in S} c_{i} X_{i}$.

Example 3. Consider a scenario where the server has $K=5$ messages $X_{1}, \ldots, X_{5} \in \mathbb{F}_{3}$, and the user demands the message $X_{1}$ and has a coded side information $Y=X_{2}+2 X_{3}$ with support size $M=2$. For this example, $W=1, S=\{2,3\}, C=\left\{c_{2}, c_{3}\right\}=\{1,2\}$.

The parameters of the MPC protocol for this example are as follows: $n=\left\lceil\frac{K}{M+1}\right\rceil=2$, $I_{1}=\{1,2,3\}$, and $I_{2}=\{4,5,1\}$.

First, the user constructs a permutation $\pi$ of $\{1, \ldots, 5\}$ as follows. The user randomly chooses an index $j^{*}$ from $\{1, \ldots, 5\}$, say 4 , and assigns the index $W=1$ to $\pi\left(j^{*}\right)=\pi(4)$, i.e., $\pi(4)=1$. Note that, in this case, $i^{*} \triangleq\left\lceil\frac{j^{*}}{M+1}\right\rceil=2$, and $I_{i^{*}}=I_{2}=\{4,5,1\}$. The user then randomly assigns the indices in $S$, i.e., 2 and 3 , to $\left\{\pi(j): j \in I_{i^{*}} \backslash\left\{j^{*}\right\}\right\}=$ $\{\pi(5), \pi(1)\}$, say $\pi(5)=3$ and $\pi(1)=2$; and randomly assigns the (not-yet-assigned) indices 4 and 5 to $\left\{\pi(j): j \in\{1, \ldots, 5\} \backslash I_{i^{*}}\right\}=\{\pi(2), \pi(3)\}$, say $\pi(2)=4$ and $\pi(3)=5$. Thus, the permutation $\pi$ maps $\{1,2,3,4,5\}$ to $\{2,4,5,1,3\}$.

Next, the user constructs $n=2$ sequences $U_{1}, U_{2}$, each of length $M+1=3$, defined as $U_{1}=\left\{\pi(j): j \in I_{1}\right\}=\{2,4,5\}$ and $U_{2}=\left\{\pi(j): j \in I_{2}\right\}=\{1,3,2\} ;$ and constructs a sequence $V$, defined as $V=\left\{c_{\pi(j)}: j \in I_{2}\right\}=\left\{c_{1}, c_{3}, c_{2}\right\}$ where $c_{2}=1$ and $c_{3}=2$ are the coefficients of $X_{2}$ and $X_{3}$ in the side information $Y$, and $c_{1}$ is a randomly chosen element from $\mathbb{F}_{3}^{\times}=\{1,2\}$, say $c_{1}=2$. Thus, $V=\{2,2,1\}$.

The user constructs both $Q_{1}=\left(U_{1}, V\right)=(\{2,4,5\},\{2,2,1\})$ and $Q_{2}=\left(U_{2}, V\right)=$ $(\{1,3,2\},\{2,2,1\})$, and sends the query $Q=\left\{Q_{1}, Q_{2}\right\}$ to the server. The server then computes $A_{1}=2 X_{2}+2 X_{4}+X_{5}$ and $A_{2}=2 X_{1}+2 X_{3}+X_{2}$, and sends the answer $A=$ $\left\{A_{1}, A_{2}\right\}$ back to the user. Then, the user subtracts off the contribution of $Y=X_{2}+2 X_{3}$ from $A_{i^{*}}=A_{2}=2 X_{2}+X_{2}+2 X_{3}$, and recovers $X_{1}$.

For this example, the rate of the MPC protocol is $1 / 2$. Note that the rate of the Specialized GRS Code protocol—which achieves $(W, S)$-privacy and hence $W$-privacy, for the scenario of this example is $(K-M)^{-1}=1 / 3$.

From the perspective of the server, who knows the model and the parameters as well as the protocol, the messages $X_{1}, \ldots, X_{5}$ are equally likely to be the user's demand. This is because, given the query, for each candidate demand, the server finds a unique potential side information. In particular, by the protocol, there must exist a linear combination $A_{i}$ in the answer $A=\left\{A_{1}, \ldots, A_{n}\right\}$ (i.e., $\left\{A_{1}, A_{2}\right\}$ in this example) which is a function of the demand and the side information, and not a function of any other message. For example, given that the candidate demand is $X_{1}$, the server finds $X_{2}+2 X_{3}$ as the only potential side information, noting that only $A_{2}=2 X_{1}+X_{2}+2 X_{3}$ is a linear combination of $X_{1}$ and $M=2$ other messages (i.e., $X_{2}$ and $X_{3}$ ).

As an another example, consider the message $X_{2}$. Given that the candidate demand is $X_{2}$, there exist two linear combinations $A_{1}$ and $A_{2}$, each of which is a function of $X_{2}$ and $M=2$ other messages. However, by the protocol, among all linear combinations $A_{i}$ that are functions of the candidate demand and $M$ other messages, only the linear combination $A_{i}$ with the smallest index $i$ is a function of the demand and the side information. Thus, for the candidate demand $X_{2}$, the server finds $2 X_{4}+X_{5}$ as the only potential side information, noting that among $A_{1}$ and $A_{2}$-which are both functions of $X_{2}$ and $M=2$ other messages, the linear combination $A_{1}=2 X_{2}+2 X_{4}+X_{5}$ has the smallest index. Similarly, for each of the other candidate demands $X_{3}, X_{4}, X_{5}$, the server finds a unique potential side information. Moreover, the side information support index set is uniformly distributed and the demand index is conditionally distributed uniformly given the side information support index set. Putting these arguments together, one can see that given the query each message is equally likely to be the user's demand. This confirms that the MPC protocol satisfies the $W$-privacy condition for this example. It is worth noting that the existence of a unique
potential side information for each candidate demand, which ensures $W$-privacy, results in the violation of the $(W, S)$-privacy condition. For instance, in this example, given the query, for the candidate demand index 1 the only potential side information support index set is $\{2,3\}$; and no other pair of indices in $\{2, \ldots, 5\}$ can be a potential side information support index set for the demand index 1.

Lemma 9. The Modified Partition-and-Code (MPC) protocol is a scalar-linear PIR-CSI-I protocol, and achieves the rate $\left\lceil\frac{K}{M+1}\right\rceil^{-1}$.

Proof. By the construction of the Modified Partition-and-Code (MPC) protocol (see Steps 1-2), $\mathbf{A}_{1}, \ldots, \mathbf{A}_{n}$ are linearly independent combinations of the messages in $\mathbf{X}_{\mathcal{K}}$. Using a similar argument as the one in the proof of Lemma 4, it can be shown that $H\left(\mathbf{A}^{[W, S, C]}\right)=H\left(\mathbf{A}_{1}, \ldots, \mathbf{A}_{n}\right)=n L$ for all $W \in \mathcal{K}, S \in \mathcal{S}, C \in \mathcal{C}$ such that $W \notin S$, and $H\left(\mathbf{A}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]} \mid \mathbf{W} \notin \mathbf{S}\right)=H\left(\mathbf{A}^{[W, S, C]}\right)=n L$. This implies that the rate of the MPC protocol is equal to $L / n L=\left\lceil\frac{K}{M+1}\right\rceil^{-1}$.

The scalar-linearity of the MPC protocol follows from the construction. The recoverability condition is also obviously satisfied (see Step 3).

To prove that the MPC protocol satisfies the $W$-privacy condition, we need to show that for any query $Q$ generated by the protocol,

$$
\mathbb{P}(\mathbf{W}=W \mid \mathbf{Q}=Q, \mathbf{W} \notin \mathbf{S})=\mathbb{P}(\mathbf{W}=W \mid \mathbf{W} \notin \mathbf{S})
$$

for all $W \in \mathcal{K}$, or in turn, $\mathbb{P}(\mathbf{W}=W \mid \mathbf{Q}=Q, \mathbf{W} \notin \mathbf{S})$ does not depend on $W$. (Note that by construction, Q is independent of the messages in $\mathrm{X}_{\mathcal{K}}$.)

By Step 1 of the protocol, for any given $W \in \mathcal{K}$, there exist a unique $S_{W} \in \mathcal{S}$ (with $W \notin S_{W}$ ) and a unique $C_{W} \in \mathcal{C}$ such that the triple ( $W, S_{W}, C_{W}$ ) complies with the query $Q$, i.e., given that $X_{W}$ and $Y^{\left[S_{W}, C_{W}\right]}$ are the user's demand and side information,
respectively, the protocol could potentially generate the query $Q$. Then, we have

$$
\begin{aligned}
& \mathbb{P}(\mathbf{W}=W \mid \mathbf{Q}=Q, \mathbf{W} \notin \mathbf{S}) \\
& \quad=\mathbb{P}\left(\mathbf{W}=W, \mathbf{S}=S_{W}, \mathbf{C}=C_{W} \mid \mathbf{Q}=Q, \mathbf{W} \notin \mathbf{S}\right) .
\end{aligned}
$$

Since the conditional distribution of $(\mathbf{W}, \mathbf{S}, \mathbf{C})$ given $\mathbf{W} \notin \mathbf{S}$ is uniform, by applying the Bayes' rule one can see that $\mathbb{P}\left(\mathbf{W}=W, \mathbf{S}=S_{W}, \mathbf{C}=C_{W} \mid \mathbf{Q}=Q, \mathbf{W} \notin \mathbf{S}\right)$ does not depend on $W$ so long as $\mathbb{P}\left(\mathbf{Q}=Q \mid \mathbf{W}=W, \mathbf{S}=S_{W}, \mathbf{C}=C_{W}\right)$ does not depend on $W$. By the design of the protocol, we have

$$
\begin{aligned}
& \mathbb{P}\left(\mathbf{Q}=Q \mid \mathbf{W}=W, \mathbf{S}=S_{W}, \mathbf{C}=C_{W}\right) \\
& =\frac{1}{K!}\binom{K-1}{M}(q-1)^{-1}
\end{aligned}
$$

for all $W \in \mathcal{K}$, and hence $\mathbb{P}(\mathbf{W}=W \mid \mathbf{Q}=Q, \mathbf{W} \notin \mathbf{S})$ does not depend on $W$.

### 2.5.2 Single-Server PIR-CSI-II

Theorem 4. For the single-server PIR-CSI-II setting with $K$ messages and side information support size $M$, the capacity and the scalar-linear capacity are equal to 1 for $M=2, K$, and $1 / 2$ for all $3 \leq M \leq K-1$.

For each range of values of $M$, the proof consists of two parts. In the first part, we use information-theoretic arguments-based on the result of Lemma 2, so as to upper bound the rate of any PIR-CSI-II protocol (see Section 2.5.2.1). In the second part, we construct novel scalar-linear PIR-CSI-II protocols, collectively termed the Randomized Selection-and-Code (RSC) protocols, for different ranges of values of $M$. The proposed protocols rely on probabilistic techniques, and achieve the corresponding rate upper-bounds (see Section 2.5.2.2).

Remark 5. Theorem 4 shows that when $W$-privacy is required, no matter what the size of support set of the side information is, the user can privately retrieve any message belonging to the support set of their coded side information, with a download cost at most twice the cost of downloading the message directly—which obviously does not preserve the privacy of the requested message.

Remark 6. As shown in Theorem 2, when ( $W, S$ )-privacy is required, the (scalar-linear) capacity of single-server PIR with a coded side information whose support set includes the requested message is equal to $(K-M+1)^{-1}$, where $M$ is the side information support size. The result of Theorem 4 matches this result for the cases of $M=K$ and $M=K-1$, and hence, $(W, S)$-privacy and $W$-privacy are attainable at the same cost in these cases; whereas for the other cases of $M$, achieving $(W, S)$-privacy is much more costly than achieving $W$-privacy.

## Proof of Theorem 4

### 2.5.2.1 Converse

In this section, we give an information-theoretic proof of converse for the case of general PIR-CSI-II protocols, which also serves as a converse proof for the special case of scalar-linear PIR-CSI-II protocols.

Lemma 10. For $M=2$ and $M=K$, the (scalar-linear) capacity of the PIR-CSI-II setting is upper bounded by 1, and for any $3 \leq M \leq K-1$, the (scalar-linear) capacity of the PIR-CSI-II setting is upper bounded by $1 / 2$.

Proof. In the following, all entropies are conditional on the event $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=1$, and for simplifying the notation, we remove this event from the conditions everywhere.

Take arbitrary $W, S, C$ (and $\mathbf{Y} \triangleq \mathbf{Y}^{[S, C]}$ ) such that $W \in S$. For the cases of $M=2$ and $M=K$, it suffices to show that $H(\mathbf{A}) \geq L$. Note that $H(\mathbf{A}) \geq H(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y})=$ $H\left(\mathbf{A}, \mathbf{X}_{W} \mid \mathbf{Q}, \mathbf{Y}\right)$, where the equality follows from the recoverability condition.

Moreover, $H\left(\mathbf{A}, \mathbf{X}_{W} \mid \mathbf{Q}, \mathbf{Y}\right)=H\left(\mathbf{X}_{W} \mid \mathbf{Q}, \mathbf{Y}\right)+H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) \geq H\left(\mathbf{X}_{W}\right)$, where the inequality follows from the independence of $\mathbf{X}_{W}$ and $(\mathbf{Q}, \mathbf{Y})$ by assumption. Putting these arguments together, $H(\mathbf{A}) \geq H\left(\mathbf{X}_{W}\right)=L$.

For the cases of $3 \leq M \leq K-1$, we need to show that $H(\mathbf{A}) \geq 2 L$. By the above arguments, we have

$$
\begin{equation*}
H(\mathbf{A}) \geq H\left(\mathbf{X}_{W}\right)+H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) \tag{2.23}
\end{equation*}
$$

Consider an arbitrary index $W_{1} \in S$. By the result of Lemma 2, there exist $S_{1} \in \mathcal{S}$ with $W_{1} \in S_{1}$ and $C_{1} \in \mathcal{C}$ (and $\left.\mathbf{Y}_{1}=\mathbf{Y}^{\left[S_{1}, C_{1}\right]}\right)$ so that $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{1}\right)=0$. As conditioning does not increase the entropy, then $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)=0$. Then, we can write

$$
\begin{align*}
H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) & \geq H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right) \\
& =H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)+H\left(\mathbf{X}_{W_{1}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right) \\
& =H\left(\mathbf{A}, \mathbf{X}_{W_{1}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right) \\
& =H\left(\mathbf{X}_{\mathbf{W}_{1}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)+H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}\right) \\
& \geq H\left(\mathbf{X}_{\mathbf{W}_{1}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right) . \tag{2.24}
\end{align*}
$$

Noting that $\mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}$ are linear functions of the messages in $\mathbf{X}_{\mathcal{K}}$, and $\mathbf{Q}$ is independent of $\mathbf{X}_{\mathcal{K}}$, there are two possible cases: (i) $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)=H\left(\mathbf{X}_{W_{1}}\right)$, i.e., $\mathbf{X}_{W_{1}}$ is independent of $\left(\mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)$, or (ii) $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)=0$, i.e., $\mathbf{X}_{W_{1}}$ can be recovered from $\mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}$.

In the case (i), $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)=H\left(\mathbf{X}_{W_{1}}\right)$ by assumption. Rewriting (2.24),

$$
\begin{equation*}
H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) \geq H\left(\mathbf{X}_{W_{1}}\right) \tag{2.25}
\end{equation*}
$$

By (2.23) and (2.25), $H(\mathbf{A}) \geq H\left(\mathbf{X}_{W}\right)+H\left(\mathbf{X}_{W_{1}}\right)=2 L$.

In the case (ii), by assumption, $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}\right)=0$. Again, by the linearity of $\mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}$, it must hold that $\mathbf{Y}=c_{W} \mathbf{X}_{W}+c_{W_{1}} \mathbf{X}_{W_{1}}+\mathbf{Z}$ and $\mathbf{Y}_{1}=c_{W}^{\prime} \mathbf{X}_{W}+$ $c_{W_{1}}^{\prime} \mathbf{X}_{W_{1}}+c^{\prime} \mathbf{Z}$ for some $c_{W}^{\prime}, c_{W_{1}}^{\prime}, c^{\prime} \in \mathbb{F}_{q}^{\times}$, where $\mathbf{Z}=\sum_{i \in S \backslash\left\{W, W_{1}\right\}} c_{i} \mathbf{X}_{i}$. Unlike the previous case, this time we turn to an arbitrary index $W_{2} \notin S$. Again, by the result of Lemma 2, there exist $S_{2} \in \mathcal{S}$ with $W_{2} \in S_{2}$ and $C_{2} \in \mathcal{C}$ (and $\mathbf{Y}_{2}=\mathbf{Y}^{\left[S_{2}, C_{2}\right]}$ ) such that $H\left(\mathbf{X}_{W_{2}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{2}\right)=0$. Similar to (2.24), it can be shown that

$$
\begin{align*}
H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}\right) \geq & H\left(\mathbf{X}_{W_{2}} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{2}\right) \\
& +H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{2}, \mathbf{X}_{W_{2}}\right) \tag{2.26}
\end{align*}
$$

If $\mathbf{X}_{W_{2}}$ is independent of $\left(\mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{2}\right)$, similarly as in the case (i) we can show that $H(\mathbf{A}) \geq H\left(\mathbf{X}_{W}\right)+H\left(\mathbf{X}_{W_{2}}\right)=2 L$. If $\mathbf{X}_{W_{2}}$ is recoverable from $\left(\mathbf{Q}, \mathbf{Y}, \mathbf{X}_{W}, \mathbf{Y}_{2}\right)$, it must hold that $\mathbf{Y}_{2}=c_{W_{2}}^{\prime \prime} \mathbf{X}_{W_{2}}+c^{\prime \prime}\left(c_{W_{1}} \mathbf{X}_{W_{1}}+\mathbf{Z}\right)$ for some $c_{W_{2}}^{\prime \prime}, c^{\prime \prime} \in \mathbb{F}_{q}^{\times}$. Note that $\mathbf{X}_{W_{2}}$ is independent of $\left(\mathbf{Q}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{2}\right)$ since by construction, $\mathbf{X}_{W_{2}}$ cannot be recovered from $c_{W}^{\prime} \mathbf{X}_{W}+c^{\prime} \mathbf{Z}$ and $c_{W_{2}}^{\prime \prime} \mathbf{X}_{W_{2}}+c^{\prime \prime} \mathbf{Z}$, or in turn, from $\mathbf{Y}_{1}$ and $\mathbf{Y}_{2}$ given $\mathbf{X}_{W_{1}}$. Also, $\mathbf{X}_{W_{1}}$ is independent of $\left(\mathbf{Q}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right)$ as $\mathbf{X}_{W_{1}}$ cannot be recovered from $\mathbf{Y}_{1}$ and $\mathbf{Y}_{2}$. So, we have

$$
\begin{align*}
H(\mathbf{A}) & \geq H\left(\mathbf{A} \mid \mathbf{Q}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right) \\
& =H\left(\mathbf{A}, \mathbf{X}_{W_{1}}, \mathbf{X}_{W_{2}} \mid \mathbf{Q}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right)  \tag{2.27}\\
& \geq H\left(\mathbf{X}_{W_{1}} \mid \mathbf{Q}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right)+H\left(\mathbf{X}_{W_{2}} \mid \mathbf{Q}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right) \\
& =H\left(\mathbf{X}_{W_{1}}\right)+H\left(\mathbf{X}_{W_{2}}\right) \tag{2.28}
\end{align*}
$$

where (2.27) holds as $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right)=0$ and $H\left(\mathbf{X}_{W_{2}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{2}\right)=0$, noting that by assumption, $H\left(\mathbf{X}_{W_{1}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{1}\right)=0, H\left(\mathbf{X}_{W_{2}} \mid \mathbf{A}, \mathbf{Q}, \mathbf{Y}_{2}\right)=0$, and (2.28) holds since as was shown earlier, $\mathbf{X}_{W_{1}}$ and $\mathbf{X}_{W_{2}}$ are independent of $\left(\mathbf{Q}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right)$ and $\left(\mathbf{Q}, \mathbf{Y}_{1}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{2}\right)$, respectively. By (2.28), we get $H(\mathbf{A}) \geq 2 L$.

### 2.5.2.2 Achievability

In this section, we propose a scalar-linear PIR-CSI-II protocol for each of the following cases: (Case 1) $M=2$; (Case 2) $3 \leq M \leq \frac{K}{2}+1$; (Case 3) $\frac{K+1}{2} \leq M \leq K-1$; and (Case 4) $M=K$. (Note that Cases 2 and 3 are overlapping at $M=\frac{K}{2}+1$ or $M=\frac{K+1}{2}$ when $K$ is even or odd, respectively. In these scenarios, either of the proposed protocols for Cases 2 and 3 applies.) It should be noted that the proposed protocols for Cases 1 and 2 are applicable for any base-field size $q \geq 2$ and any degree of the field-extension $l \geq 1$; whereas the proposed protocols for Cases 3 and 4 are applicable for any $q \geq 3$ and any $l \geq 1$.

The proposed protocols rely on the idea of randomizing the structure of query/answer, and are referred to as the Randomized Selection-and-Code ( $R S C$ ) protocols. In particular, in these protocols, for any given instance of the problem, there exist multiple different query/answer structures, each of which satisfies the recoverability condition; and one of these structures will be chosen at random according to a probability distribution, which is carefully designed to ensure the $W$-privacy condition.

For example, consider a scenario of Case 1 where the server stores $X_{1}, X_{2}, \ldots, X_{K}$, and the user's demand and side information are $X_{1}$ and $X_{1}+X_{2}$, respectively. The RSC protocol for Case 1 has two different (query/answer) structures: (i) the user queries $X_{1}$, which is the user's demand, and the server sends $X_{1}$ back to the user; or (ii) the user queries $X_{2}$, which is the other message in the user's side information, and the server sends back $X_{2}$ to the user. (Note that neither of these structures depend on the other messages $X_{3}, \ldots, X_{K}$.) The RSC protocol for Case 1 randomly generates one of the two structures (i) and (ii), according to a probability distribution-specified shortly in the description of the protocol, designed in order to guarantee $W$-privacy (i.e., given the query, each message in $X_{1}, \ldots, X_{K}$ is equally likely to be the user's demand.) Using either of the two structures
(i) and (ii), the user can recover $X_{1}$. The RSC protocols for Cases 2-4 use a similar idea. W.l.o.g., we assume that $W=\{1\}, S=\{1, \ldots, M\}$, and $C=\left\{c_{1}, \ldots, c_{M}\right\}$.

Randomized Selection-and-Code (RSC) Protocols: The RSC protocol for each case consists of three steps, where the Steps are the same as Steps 2-3 in the MPC protocol (Section 2.5.1.2). The Step 1 of the RSC protocols are as follows:

Case 1: The user randomly selects the index $W$ (i.e., 1) with probability $\frac{1}{K}$, or the other index in $S$ (i.e., 2) with probability $\frac{K-1}{K}$, and constructs two sets $U=\{i\}$ and $V=\{1\}$, where $i$ is the selected index by the user.

The user then constructs $Q=(U, V)$, and sends the query $Q^{[W, S, C]}=Q$ to the server.

Example 4. Consider a scenario where the server has $K=6$ messages $X_{1}, \ldots, X_{6} \in \mathbb{F}_{3}$, and the user demands the message $X_{1}$ and has a side information $Y=2 X_{1}+X_{2}$ with support size $M=2$. For this example, $W=1, S=\{1,2\}$, and $C=\left\{c_{1}, c_{2}\right\}=\{2,1\}$.

The user randomly selects an index $i$ from $S=\{1,2\}$, where the probability of selecting the index $i=1$ is $\frac{1}{K}=\frac{1}{6}$, and the probability of selecting the index $i=2$ is $\frac{K-1}{K}=\frac{5}{6}$. Suppose that the user selects the index $i=2$. Then, the user requests the server for the message $X_{i}=X_{2}$. Subtracting off $X_{2}$ from $Y=2 X_{1}+X_{2}$, the user then recovers $X_{1}$.

Here, the rate of the RSC protocol is 1 . Note that the Modified Specialized GRS Code protocol which yields $(W, S)$-privacy and hence $W$-privacy, achieves the rate ( $K-M+$ $1)^{-1}=1 / 5$ for the scenario of this example.

From the server's perspective, the probability that the message $X_{2}$ is the user's demand is $\frac{1}{6}$, and the probability that one of the messages $X_{1}, X_{3}, \ldots, X_{6}$ is the user's demand is $\frac{5}{6}$. Since these messages are equally likely to be the demand, the probability of any of them to be the user's demand is $\frac{5}{6} \times \frac{1}{5}=\frac{1}{6}$. This guarantees the $W$-privacy.

Now, suppose that the user selects $i=1$. In this case, the user requests their demand $X_{1}$ from the server, and the server responds by sending $X_{1}$ back to the user. Again, from
the perspective of the server, the probability that the message $X_{1}$ is the user's demand is $\frac{1}{6}$, and the probability of any of the messages $X_{2}, \ldots, X_{6}$ to be the user's demand is $\frac{5}{6} \times \frac{1}{5}=\frac{1}{6}$. This again ensures the $W$-privacy.

Case 2: The user constructs two sequences $U_{1}, U_{2}$, each of size $M-1$, with elements from the indices in $\mathcal{K}$, and an sequences $V$ of size $M-1$ with elements from $\mathbb{F}_{q}^{\times}$. The constructions of $U_{1}, U_{2}, V$ are as follows.

First, the user chooses an integer $r \in\{M-2, M-1\}$ by sampling from a probability distribution given by

$$
\mathbb{P}(\mathbf{r}=r)= \begin{cases}\frac{2 M-2}{K}, & r=M-2 \\ 1-\frac{2 M-2}{K}, & r=M-1\end{cases}
$$

If $r=M-1$ is chosen, the user randomly selects $M-1$ indices from $\mathcal{K} \backslash S$; otherwise, if $r=M-2$ is chosen, the user selects the index $W$ along with $M-2$ randomly chosen indices from $\mathcal{K} \backslash S$. Denote by $\left\{i_{1}, \ldots, i_{M-1}\right\}$ the sequence of the $M-1$ selected indices (in increasing order). Then, the user constructs $U_{1}=\{2, \ldots, M\}$ (i.e., the set of elements in $S \backslash W$ in increasing order) and $U_{2}=\left\{i_{1}, \ldots, i_{M-1}\right\}$.

Next, the user constructs the sequence $V=\left\{c_{2}, \ldots, c_{M}\right\}$ (i.e., the sequence of elements in $C$ excluding the element $c_{W}$ ).

The user then constructs $Q_{i}=\left(U_{i}, V\right)$ for each $i \in\{1,2\}$, and for a randomly chosen permutation $\sigma:\{1,2\} \mapsto\{1,2\}$, sends the query $Q^{[W, S, C]}=\left\{Q_{\sigma(1)}, Q_{\sigma(2)}\right\}$ to the server.

Example 5. Consider a scenario where the server has $K=6$ messages $X_{1}, \ldots, X_{6} \in \mathbb{F}_{3}$, and the user demands the message $X_{1}$ and has a coded side information $Y=2 X_{1}+$ $X_{2}+2 X_{3}$ with support size $M=3$. For this example, $W=1, S=\{1,2,3\}$, and $C=\left\{c_{1}, c_{2}, c_{3}\right\}=\{2,1,2\}$.

First, the user randomly chooses an integer $r \in\{M-2=1, M-1=2\}$, where the probability of choosing $r=1$ is $\frac{2}{3}$, and the probability of choosing $r=2$ is $\frac{1}{3}$. Suppose that the user chooses $r=1$. The user then selects the index $W=1$ along with $r=1$ randomly chosen index from $\{1, \ldots, 6\} \backslash\{1,2,3\}=\{4,5,6\}$, say the index 4 . Then, the user constructs two sequences $U_{1}=\{2,3\}$ and $U_{2}=\{1,4\}$, and the sequence $V=$ $\left\{c_{2}, c_{3}\right\}=\{1,2\}$.

The user builds $Q_{1}=\left(U_{1}, V\right)=(\{2,3\},\{1,2\})$ and $Q_{2}=\left(U_{2}, V\right)=(\{1,4\},\{1,2\})$. For a randomly chosen permutation $\sigma$ on $\{1,2\}$, say $\sigma(1)=2$ and $\sigma(2)=1$, the user constructs the query $Q=\left\{Q_{\sigma(1)}, Q_{\sigma(2)}\right\}=\left\{Q_{2}, Q_{1}\right\}$, and sends it to the server. The server computes $A_{i}=\sum_{j=1}^{M-1} c_{i_{j}} X_{i_{j}}$ for each $i \in\{1,2\}$ where $Q_{i}=\left(\left\{i_{1}, i_{2}\right\},\left\{c_{i_{1}}, c_{i_{2}}\right\}\right)$. For this example, $A_{1}=X_{2}+2 X_{3}$ and $A_{2}=X_{1}+2 X_{4}$. Then, the server sends the answer $A=\left\{A_{\sigma(1)}, A_{\sigma(2)}\right\}=\left\{A_{2}, A_{1}\right\}$ back to the user. Subtracting off $A_{1}$ from $Y=$ $2 X_{1}+X_{2}+2 X_{3}$, the user recovers $X_{1}$.

For this example, the rate of the RSC protocol is $1 / 2$; whereas the rate of the Modified Specialized GRS Code protocol for the scenario of this example is $(K-M+1)^{-1}=1 / 4$.

From the server's perspective, $U_{1}=\{2,3\}$ and $U_{2}=\{1,4\}$ are equally likely to be the index set of the user's side information support set (excluding the demand index). Let us refer to the event that $X_{2}$ and $X_{3}$ (or $X_{1}$ and $X_{4}$ ) are the two messages in the user's side information support set as E1 (or E2). Then, E1 (or E2) has probability $\frac{1}{2}$. Note also that, given E1 (or E2), $X_{2}$ and $X_{3}$ (or $X_{1}$ and $X_{4}$ ) have zero probability to be the user's demand.

Given E1, (i) with probability $\frac{1}{3}$, the user's demand is neither $X_{1}$ nor $X_{4}$, or (ii) with probability $\frac{2}{3}$, the user's demand is either $X_{1}$ or $X_{4}$. Given E1-(i), $X_{5}$ and $X_{6}$ are equally likely to be the user's demand. That is, given E1, $X_{5}$ (or $X_{6}$ ) is the user's demand with probability $\frac{1}{3} \times \frac{1}{2}=\frac{1}{6}$. Given E1-(ii), $X_{1}$ and $X_{4}$ are equally likely to be the user's demand. Then, given E1, $X_{1}\left(\right.$ or $\left.X_{4}\right)$ is the user's demand with probability $\frac{2}{3} \times \frac{1}{2}=\frac{1}{3}$.

Given E2, (i) with probability $\frac{1}{3}$, the user's demand is neither $X_{2}$ nor $X_{3}$, or (ii) with probability $\frac{2}{3}$, the user's demand is either $X_{2}$ or $X_{3}$. Given E2-(i), either of $X_{5}$ and $X_{6}$ is the user's demand with probability $\frac{1}{2}$. Then, given $\mathrm{E} 2, X_{5}$ (or $X_{6}$ ) is the user's demand with probability $\frac{1}{3} \times \frac{1}{2}=\frac{1}{6}$. Given E2-(ii), either of $X_{2}$ and $X_{3}$ is the user's demand with probability $\frac{1}{2}$. Then, given E1, $X_{2}$ (or $X_{3}$ ) is the user's demand with probability $\frac{2}{3} \times \frac{1}{2}=\frac{1}{3}$.

From the above arguments, it is easy to see that given the query, each message $X_{i}$ is equally likely to be the user's demand, and hence the $W$-privacy condition is satisfied. For example, $X_{1}$ has probability $\frac{1}{3}$ (or 0 ) to be the user's demand given E1 (or E2). Since E1 and E2 each have probability $\frac{1}{2}$, the probability of $X_{1}$ to be the user's demand is $\frac{1}{2} \times$ $\frac{1}{3}+\frac{1}{2} \times 0=\frac{1}{6}$. As an another example, consider $X_{5}$. Given either of E1 or E2, $X_{5}$ has probability $\frac{1}{6}$ to be the user's demand. Thus, the probability of $X_{5}$ to be the user's demand is $\frac{1}{2} \times \frac{1}{6}+\frac{1}{2} \times \frac{1}{6}=\frac{1}{6}$.

Case 3: The user constructs two sequences $U_{1}, U_{2}$, each of size $M$, with elements from the indices in $\mathcal{K}$, and a sequence $V$ of size $M$ with elements from $\mathbb{F}_{q}^{\times}$. The constructions of $U_{1}, U_{2}, V$ are as follows.

The user chooses an integer $s \in\{2 M-K-1,2 M-K\}$ by sampling from a probability distribution given by

$$
\mathbb{P}(\mathbf{s}=s)= \begin{cases}1-\frac{2 K-2 M}{K}, & s=2 M-K-1 \\ \frac{2 K-2 M}{K}, & s=2 M-K .\end{cases}
$$

If $s=2 M-K$ is chosen, the user randomly selects $2 M-K$ indices from $S \backslash W$; otherwise, if $s=2 M-K-1$ is chosen, the user selects the index $W$ together with $2 M-K-1$ randomly chosen indices from $S \backslash W$. Denote by $\left\{i_{1}, \ldots, i_{M}\right\}$ the sequence of the $2 M-K$ selected indices and the $K-M$ indices in $\mathcal{K} \backslash S$ (in increasing order). The user constructs $U_{1}=\{1, \ldots, M\}$ (i.e., the set of indices in $S$ in increasing order) and $U_{2}=\left\{i_{1}, \ldots, i_{M}\right\}$.

Next, the user constructs the sequence $V=\left\{c, c_{2}, \ldots, c_{M}\right\}$ (i.e., the sequence of the elements in $C$, except when the element $c_{W}$ is replaced by the element $c$ ) where $c$ is randomly chosen from $\mathbb{F}_{q}^{\times} \backslash\left\{c_{1}\right\}$ (i.e., $\mathbb{F}_{q}^{\times} \backslash\left\{c_{W}\right\}$ ).

The user then constructs $Q_{i}=\left(U_{i}, V\right)$ for each $i \in\{1,2\}$, and for a randomly chosen permutation $\sigma:\{1,2\} \mapsto\{1,2\}$, sends the query $Q^{[W, S, C]}=\left\{Q_{\sigma(1)}, Q_{\sigma(2)}\right\}$ to the server.

Case 4: The user creates two sequences $U=\{1, \ldots, K\}$ and $V=\left\{c, c_{2}, \ldots, c_{K}\right\}$ (i.e., the sequence of elements in $C$, except when the element $c_{W}$ is replaced by the element c) where $c$ is randomly chosen from $\mathbb{F}_{q}^{\times} \backslash\left\{c_{1}\right\}$ (i.e., $\mathbb{F}_{q}^{\times} \backslash\left\{c_{W}\right\}$ ).

The user then constructs $Q=(U, V)$, and sends the query $Q^{[W, S, C]}=Q$ to the server.

Lemma 11. The Randomized Selection-and-Code (RSC) protocols for $M=2,3 \leq M \leq$ $\frac{K}{2}+1, \frac{K+1}{2} \leq M \leq K-1$, and $M=K$ are scalar-linear PIR-CSI-II protocols, and achieve the rates $1,1 / 2,1 / 2$, and 1 , respectively.

Proof. The proofs for the rates of the RSC protocols follow the same line as in the proof of the rate of the MPC protocol in Lemma 9, and hence omitted. From the construction, it should also be obvious that the RSC protocols are scalar-linear. Moreover, it should not be hard to see from the description of these protocols that the recoverability condition is satisfied.

To prove that the RSC protocols satisfy the $W$-privacy condition, we need to show that

$$
\mathbb{P}(\mathbf{W}=W \mid \mathbf{Q}=Q, \mathbf{W} \in \mathbf{S})=\mathbb{P}(\mathbf{W}=W \mid \mathbf{W} \in \mathbf{S})
$$

for all $W \in \mathcal{K}$. Alternatively, by the Bayes' rule, it suffices to show that $\mathbb{P}(\mathbf{Q}=Q \mid \mathbf{W}=$ $W, \mathbf{W} \in \mathbf{S})$ does not depend on $W$.

Recall that $Q=(U, V)$ for Cases 1 and 4, and $Q=\left\{Q_{1}, Q_{2}\right\}=\left\{\left(U_{1}, V\right),\left(U_{2}, V\right)\right\}$ for Cases 2 and 3. For simplifying the notation, let us denote $\left\{U_{1}, U_{2}\right\}$ by $U$ for Cases 2 and 3 .

By the construction of the RSC protocols and the model assumptions, given $\mathbf{W} \in S$, the following two observations hold:
(i) $\mathbf{U}$ and V are conditionally independent given $\mathbf{W}$, and
(ii) V and W are independent.

The observation (i) should be obvious, and the observation (ii) holds because V is uniformly distributed over all possible choices of $V$ for each case. (For example, for Case $1, \mathbf{V}=\{1\}$; and for Case $2, \mathbf{V}=\left\{\mathbf{c}_{i}: i \in \mathbf{S} \backslash \mathbf{W}\right\}$-where $\mathbf{c}_{i}$ 's are uniformly distributed over $\mathbb{F}_{q}^{\times}$, is uniformly distributed over all sequences of size $M-1$ with elements from $\mathbb{F}_{q}^{\times}$.) Using (i) and (ii), we have

$$
\begin{aligned}
\mathbb{P}(\mathbf{Q}=Q \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) & =\mathbb{P}(\mathbf{U}=U, \mathbf{V}=V \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) \\
& =\mathbb{P}(\mathbf{V}=V \mid \mathbf{W} \in \mathbf{S}) \times \mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S})
\end{aligned}
$$

As $\mathbb{P}(\mathbf{V}=V \mid \mathbf{W} \in \mathbf{S})$ does not depend on $W$, instead of showing that $\mathbb{P}(\mathbf{Q}=Q \mid \mathbf{W}=$ $W, \mathbf{W} \in \mathbf{S})$ is not a function of $W$, it suffices to show that $\mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S})$ does not depend on $W$. In the following, we prove this claim for the RSC protocol for each case separately.

With a slight abuse of notation, hereafter for the ease of exposition, we treat the sequences $U_{1}, U_{2}$ as (unordered) sets.

Case 1: For an arbitrary $i \in \mathcal{K}$, consider $U=\{i\}$. Take an arbitrary $W \in \mathcal{K}$. There are two cases as follows: (i) $W=i$, and (ii) $W \neq i$.

In the case (i), we have

$$
\begin{align*}
& \mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) \\
& =\sum_{j \in \mathcal{K} \backslash W} \mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=\{W, j\}) \times \mathbb{P}(\mathbf{S}=\{W, j\} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) . \tag{2.29}
\end{align*}
$$

By the model assumption, we have

$$
\begin{equation*}
\mathbb{P}(\mathbf{S}=\{W, j\} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S})=\frac{1}{K-1} \tag{2.30}
\end{equation*}
$$

for all $j \in \mathcal{K} \backslash W$. Moreover, given that $\mathbf{W}=W$ and $\mathbf{S}=\{W, j\}$, the protocol constructs $U=\{W\}$ with probability $\frac{1}{K}$. This implies that

$$
\begin{equation*}
\mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=\{W, j\})=\frac{1}{K} \tag{2.31}
\end{equation*}
$$

for all $j \in \mathcal{K} \backslash W$. Substituting (2.30) and (2.31) into (2.29),

$$
\begin{equation*}
\mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S})=\frac{1}{K} \tag{2.32}
\end{equation*}
$$

In the case (ii), we have

$$
\begin{align*}
& \mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) \\
& =\mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=\{W, i\}) \times \mathbb{P}(\mathbf{S}=\{W, i\} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) \\
& =\frac{1}{K} \tag{2.33}
\end{align*}
$$

noting that by the model assumption,

$$
\mathbb{P}(\mathbf{S}=\{W, i\} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S})=\frac{1}{K-1}
$$

and by the design of the protocol,

$$
\mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=\{W, i\})=\frac{K-1}{K}
$$

From (2.32) and (2.33), we infer that $\mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S})$ does not depend on $W$.

Case 2: Consider an arbitrary $U=\left\{U_{1}, U_{2}\right\}$. (Recall that $\left|U_{1}\right|=\left|U_{2}\right|=M-1$.) Take an arbitrary $W \in \mathcal{K}$. There are two cases: (i) $W \in U_{1} \cup U_{2}$, and (ii) $W \notin U_{1} \cup U_{2}$.

In the case (i), w.l.o.g., assume that $W \in U_{1}$. Note that $\mathbf{W}=W$ and $W \in U_{1}$ together imply that $\mathbf{S}=W \cup U_{2}$ (by the design of the protocol). Then, we have

$$
\begin{align*}
& \mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) \\
& =\mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=W \cup U_{2}\right) \\
& \quad \times \mathbb{P}\left(\mathbf{S}=W \cup U_{2} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right) . \tag{2.34}
\end{align*}
$$

By the model assumption, we have

$$
\begin{equation*}
\mathbb{P}\left(\mathbf{S}=W \cup U_{2} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right)=\binom{K-1}{M-1}^{-1} \tag{2.35}
\end{equation*}
$$

Moreover, given that $\mathbf{W}=W$ and $\mathbf{S}=W \cup U_{2}$, the protocol constructs $U_{1}$ with probability $\left(\frac{2 M-2}{K}\right) \times\binom{ K-M}{M-2}^{-1}$, noting that $W \in U_{1}$. (The protocol selects the demand index $W$ to be one of the elements in $U_{1}$ with probability $\frac{2 M-2}{K}$, and selects the set of other $M-2$ elements in $U_{1}$ from the set of $K-M$ indices in $\mathcal{K} \backslash S$ with probability $\binom{K-M}{M-2}^{-1}$.) This implies that

$$
\begin{align*}
& \mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=W \cup U_{2}\right) \\
& =2\left(\frac{M-1}{K}\right)\binom{K-M}{M-2}^{-1} \tag{2.36}
\end{align*}
$$

Substituting (2.35) and (2.36) into (2.34),

$$
\begin{align*}
& \mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) \\
& =2\left(\frac{M-1}{K}\right)\binom{K-M}{M-2}^{-1}\binom{K-1}{M-1}^{-1} \tag{2.37}
\end{align*}
$$

In the case (ii), we have

$$
\begin{align*}
& \mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) \\
& =\mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=W \cup U_{1}\right) \\
& \quad \times \mathbb{P}\left(\mathbf{S}=W \cup U_{1} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right) \\
& \quad+\mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=W \cup U_{2}\right) \\
& \quad \times \mathbb{P}\left(\mathbf{S}=W \cup U_{2} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right) \\
& =2\left(1-\frac{2 M-2}{K}\right)\binom{K-M}{M-1}^{-1}\binom{K-1}{M-1}^{-1} \tag{2.38}
\end{align*}
$$

noting that

$$
\begin{aligned}
& \mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=W \cup U_{1}\right) \\
& =\mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=W \cup U_{2}\right) \\
& =\left(1-\frac{2 M-2}{K}\right)\binom{K-M}{M-1}^{-1},
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbb{P}\left(\mathbf{S}=W \cup U_{1} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right) \\
& =\mathbb{P}\left(\mathbf{S}=W \cup U_{2} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right) \\
& =\binom{K-1}{M-1}^{-1} .
\end{aligned}
$$

Now, it is easy to verify that

$$
\left(\frac{M-1}{K}\right)\binom{K-M}{M-2}^{-1}=\left(1-\frac{2 M-2}{K}\right)\binom{K-M}{M-1}^{-1} .
$$

This shows that (2.37) and (2.38) are equal, completing the proof that $\mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=$ $W, \mathbf{W} \in \mathbf{S})$ does not depend on $W$.

Case 3: Consider an arbitrary query $U=\left\{U_{1}, U_{2}\right\}$. (Recall that $\left|U_{1}\right|=\left|U_{2}\right|=$ M.) Take an arbitrary $W \in \mathcal{K}$. There are two cases as follows: (i) $W \in U_{1} \cap U_{2}$, and (ii) $W \notin U_{1} \cap U_{2}$.

In the case (i), we have

$$
\begin{align*}
& \mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) \\
& =\mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=U_{1}\right) \\
& \quad \times \mathbb{P}\left(\mathbf{S}=U_{1} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right) \\
& +\mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=U_{2}\right) \\
& \quad \times \mathbb{P}\left(\mathbf{S}=U_{2} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right) \\
& =  \tag{2.39}\\
& 2\left(\frac{2 M-K}{K}\right)\binom{M-1}{2 M-K-1}^{-1}\binom{K-1}{M-1}^{-1}
\end{align*}
$$

noting that

$$
\begin{aligned}
& \mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=U_{1}\right) \\
& =\mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=U_{2}\right) \\
& =\left(\frac{2 M-K}{K}\right)\binom{M-1}{2 M-K-1}^{-1}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbb{P}\left(\mathbf{S}=U_{1} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right) \\
& =\mathbb{P}\left(\mathbf{S}=U_{2} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right) \\
& =\binom{K-1}{M-1}^{-1} .
\end{aligned}
$$

In the case (ii), w.l.o.g., assume that $W \in U_{1}$. Then, we have

$$
\begin{align*}
& \mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}) \\
& = \\
& \quad \mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=U_{1}\right) \\
& \quad \times \mathbb{P}\left(\mathbf{S}=U_{1} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right)  \tag{2.40}\\
& =2\left(\frac{K-M}{K}\right)\binom{M-1}{2 M-K}^{-1}\binom{K-1}{M-1}^{-1},
\end{align*}
$$

noting that

$$
\begin{aligned}
& \mathbb{P}\left(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{S}=U_{1}\right) \\
& =2\left(\frac{K-M}{K}\right)\binom{M-1}{2 M-K}^{-1},
\end{aligned}
$$

and

$$
\mathbb{P}\left(\mathbf{S}=U_{1} \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S}\right)=\binom{K-1}{M-1}^{-1}
$$

It is easy to verify that

$$
\begin{aligned}
& \left(\frac{2 M-K}{K}\right)\binom{M-1}{2 M-K-1}^{-1} \\
& =\left(\frac{K-M}{K}\right)\binom{M-1}{2 M-K}^{-1}
\end{aligned}
$$

This shows that (2.39) and (2.40) are equal, completing the proof that $\mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=$ $W, \mathbf{W} \in \mathbf{S})$ does not depend on $W$.

Case 4: The protocol implies that $U=\mathcal{K}$, and hence $\mathbb{P}(\mathbf{U}=U \mid \mathbf{W}=W, \mathbf{W} \in \mathbf{S})=1$ for all $W$.

## 3. MULTI-SERVER PRIVATE INFORMATION RETRIEVAL (PIR)*

### 3.1 Introduction

In the Private Information Retrieval (PIR) problem, there is a user who wishes to download a single or multiple messages belonging to a database with copies stored on a single or multiple servers, while protecting the identity of the demanded message(s) from every individual server $[4,8,9,20]$. To retrieve the desired message(s), the user generates one query for each server. Upon receiving the user's query, each server will return an answer, which depends on the stored messages and the received query. To ensure that each server learns nothing about the identity of the user's demanded message(s), in an information theoretic sense, each query must be marginally independent of the desired message(s) index.

In a single-server setting or a multi-server setting when all servers can fully collude, the user must download the whole database to achieve privacy in the information-theoretic sense [4]. However, when the user has some side information (unknown to the server(s)) about the messages in the database $[21-30,32,33]$ or when the servers do not fully collude $[8,9,15]$, the privacy can be achieved more efficiently in terms of the download cost (i.e., the amount of information downloaded from the server(s)).

For the PIR problem in the presence of side information, two types of privacy requirements can be considered: (i) $W$-privacy, in which the identity of the message(s) demanded by the user needs to be protected, and (ii) ( $W, S$ )-privacy in which the identities of both the message(s) demanded by user and the message(s) in the support set of the user's side information needs to be protected, where $W$ denotes the index set of the user's requested

[^3]message(s), and $S$ denotes the index set of the messages in the support set of the user's side information. Based on the definitions, it is clear that the $(W, S)$-privacy requirement is a stronger privacy requirement compared to the $W$-privacy requirement.

In this work, there is a user who is interested in retrieving a single message from a database of $K$ independently and uniformly distributed messages, with copies stored on $N$ non-colluding servers. The user initially knows a linear coded combination of a subset of $M$ messages in the database, where the identities of the messages in the support set of the user's coded side information as well as their coding coefficients are initially unknown to the servers. This type of side information is motivated by several practical scenarios. For instance, the side information could have been obtained in advance from a trusted server with limited knowledge about the database, or via overhearing in a wireless network, or from the information locally stored in the user's cache.

The problem is to design a protocol for generating the user's query and the servers' answers which satisfy one of the following two privacy conditions: $(W, S$ )-privacy or $W$ privacy. We refer to this problem as PIR with Private Coded Side Information (PIR-PCSI) when $(W, S)$-privacy is required and PIR with Coded Side Information (PIR-CSI) when $W$-privacy is required.

Related Work: The setting in which the side information is a random subset of messages is referred to as PIR with Side Information (PIR-SI) or PIR with Private Side Information (PIR-PSI) when $W$-privacy or ( $W, S$ )-privacy is required, respectively. The single-server settings of these problems were studied in [21-23], and their multi-server settings were studied in [24,25,29]. In Chapter 2, we studied the single-server setting of a related problem in which the side information is a random linear combination of a subset of messages. In particular, Section 2.4 and Section 2.5 studied the single-server setting of PIR-CSI and PIR-PCSI problems, respectively. In this chapter, we study the extension of these works to the multi-server settings in Section 3.4 and Section 3.5, respectively.

## Our Contributions

Depending on whether the support set of the user's coded side information includes the user's demand or not, we consider two different models for each of the PIR-PCSI and PIR-CSI problems. In the first model, referred to as Model I, the demand does not belong to the support set of the coded side information, whereas in the second model, referred to as Model II, the demand belongs to the support set of the coded side information. We refer to the PIR-PCSI (or PIR-CSI) problem under Model I and Model II as PIR-PCSI-I (or PIR-CSI-I) and PIR-PCSI-II (or PIR-CSI-II), respectively.

For each of these settings, we define the capacity as the ratio of the number of information bits in a message to the minimum number of information bits downloaded from the servers over all protocols that satisfy the privacy condition. We also define the server-symmetric capacity for the PIR-CSI problem similarly, except when the minimum is taken over all server-symmetric protocols (the protocols in which the user's query and the servers' answers are symmetric in structure) that satisfy the privacy condition.

In this work, our goal is to characterize the capacity (or server-symmetric capacity) of the multi-server settings of the PIR-PCSI-I, PIR-PCSI-II, PIR-CSI-I, and PIR-CSI-II problems, and to design a capacity-achieving protocol for each of these settings. The capacity results for the multi-server PIR-PCSI and multi-server PIR-CSI, are respectively summarized in Table 3.1 and Table 3.2. To present our capacity results, we define the function $\Phi(A, B) \triangleq\left(1+A+A^{2}+\cdots+A^{B-1}\right)^{-1}$ for a positive real number $A$ and positive integer number $B$. The main contributions of this work in each of these settings are summarized below.

## Multi-Server PIR-PCSI

For multi-server PIR-PCSI-I setting, we prove that the capacity is $\Phi(1 / N, K-M)$. This result is interesting because the capacity of the multi-server PIR-PSI is equal to
$\Phi(1 / N, K-M)$, as shown in [24]. This result shows that there is no loss in capacity due to restricting the user's side information to one random linear combination of $M$ messages, instead of $M$ uncoded messages. The converse proof follows from the fact that the capacity of this setting is upper-bounded by the capacity of the multi-server PIR-PSI which is given by $\Phi(1 / N, K-M)$ (see [24, Theorem 1]).

For the achievability proof, we devise a new protocol that builds upon two existing achievability schemes for two different problems: (i) the Private Computation (PC) scheme of [85] for multi-server private computation where a user wishes to privately retrieve one arbitrary linear combination of the messages replicated at multiple servers, and (ii) our Specialized GRS Code scheme proposed for single-server PIR-PCSI in Sec. 2.4.

The main ideas of our achievability scheme are as follows. First, the user utilizes the Specialized GRS Code scheme of [34] for single-server PIR-PCSI to construct $K-M$ super-messages which are some linearly independent combinations of the original messages, to play the role of the original messages in a multi-server private computation problem. Then, the user and all the $N$ servers leverage the PC scheme of [85] for the constructed $K-M$ super-messages in such a way that the user can privately download one of $\binom{K}{M+1}$ linear combinations of the $K-M$ super-messages where the support of each linear combination is a distinct subset of $[K]$ of size $M+1$.

For the multi-server PIR-PCSI-II setting, we show that the capacity is lower-bounded by $\Phi(1 / N, K-M+1)$. The proof is based on a new achievability scheme that leverages the PC scheme of [85] for multi-server private computation, combined with our Modified Specialized GRS Code scheme proposed in [34] for single-server PIR-PCSI.

## Multi-Server PIR-CSI

For the multi-server PIR-CSI-I setting, we show that, for any $1 \leq M \leq K-1$, the capacity is equal to $\Phi\left(1 / N,\left\lceil\frac{K}{M+1}\right\rceil\right)$. Interestingly, the capacity in this case is the same

| Privacy Condition | $(W, S)$-Privacy |  |
| :---: | :---: | :---: |
| Model | $W \notin S$ <br> (PIR-PCSI-I) | $W \in S$ <br> (PIR-PCSI-II) |
| Parameters | $1 \leq M \leq K-1$ | $2 \leq M \leq K$ |
| Capacity | $\left(1+\frac{1}{N}+\cdots+\frac{1}{N^{K-M-1}}\right)^{-1}$ | Lower bound: $\left(1+\frac{1}{N}+\cdots+\frac{1}{N^{K-M}}\right)^{-1}$ |
| Achievability <br> Scheme | PC + Specialized GRS Code | PC + Modified Specialized GRS Code |

Table 3.1: Summary of our main results for multi-server PIR-PCSI

| Privacy Condition | $W$-Privacy |  |
| :---: | :---: | :---: |
| Model | $W \notin S$ <br> (PIR-CSI-I) | $W \in S$ <br> (PIR-CSI-II) |
| Parameters | $1 \leq M \leq K-1$ | $2 \leq M \leq K$ |
| Capacity | $\left(1+\frac{1}{N}+\cdots+\frac{1}{\left.N^{\lceil } / \frac{K}{M+1}\right\rceil-1}\right)^{-1}$ | 1 for $M=2, M=K$ <br> Open for $3 \leq M \leq K-1$ |
|  |  | 1 for $M=2, M=K$ <br> Server-Symmetric <br> Capacity |
|  |  | $\frac{N}{N+1}$ for 3 $\leq M \leq K-1$ |

Table 3.2: Summary of our main results for multi-server PIR-CSI
as that of multi-server PIR-SI as shown in [25]. This result shows that by knowing only one linear combination of $M$ messages as side information, the privacy requirement can be satisfied as efficiently as (in terms of download cost) knowing $M$ (uncoded) messages separately. Moreover, comparing this result with the capacity of multi-server PIR without side information [8], one can see that having a coded side information (which is not a function of the demanded message) of size $M$ reduces the effective number of messages from $K$ to $\lceil K /(M+1)\rceil$.

For the multi-server PIR-CSI-II setting, we show that the capacity is equal to 1 for $M=2$ and $M=K$, and the server-symmetric capacity is equal to $N /(N+1)$ for any $3 \leq M \leq K-1$. Again, a comparison of these results with the capacity of multi-server PIR without side information reveals that having a coded side information (which is a function of the demanded message) of size $M \in\{2, K\}$ and $M \in\{3, \ldots, K-1\}$ reduces the effective number of messages from $K$ to 1 and 2, respectively.

Our converse proofs rely on new information-theoretic arguments, and the achievability schemes are inspired by our proposed scheme in [30] for single-server PIR-CSI as well as the Sun-Jafar scheme of [8] for multi-server PIR.

### 3.2 Problem Setup and Formulation

In this section, we generalize the problem formulation in Section 2.2 to the multi-server setting.

### 3.2.1 Basic Notation

Throughout this chapter, we denote random variables by bold-face letters and their realizations by regular letters. The functions $\mathbb{P}(\cdot), \mathbb{P}(\cdot \mid \cdot), H(\cdot), H(\cdot \mid \cdot)$, and $I(\cdot ; \cdot \mid \cdot)$ denote probability, conditional probability, entropy, conditional entropy, and conditional mutual information, respectively.

Let $\mathbb{F}_{q}$ be a finite field for a prime power $q$, and let $\mathbb{F}_{q}^{\times} \triangleq \mathbb{F}_{q} \backslash\{0\}$ be the multiplicative group of $\mathbb{F}_{q}$. Let $\mathbb{F}_{q^{m}}$ be an extension field of $\mathbb{F}_{q}$ for an integer $m \geq 1$, and let $L \triangleq m \log _{2} q$. The parameters $q$ and $m$ are referred to as the base-field size and the field-extension degree, respectively.

For an integer $i \geq 1$, let $[i] \triangleq\{1, \ldots, i\}$. Let $K \geq 1$ and $1 \leq M \leq K$ be two integers, and let $\mathcal{K} \triangleq\{1, \ldots, K\}$. We denote by $\mathcal{S}$ the set of all $M$-subsets (i.e., all subsets of size $M)$ of $\mathcal{K}$, and denote by $\mathcal{C}$ the set of all sequences of size $M$ (i.e., all length- $M$ sequences) with elements from $\mathbb{F}_{q}^{\times}$. Note that $|\mathcal{S}|=\binom{K}{M}$ and $|\mathcal{C}|=(q-1)^{M}$.

### 3.2.2 Setup and Assumptions

There are $N$ non-colluding servers, each of which stores an identical copy of a database consists of $K$ messages $X_{1}, \ldots, X_{K}$, denoted by $X_{\mathcal{K}} \triangleq\left\{X_{1}, \ldots, X_{K}\right\}$, where $\mathbf{X}_{i}$ 's are independently and uniformly distributed over $\mathbb{F}_{q^{m}}$, that is, $H\left(\mathbf{X}_{i}\right)=L$ for all $i \in \mathcal{K}$ and $H\left(\mathbf{X}_{\mathcal{K}}\right)=K L$, where $\mathbf{X}_{\mathcal{K}} \triangleq\left\{\mathbf{X}_{1}, \ldots, \mathbf{X}_{K}\right\}$.

There is a user who wishes to retrieve a message $X_{W}$ for some $W \in \mathcal{K}$ from the servers, and knows a linear combination $Y^{[S, C]} \triangleq \sum_{i \in S} c_{i} X_{i}$ on the messages $X_{S} \triangleq\left\{X_{i}\right.$ : $i \in S\}$, for some $S \triangleq\left\{i_{1}, \ldots, i_{M}\right\} \in \mathcal{S}$ and $C \triangleq\left\{c_{i_{1}}, \ldots, c_{i_{M}}\right\} \in \mathcal{C}$. We refer to $X_{W}$ as the demand, $W$ as the demand index, $X_{S}$ as the side information support set, $S$ as the side information support index set, $M$ as the side information support size, and $Y^{[S, C]}$ as the (coded) side information.

We assume that $\mathbf{S}$ and $\mathbf{C}$ are uniformly distributed over $\mathcal{S}$ and $\mathcal{C}$, respectively. Also, we consider two different models for the conditional distribution of $\mathbf{W}$ given $\mathbf{S}=S$ :

Model I: $\mathbf{W}$ is uniformly distributed over $\mathcal{K} \backslash S$,

$$
\mathbb{P}(\mathbf{W}=W \mid \mathbf{S}=S)= \begin{cases}\frac{1}{K-M}, & W \in \mathcal{K} \backslash S \\ 0, & \text { otherwise }\end{cases}
$$

Model II: W is uniformly distributed over $S$,

$$
\mathbb{P}(\mathbf{W}=W \mid \mathbf{S}=S)= \begin{cases}\frac{1}{M}, & W \in S \\ 0, & \text { otherwise }\end{cases}
$$

For both Models I and II, W is distributed uniformly over $\mathcal{K}$.
Let $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}$ be an indicator random variable such that that $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=0$ if $\mathbf{W} \notin \mathbf{S}$, and $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=1$ otherwise. Note that $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=0$ in Model I, and $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=1$ in Model II.

We assume that the servers know the underlying model (i.e., whether $\mathbf{W} \notin \mathbf{S}$ or $\mathbf{W} \in$ $\mathbf{S}$ ), the side information support size $M$, the distributions of $\mathbf{S}$ and $\mathbf{C}$, and the conditional distribution of $\mathbf{W}$ given $\mathbf{S}$, in advance; whereas the realizations $W, S, C$ are unknown to the servers in advance.

### 3.2.3 Privacy and Recoverability Conditions

For any $W, S, C$, to retrieve $X_{W}$, the user generates $N$ queries $Q_{1}^{[W, S, C]}, \ldots, Q_{N}^{[W, S, C]}$, and sends to the $n$-th server the query $Q_{n}^{[W, S, C]}$. Each query $Q_{n}^{[W, S, C]}$ for $n \in[N]$ is assumed to be a (potentially stochastic) function of $W, S, C$. For simplifying the notation, we denote $\mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}$ by $\mathbf{Q}_{n}$ for all $n \in[N]$. The query must satisfy one of the following two privacy conditions:
(i) both the user's demand index and side information support index set must be protected from the servers;
(ii) only the user's demand index (and not necessarily the side information support index set) must be protected from the servers.

The condition (i) is referred to as the ( $W, S$ )-privacy condition, and the condition (ii) is referred to as the $W$-privacy condition. (Note that $(W, S)$-privacy is a stronger condition than $W$-privacy.) The $(W, S)$-privacy condition implies that $(\mathbf{W}, \mathbf{S})$ and $\mathbf{Q}_{n}$ for all $n \in$ [ $N]$, must be conditionally independent given $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}$, that is,

$$
I\left(\mathbf{W}, \mathbf{S} ; \mathbf{Q}_{n} \mid \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}\right)=0 . \quad \forall n \in[N]
$$

The $W$-privacy condition implies that $\mathbf{W}$ and $\mathbf{Q}_{n}$ for all $n \in[N]$, must be conditionally independent given $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}$, that is,

$$
I\left(\mathbf{W} ; \mathbf{Q}_{n} \mid \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}\right)=0 \quad \forall n \in[N] .
$$

Equivalently, for a given $\theta \in\{0,1\}$, when $(W, S)$-privacy is required, it must hold that

$$
\begin{aligned}
& \mathbb{P}\left(\mathbf{W}=W^{*}, \mathbf{S}=S^{*} \mid \mathbf{Q}_{n}=Q_{n}^{[W, S, C]}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta\right) \\
& =\mathbb{P}\left(\mathbf{W}=W^{*}, \mathbf{S}=S^{*} \mid \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta\right)
\end{aligned}
$$

for all $n \in[N], W^{*} \in \mathcal{K}$ and $S^{*} \in \mathcal{S}$, and when $W$-privacy is required, it must hold that

$$
\begin{aligned}
& \mathbb{P}\left(\mathbf{W}=W^{*} \mid \mathbf{Q}_{n}=Q_{n}^{[W, S, C]}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta\right) \\
& =\mathbb{P}\left(\mathbf{W}=W^{*} \mid \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=\theta\right)
\end{aligned}
$$

for all $n \in[N]$ and $W^{*} \in \mathcal{K}$.
Upon receiving $Q_{n}^{[W, S, C]}$, the $n$-th server sends to the user an answer $A_{n}^{[W, S, C]}$, which is a (deterministic) function of the query $Q_{n}^{[W, S, C]}$, the indicator variable $\mathbb{1}_{\{W \in S\}}$, and the messages in $X_{\mathcal{K}}$. For simplifying the notation, we denote $\mathbf{A}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}$ by $\mathbf{A}_{n}$ for all $n \in[N]$. It should be noted that $(\mathbf{W}, \mathbf{S}, \mathbf{C}) \rightarrow\left(\mathbf{Q}_{n}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}, \mathbf{X}_{\mathcal{K}}\right) \rightarrow \mathbf{A}_{n}$ forms a Markov chain, and for all $n \in[N]$, it holds that $H\left(\mathbf{A}_{n} \mid \mathbf{Q}_{n}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}, \mathbf{X}_{\mathcal{K}}, \mathbf{W}, \mathbf{S}, \mathbf{C}\right)=0$.

The answers from all servers $A_{1}^{[W, S, C]}, \ldots, A_{N}^{[W, S, C]}$ along with $Q_{1}^{[W, S, C]}, \ldots, Q_{N}^{[W, S, C]}$, $\mathbb{1}_{\{W \in S\}}, Y^{[S, C]}$, and $W, S, C$ must enable the user to retrieve the demand $X_{W}$. That is, it must hold that

$$
H\left(\mathbf{X}_{\mathbf{W}} \mid \mathbf{A}, \mathbf{Q}, \mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}, \mathbf{Y}^{[\mathbf{S}, \mathbf{C}]}, \mathbf{W}, \mathbf{S}, \mathbf{C}\right)=0
$$

where $\mathbf{A} \triangleq\left\{\mathbf{A}_{1}, \ldots, \mathbf{A}_{N}\right\}$ and $\mathbf{Q} \triangleq\left\{\mathbf{Q}_{1}, \ldots, \mathbf{Q}_{N}\right\}$. We refer to this condition as the recoverability condition.

### 3.2.4 PIR-PCSI and PIR-CSI Problems

For each type of privacy requirement and for each model, the problem is to design a protocol for generating queries $Q_{1}^{[W, S, C]}, \ldots, Q_{N}^{[W, S, C]}$ (and the corresponding answers
$A_{1}^{[W, S, C]}, \ldots, A_{N}^{[W, S, C]}$, given $\left.Q_{1}^{[W, S, C]}, \ldots, Q_{N}^{[W, S, C]}, \mathbb{1}_{\{W \in S\}}, X_{\mathcal{K}}\right)$ for any given $W, S, C$, such that both the privacy and recoverability conditions are satisfied. Note that the protocol is assumed to be known at the servers. When $(W, S)$-privacy is required, we refer to this problem as Private Information Retrieval (PIR) with Private Coded Side Information (PIR-PCSI), and when $W$-privacy is required we refer to this problem as PIR with Coded Side Information (PIR-CSI).

The PIR-PCSI problem under Model I (or Model II) is referred to as the PIR-PCSI-I (or PIR-PCSI-II) setting; and the PIR-CSI problem under Model I (or Model II) is referred to as the PIR-CSI-I (or PIR-CSI-II) setting. A protocol for generating queries/answers for the PIR-PCSI-I (or PIR-PCSI-II) setting is referred to as a PIR-PCSI-I (or PIR-PCSI-II) protocol. A PIR-CSI-I (or PIR-CSI-II) protocol is defined similarly.

In this work, for the PIR-CSI problem, we focus on server-symmetric protocols in which the user's queries and the servers' answers are symmetric in structure. In particular, we refer to a PIR-CSI-I protocol (or respectively, PIR-CSI-II protocol) as serversymmetric if

$$
\left(\mathbf{Q}_{n}^{[W, S, C]}, \mathbf{A}_{n}^{[W, S, C]}, \mathbf{X}_{\mathcal{K}}\right) \sim\left(\mathbf{Q}_{n^{\prime}}^{[W, S, C]}, \mathbf{A}_{n^{\prime}}^{[W, S, C]}, \mathbf{X}_{\mathcal{K}}\right)
$$

holds for all $n, n^{\prime} \in[N]$ and for any $W \in \mathcal{K}, S \in \mathcal{S}, C \in \mathcal{C}$ under Model I (or respectively, Model II), where the relation $\mathrm{U} \sim \mathrm{V}$ means that U and V have identical distributions. It should be noted that most of the existing multi-server PIR protocols (with informationtheoretic guarantees) are server-symmetric. Server-symmetric protocols are particularly of interest because the symmetry of queries/answers across the servers makes the implementation quite simple in practice.

### 3.2.5 Capacity and Server-Symmetric Capacity

The rate of a PIR-PCSI-I (or PIR-PCSI-II) protocol is defined as the ratio of the entropy of a message, i.e., $L$, to the conditional entropy of $\mathbf{A}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}$ given that $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=0$
(or $\mathbb{1}_{\{\mathbf{W} \in \mathbf{S}\}}=1$ ). The rate of a PIR-CSI-I (or PIR-CSI-II) protocol is defined similarly.
The capacity of PIR-PCSI-I (or PIR-PCSI-II) setting is defined as the supremum of rates over all PIR-PCSI-I (or PIR-PCSI-II) protocols and over all base-field sizes $q$ and all field-extension degrees $m$; and the capacity of PIR-CSI-I (or PIR-CSI-II) setting is defined similarly.

The server-symmetric capacity of PIR-CSI-I (or PIR-CSI-II) setting is defined as the supremum of rates over all server-symmetric PIR-PCSI-I (or PIR-PCSI-II) protocols and all $q$ and $m$.

### 3.2.6 Problem Statement

In this work, our goal is to derive upper bounds on the capacity (server-symmetric capacity) of the multi-server settings of the PIR-PCSI-I, PIR-PCSI-II, PIR-CSI-I, and PIR-CSI-II problems, and to design protocols that achieve the corresponding upper-bounds.

### 3.3 Necessary Condition

The following lemma renders a necessary condition for any server-symmetric PIR-CSI-I (or PIR-CSI-II) protocol that satisfies the $W$-privacy condition. This lemma plays a key role in the converse proof of our main result for the PIR-CSI-II problem.

Lemma 12. Any server-symmetric PIR-CSI-I (or PIR-CSI-II) protocol satisfies the following condition: for any $W, W^{\prime} \in \mathcal{K}, S \in \mathcal{S}, C \in \mathcal{C}$ with $W \notin S$ (or $W \in S$ ), there exist $S^{\prime} \in \mathcal{S}, C^{\prime} \in \mathcal{C}$ with $W^{\prime} \notin S^{\prime}$ (or $W^{\prime} \in S^{\prime}$ ), such that

$$
\left(\mathbf{Q}_{n}^{[W, S, C]}, \mathbf{A}_{n}^{[W, S, C]}, \mathbf{X}_{\mathcal{K}}\right) \sim\left(\mathbf{Q}_{n}^{\left[W^{\prime}, S^{\prime}, C^{\prime}\right]}, \mathbf{A}_{n}^{\left[W^{\prime}, S^{\prime}, C^{\prime}\right]}, \mathbf{X}_{\mathcal{K}}\right)
$$

holds for all $n \in[N]$.

Proof. The proof is by the way of contradiction, and based on the definitions of $W$-privacy and server-symmetry. To protect the user's privacy, for different demands, the strate-
gies (queries and answers) must be indistinguishable (identically distributed) from the perspective of each server. In particular, for each $n \in[N]$, it must hold that for any $W \in \mathcal{K}, S \in \mathcal{S}, C \in \mathcal{C}$ with $W \notin S$ (or $W \in S$ ), and any candidate demand $W^{\prime} \in \mathcal{K}$, there exist $S_{n} \in \mathcal{S}, C_{n} \in \mathcal{C}$ with $W^{\prime} \notin S_{n}$ (or $W^{\prime} \in S_{n}$ ) that satisfy the condition of the lemma for the server $n$. Otherwise, if there do not exist such $S_{n} \in \mathcal{S}, C_{n} \in \mathcal{C}$ that satisfy the condition of the lemma for some server $n$, then the privacy condition is violated. Moreover, by the server-symmetry assumption, for any candidate demand $W^{\prime} \in \mathcal{K}$, there must exist $S^{\prime} \in \mathcal{S}, C^{\prime} \in \mathcal{C}$ (independent of $n$ ) with $W^{\prime} \notin S^{\prime}$ (or $W^{\prime} \in S^{\prime}$ ) that make the strategies indistinguishable from the perspective of each server $n \in[N]$. That is, there must exist $S^{\prime} \in \mathcal{S}, C^{\prime} \in \mathcal{C}$ with $W^{\prime} \notin S^{\prime}$ (or $W^{\prime} \in S^{\prime}$ ) that satisfy the condition of the lemma for all servers. Otherwise, the server-symmetry assumption is violated.

### 3.4 Multi-Server PIR with Private Coded Side Information (PIR-PCSI)

In this section, Theorem 5 characterizes the capacity of the PIR-PCSI-I, denoted by $C_{(W, S)-I}$, and Theorem 6 presents a lower-bound on the capacity of the PIR-PCSI-II problem, denoted by $C_{(W, S)-I I}$. The proofs of theorems 5 and 6 are given in sections 3.4.1 and 3.4.2, respectively.

### 3.4.1 Multi-Server PIR-PCSI-I

Theorem 5. The capacity of the multi-server PIR-PCSI-I problem with $N$ servers, $K$ messages, and side information size $1 \leq M \leq K-1$ is given by

$$
C_{(W, S)-I}=\left(1+\frac{1}{N}+\cdots+\frac{1}{N^{K-M-1}}\right)^{-1} .
$$

Interestingly, this result indicates that the capacity of multi-server PIR-PCSI-I, i.e., $C_{(W, S)-I}$, is equal to the capacity of the multi-server PIR-PSI [24] where $M$ uncoded messages are available at the user as side information.

## Proof of Theorem 5

### 3.4.1.1 Converse

Note that having only a random linear combination of $M$ messages as side information instead of $M$ uncoded messages, cannot increase the capacity which implies the converse. Thus, to complete the proof of Theorem 5, we only need to prove the achievability (see Section 3.4.1.2). Notably, our results show that having only one random linear coded message instead of multiple uncoded messages does not decrease the capacity, either.

### 3.4.1.2 Achievability

We complete the proof of Theorem 5 by proposing a scheme for any arbitrary $N$, $K \geq 1$ and $0 \leq M \leq K-1$ that achieves the rate $\left(1+1 / N+\cdots+1 / N^{K-M-1}\right)^{-1}$. The proposed protocol, referred to as the Multi-Server PIR-PCSI-I protocol, is a non-trivial combination of the Specialized GRS Code scheme of [34] for single-server PIR-PCSI and the Private Computation (PC) scheme of [85] for multi-server PC problem. For the proposed protocol, we assume that $q \geq K$, and each message $X_{i}$ consists of $m=N^{\left({ }_{M+1}^{K}\right)}$ symbols over $\mathbb{F}_{q}$.

Multi-Server PIR-PCSI-I protocol: The protocol consists of the following five steps:
Step 1: The user utilizes the Specialized GRS Code protocol proposed in [34] to first construct a polynomial

$$
p(x)=\sum_{i=0}^{K-M-1} p_{i} x^{i} \triangleq \prod_{i \notin S \cup W}\left(x-\omega_{i}\right)
$$

where $\omega_{1}, \ldots, \omega_{K}$ are $K$ arbitrarily chosen distinct elements from $\mathbb{F}_{q}$, and then construct $r \triangleq K-M$ vectors $\underline{u}_{1}, \ldots, \underline{u}_{r}$, each of length $K$, such that $\underline{u}_{i}=\left[\beta_{1} \omega_{1}^{i-1}, \ldots, \beta_{K} \omega_{K}^{i-1}\right]$ for $i \in[r]$, where $\beta_{j}=\frac{c_{j}}{p\left(\omega_{j}\right)}$ for $j \in S$, and $\beta_{j}$ is a randomly chosen element from $\mathbb{F}_{q}^{\times}$for $j \notin S$.

Step 2: Let $\hat{X}_{i} \triangleq \sum_{j=1}^{K} \beta_{j} \omega_{j}^{i-1} X_{j}$ for $i \in[r]$. Each $\hat{X}_{i}$ is referred to as a coded message. Note that the vector $\underline{u}_{i}$ (constructed in Step 1) is the vector of coefficients of the messages $\left\{X_{i}\right\}_{i \in[K]}$ in the coded message $\hat{X}_{i}$. Let $F \triangleq\binom{K}{M+1}$, and let $J_{1}, J_{2}, \ldots, J_{F}$ be the collection of all $(M+1)$-subsets of $[K]$ in a lexicographical order. The structure of the Specialized GRS Code protocol [34] ensures that for each $J_{f}, f \in[F]$, there exist exactly $q-1$ linear combinations $Z_{f}^{1}, Z_{f}^{2}, \ldots, Z_{f}^{q-1}$ of the messages $\left\{X_{i}\right\}_{i \in J_{f}}$ with (nonzero) coefficients from $\mathbb{F}_{q}^{\times}$, such that for every $k \in[q-1], Z_{f}^{k}$ can be written as a linear combination of the coded messages $\hat{X}_{1}, \ldots, \hat{X}_{r}$. Let $\underline{v}_{f}^{k} \triangleq\left[v_{f, 1}^{k}, \ldots, v_{f, r}^{k}\right]$ be a vector of length $r$ such that $Z_{f}^{k}=\sum_{i=1}^{r} v_{f, i}^{k} \hat{X}_{i}$.

Note that, for each $f \in[F], Z_{f}^{1}, Z_{f}^{2}, \ldots, Z_{f}^{q-1}$ are the same up to a scalar multiple, i.e., for each $k \in[q-1], Z_{f}^{k}=\alpha_{k} Z_{f}^{1}$, or equivalently, $\underline{v}_{f}^{k}=\alpha_{k} \underline{v}_{f}^{1}$, for some distinct $\alpha_{k} \in \mathbb{F}_{q}^{\times}$. For each $f \in[F]$, let $i_{f} \triangleq \min \left(J_{f}\right)$. Note also that for every $f \in[F]$, there exists a unique $k_{f} \in[q-1]$ such that the coefficient of the message $X_{i_{f}}$ in the linear combination $Z_{f}^{k_{f}}$ is equal to 1 . The user then constructs $F$ vectors $\underline{v}_{1}, \ldots, \underline{v}_{F}$, each of length $r$, such that $\underline{v}_{f}=\underline{v}_{f}^{k_{f}}$. (Note that the above procedure dictates a specific choice of the coefficient vectors $\underline{v}_{f}$. However, for each $f \in[F]$, the vector $\underline{v}_{f}$ can be chosen arbitrarily from the set of vectors $\left\{\underline{v}_{f}^{k}\right\}_{k \in[q-1]}$.) Let $Z_{f} \triangleq Z_{f}^{k_{f}}$ for $f \in[F]$. Each $Z_{f}$ is referred to as a (linear) function. Note that $\underline{v}_{f}$ is the vector of coefficients of the coded messages $\left\{\hat{X}_{i}\right\}_{i \in[r]}$ in the function $Z_{f}$.

Step 3: The user sends to all servers the vectors $\underline{u}_{1}, \ldots, \underline{u}_{r}$ (associated with coded messages $\hat{X}_{1}, \ldots, \hat{X}_{r}$ ), and the vectors $\underline{v}_{1}, \ldots, \underline{v}_{F}$ (associated with functions $Z_{1}, \ldots, Z_{F}$ ). It is noteworthy that the user needs only to send the vectors $\left\{\underline{u}_{i}\right\}_{i \in[r]}$ to all servers, and each server can construct the vectors $\left\{\underline{v}_{f}\right\}_{f \in[F]}$ by using $\left\{\underline{u}_{i}\right\}_{i \in[r]}$ (according to the procedure described in Step 2).

Step 4: The user and the servers leverage the PC scheme of [85] with $r$ (independent) messages and $F$ (linear) functions of these messages in order for the user to privately re-
trieve one of these functions. In particular, the $r=K-M$ coded messages $\left\{\hat{X}_{i}\right\}_{i \in[r]}$ and the $F$ functions $\left\{Z_{f}\right\}_{f \in[F]}$ play the role of the original messages and the functions in the PC scheme, respectively, and the user is interested in retrieving the function $Z_{f^{*}}$ privately, where $Z_{f^{*}}$ is an $\mathbb{F}_{q}^{\times}$-linear combination (i.e., a linear combination with non-zero coefficients only) of the messages $\left\{X_{i}\right\}_{i \in W \cup S}$. (By the construction, there exists one (and only one) function $Z_{f}$ among $Z_{1}, \ldots, Z_{F}$ such that $Z_{f}$ is an $\mathbb{F}_{q}^{\times}$-linear combination of the messages $\left\{X_{i}\right\}_{i \in W \cup S}$.) To be more specific, each server first constructs the coded messages $\left\{\hat{X}_{i}\right\}_{i \in[r]}$ by using the coefficient vectors $\left\{\underline{u}_{i}\right\}_{i \in[r]}$ (defined in Step 3), and then constructs the functions $\left\{Z_{f}\right\}_{f \in[F]}$ by using the coded messages $\left\{\hat{X}_{i}\right\}_{i \in[r]}$ and the coefficient vectors $\left\{\underline{v}_{f}\right\}_{f \in[F]}$ (defined in Step 3). Note that each function $Z_{f}$ for $f \in[F]$ consists of $m=N^{F} \mathbb{F}_{q}$-symbols where $N$ is the number of servers. Then, each server sends to the user $m\left(1 / N+1 / N^{2}+\cdots+1 / N^{K-M}\right)$ carefully designed linear combinations of all $\mathbb{F}_{q^{-}}$ symbols associated with all functions $\left\{Z_{f}\right\}_{f \in[F]}$. The details of the design of the user's query to each server as well as the linear combinations transmitted by each server (which also depend on the query of the user) can be found in [85, Section 4].

Example 6. Assume that there are $N=2$ servers, $K=4$ messages from $\mathbb{F}_{5^{16}}$, and $M=2$. Note that each message consists of $m=N^{\left({ }_{M+1}^{K}\right)}=16$ symbols from $\mathbb{F}_{5}$. Suppose that the user demands the message $X_{1}$ and has a coded side information $Y=X_{2}+X_{3}$, i.e., $W=1, S=\{2,3\}$, and $C=\{1,1\}$ (i.e., $c_{2}=1, c_{3}=1$ ).

First, the user picks $K=4$ distinct elements $\omega_{1}, \ldots, \omega_{4}$ from $\mathbb{F}_{5}$. Suppose that the user chooses $\omega_{1}=0, \omega_{2}=1, \omega_{3}=2, \omega_{4}=3$. Then, the user constructs the polynomial

$$
p(x)=\prod_{i \notin S \cup W}\left(x-\omega_{i}\right)=x-\omega_{4}=x-3 .
$$

The user then computes $\beta_{j}$ for $j \in S$, i.e., $\beta_{2}$ and $\beta_{3}$, by setting $\beta_{2}=\frac{c_{2}}{p\left(\omega_{2}\right)}=2$ and $\beta_{3}=\frac{c_{3}}{p\left(\omega_{3}\right)}=4$, and chooses $\beta_{j}$ for $j \notin S$, i.e., $\beta_{1}$ and $\beta_{4}$, at random (from $\mathbb{F}_{5}^{\times}$). Assume
that the user chooses $\beta_{1}=1$ and $\beta_{4}=2$. Then, the user constructs $r=K-M=2$ vectors $\underline{u}_{1}$ and $\underline{u}_{2}$, each of length $K=4$, such that $\underline{u}_{i}=\left[\beta_{1} \omega_{1}^{i-1}, \ldots, \beta_{K} \omega_{K}^{i-1}\right]$ for $i \in$ $\{1,2\}$. That is, the user constructs $\underline{u}_{1}=[1,2,4,2]$ and $\underline{u}_{2}=[0,2,3,1]$. For set $J_{1}=$ $\{1,2,3\}$, there exist exactly $q-1=4$ vectors $\underline{v}_{1}^{k}=[k, 3 k]$ for $k \in\{1, \ldots, 4\}$ such that $k \underline{u}_{1}+3 k \underline{u}_{2}=k[1,3,3,0]$.

It should be noted that there exists no other vector $\underline{v}=\left[v_{1}, v_{2}\right]$ such that the support of the vector $v_{1} \underline{u}_{1}+v_{2} \underline{u}_{2}$ is $J_{1}=\{1,2,3\}$. Note that the coefficient of the message $X_{i_{1}}=X_{1}$ (i.e., $i_{1}=\min \left(J_{1}\right)=1$ ) in the function $Z_{1}$ is equal to 1 when $k=1$. Thus, the user constructs the vector $\underline{v}_{1}=\underline{v}_{1}^{1}=[1,3]$. Similarly, the user constructs the vectors $\underline{v}_{2}=[1,2]$, $\underline{v}_{3}=[1,4]$ and $\underline{v}_{4}=[0,3]$. Then, the user sends to all servers the vectors $\underline{u}_{1}$ and $\underline{u}_{2}$ (associated with the coded messages $\hat{X}_{1}$ and $\hat{X}_{2}$ ), and the vectors $\underline{v}_{1}, \ldots, \underline{v}_{4}$ (associated with the functions $Z_{1}, \ldots, Z_{4}$ ). Using the coefficient vectors $\underline{u}_{1}$ and $\underline{u}_{2}$, each server first constructs the following two coded messages

$$
\hat{X}_{1}=X_{1}+2 X_{2}+4 X_{3}+2 X_{4} \quad \text { and } \quad \hat{X}_{2}=2 X_{2}+3 X_{3}+X_{4}
$$

Then, the user constructs the functions $Z_{1}, \ldots, Z_{4}$ using the coded messages $\hat{X}_{1}$ and $\hat{X}_{2}$ and the coefficient vectors $\underline{v}_{1}, \ldots, \underline{v}_{4}$ as follows:

$$
\begin{aligned}
& Z_{1}=\hat{X}_{1}+3 \hat{X}_{2}=X_{1}+3 X_{2}+3 X_{3} \\
& Z_{2}=\hat{X}_{1}+2 \hat{X}_{2}=X_{1}+X_{2}+4 X_{4} \\
& Z_{3}=\hat{X}_{1}+4 \hat{X}_{2}=X_{1}+X_{3}+X_{4} \\
& Z_{4}=3 \hat{X}_{2}=X_{2}+4 X_{3}+3 X_{4}
\end{aligned}
$$

Finally, the user and the servers apply the PC scheme of [85] for two coded messages $\hat{X}_{1}, \hat{X}_{2}$ in order for the user to privately retrieve the function $Z_{1}$. (Note that among the functions $Z_{1}, \ldots, Z_{4}$, only $Z_{1}$ is an $\mathbb{F}_{5}^{\times}$-linear combination of the messages $\left\{X_{i}\right\}_{i \in W \cup S}=$
$\left\{X_{1}, X_{2}, X_{3}\right\}$.) The details of the PC scheme for this example are as follows. Let $\pi$ : $[16] \rightarrow[16]$ be a randomly chosen permutation. Let

$$
u_{f}(i) \triangleq \sigma_{i} Z_{f}(\pi(i))
$$

for $f \in[4]$ and $i \in[16]$, where $Z_{f}(\pi(i))$ is the $\pi(i)$-th $\mathbb{F}_{5}$-symbol of $Z_{f}$, and $\sigma_{i}$ is a randomly chosen element from $\{-1,+1\}$. For simplifying the notation, we define the following: $\left(a_{i}, b_{i}, c_{i}, d_{i}\right)=\left(u_{1}(i), u_{2}(i), u_{3}(i), u_{4}(i)\right)$ for $\forall i \in[16]$.

Then, from each of the two servers (S1 and S2), the user queries 15 carefully designed linear combinations of the symbols $\left\{\left\{a_{i}\right\}_{i \in[16]},\left\{b_{i}\right\}_{i \in[16]},\left\{c_{i}\right\}_{i \in[16]},\left\{d_{i}\right\}_{i \in[16]}\right\}$, as given in Table 3.3 [85].

As shown in [85], among the 15 symbols queried from S 1 (or S 2 ), based on the information obtained from S2 (or S1), 3 symbols are redundant. For instance, consider the 15 symbols queried from S1. (Similar observations can be made regarding the queries from S2.) Among the 4 symbols $\left\{a_{1}, b_{1}, c_{1}, d_{1}\right\}$, any 2 symbols suffice to recover the other 2 symbols. For example, $c_{1}$ and $d_{1}$ can be obtained from $a_{1}$ and $b_{1}$. (Note that $Z_{3}$ and $Z_{4}$ can be written as a linear combination of $Z_{1}$ and $Z_{2}$.)

Thus, the server S 1 needs to send two arbitrary symbols from $\left\{a_{1}, b_{1}, c_{1}, d_{1}\right\}$. In addition, given any 2 symbols from $\left\{a_{2}, b_{2}, c_{2}, d_{2}\right\}$, any 5 symbols among the 6 symbols $\left\{a_{3}-b_{2}, a_{4}-c_{2}, a_{5}-d_{2}, b_{4}-c_{3}, b_{5}-d_{3}, c_{5}-d_{4}\right\}$ queried from $S 1$ would suffice to recover the remaining symbol. For example, $c_{5}-d_{4}$ can be obtained from the symbols $\left\{a_{3}-b_{2}, a_{4}-c_{2}, a_{5}-d_{2}, b_{4}-c_{3}, b_{5}-d_{3}, b_{2}, d_{2}\right\}$ (for the details, see [85, Section 5.1]). Thus, each of the two servers S 1 and S 2 needs to send to the user only 12 symbols.

In particular, the servers S 1 transmits 2 arbitrary symbols from $\left\{a_{1}, b_{1}, c_{1}, d_{1}\right\}, 5$ arbitrary symbols from $\left\{a_{3}-b_{2}, a_{4}-c_{2}, a_{5}-d_{2}, b_{4}-c_{3}, b_{5}-d_{3}, c_{5}-d_{4}\right\}$, and all the 4 symbols $\left\{a_{9}-b_{7}+c_{6}, a_{10}-b_{8}+d_{6}, a_{11}-c_{8}+d_{7}, b_{11}-c_{10}+d_{9}\right\}$, and the symbol

Table 3.3: The queries of the PC protocol for $N=2$ servers, 2 coded messages, and $F=4$ functions, when the user demands $Z_{1}$.

| $\mathbf{S} 1$ | $\mathbf{S} 2$ |
| :---: | :---: |
| $a_{1}, b_{1}, c_{1}, d_{1}$ | $a_{2}, b_{2}, c_{2}, d_{2}$ |
| $a_{3}-b_{2}$ | $a_{6}-b_{1}$ |
| $a_{4}-c_{2}$ | $a_{7}-c_{1}$ |
| $a_{5}-d_{2}$ | $a_{8}-d_{1}$ |
| $b_{4}-c_{3}$ | $b_{7}-c_{6}$ |
| $b_{5}-d_{3}$ | $b_{8}-d_{6}$ |
| $c_{5}-d_{4}$ | $c_{8}-d_{7}$ |
| $a_{9}-b_{7}+c_{6}$ | $a_{12}-b_{4}+c_{3}$ |
| $a_{10}-b_{8}+d_{6}$ | $a_{13}-b_{5}+d_{3}$ |
| $a_{11}-c_{8}+d_{7}$ | $a_{14}-c_{5}+d_{4}$ |
| $b_{11}-c_{10}+d_{9}$ | $b_{14}-c_{13}+d_{12}$ |
| $a_{15}-b_{14}+c_{13}-d_{12}$ | $a_{16}-b_{11}+c_{10}-d_{9}$ |

$\left\{a_{15}-b_{14}+c_{13}-d_{12}\right\}$; and S2 transmits 2 arbitrary symbols from $\left\{a_{2}, b_{2}, c_{2}, d_{2}\right\}, 5$ arbitrary symbols from $\left\{a_{6}-b_{1}, a_{7}-c_{1}, a_{8}-d_{1}, b_{7}-c_{6}, b_{8}-d_{6}, c_{8}-d_{7}\right\}$, and the 4 symbols $\left\{a_{12}-b_{4}+c_{3}, a_{13}-b_{5}+d_{3}, a_{14}-c_{5}+d_{4}, b_{14}-c_{13}+d_{12}\right\}$, and the symbol $\left\{a_{16}-b_{11}+c_{10}-d_{9}\right\}$.

From the answers by the servers, the user obtains all 16 symbols $a_{1}, \ldots, a_{16}$, and accordingly, all 16 symbols of $Z_{1}$. (Note that $a_{i}=u_{1}(i)=\sigma_{i} Z_{1}(\pi(i))$ for $i \in[16]$.) From $Z_{1}\left(=X_{1}+3 X_{2}+3 X_{3}\right)$, the user can decode the desired message $X_{1}$ by subtracting off the contribution of their side information $X_{2}+X_{3}$.

In order to retrieve $X_{1}$ which consists of 16 symbols (over $\mathbb{F}_{5}$ ), according to the proposed protocol, the user downloads 24 symbols (over $\mathbb{F}_{5}$ ) from both servers, and hence the rate of the proposed protocol is $16 / 24=2 / 3$.

Note that for every 3 -subset $\left\{X_{j_{1}}, X_{j_{2}}, X_{j_{3}}\right\}$ of the messages $\left\{X_{i}\right\}_{i \in[4]}$, in the proposed protocol there exists one (and only one) linear combination $Z_{f}$ for some $f \in[4]$ of the messages $X_{j_{1}}, X_{j_{2}}, X_{j_{3}}$. On the other hand, the PC scheme guarantees that no server can obtain any information about the index $(f)$ of the linear combination $Z_{f}$ being requested by the user. Thus, the proposed scheme satisfies the $(W, S)$-privacy condition, as it was desired in this example.

Lemma 13. The Multi-Server PIR-PCSI-I protocol satisfies the recoverability and (W,S)privacy conditions, and achieves the rate $C_{(W, S)-I}=\left(1+1 / N+\cdots+1 / N^{K-M-1}\right)^{-1}$.

Proof. Since the messages in the $\mathbf{X}_{\mathcal{K}}$ are uniformly and independently distributed over $\mathbb{F}_{q^{m}}$, and $\left\{\hat{X}_{1}, \ldots, \hat{X}_{r}\right\}$ are linearly independent combinations of the messages in $X_{[K]}$, thus $\left\{\hat{\mathbf{X}}_{1}, \ldots, \hat{\mathbf{X}}_{r}\right\}$ are uniformly and independently distributed over $\mathbb{F}_{q^{m}}$ as well, i.e., $H\left(\hat{\mathbf{X}}_{1}\right)=\cdots=H\left(\hat{\mathbf{X}}_{r}\right)=m \log q=L$. Hence, the rate of the Multi-Server PIR-PCSI-I protocol is the same as the rate of the PC protocol for $N$ servers and $K-M$ messages, given by $\left(1+1 / N+\cdots+1 / N^{K-M-1}\right)^{-1}$ (see [85, Theorem 1]).

From the step 4 of the Multi-Server PIR-PCSI-I protocol, it is evident that the recoverability condition is satisfied. The proof of the $(W, S)$-privacy of the proposed protocol is as follows. The PC protocol protects the privacy of the function (linear combination) requested by the user. That is, given the query, no server can obtain any information about the index of the function requested by the user. Consider an arbitrary server $n \in[N]$, and an arbitrary query $Q_{n}$ to server $n$, generated by the proposed protocol. Thus, given $\mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}$, from the perspective of server $n$, every function $Z_{f}$ for $f \in[F]$ is equally likely to include the demanded message. We denote the support of $Z_{f}$ by $\mathcal{Z}_{f}$, i.e., $\mathcal{Z}_{f}$ is the set of all indices $i \in[K]$ such that $X_{i}$ has a non-zero coefficient in the linear combination
$Z_{f}$. Thus, for all $f \in[F]$, we have

$$
\begin{equation*}
\operatorname{Pr}\left(\mathbf{W} \in \mathcal{Z}_{f} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}\right)=\frac{1}{\binom{K}{M+1}}, \tag{3.1}
\end{equation*}
$$

noting that $F=\binom{K}{M+1}$. Note that any given index $W^{\prime} \in[K]$ is in the support of exactly $\binom{K-1}{M}$ functions $Z_{f}, f \in[F]$. For any given $f \in[F]$, given $\mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{s}, \mathbf{C}]}=Q_{n}$ and $\mathbf{W} \in \mathcal{Z}_{f}$, from the perspective of server $n$, every index $W^{\prime} \in \mathcal{Z}_{f}$ is equally likely to be the demand index. That is, for all $f \in[F]$, we have

$$
\begin{align*}
& \operatorname{Pr}\left(\mathbf{W}=W^{\prime} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}, \mathbf{W} \in \mathcal{Z}_{f}\right) \\
& = \begin{cases}\frac{1}{M+1}, & W^{\prime} \in \mathcal{Z}_{f}, \\
0, & \text { otherwise } .\end{cases} \tag{3.2}
\end{align*}
$$

Furthermore, for any given $f \in[F]$ and $W^{\prime} \in \mathcal{Z}_{f}$, we have

$$
\begin{align*}
& \operatorname{Pr}\left(\mathbf{S}=S^{\prime} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}, \mathbf{W} \in \mathcal{Z}_{f}, \mathbf{W}=W^{\prime}\right) \\
& = \begin{cases}1, & S^{\prime}=\mathcal{Z}_{f} \backslash\left\{W^{\prime}\right\}, \\
0, & \text { otherwise } .\end{cases} \tag{3.3}
\end{align*}
$$

Consider arbitrary $W^{\prime} \in[K]$ and $S^{\prime} \subset[K] \backslash\left\{W^{\prime}\right\},\left|S^{\prime}\right|=M$. Let $f^{\prime} \in[F]$ be the (unique) index such that $\mathcal{Z}_{f^{\prime}}=W^{\prime} \cup S^{\prime}$. It is easy to see that

$$
\operatorname{Pr}\left(\mathbf{W}=W^{\prime}, \mathbf{S}=S^{\prime}, \mathbf{W} \in \mathcal{Z}_{f} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}\right)=0
$$

for all $f \in[F], f \neq f^{\prime}$. Thus, by using (3.1)-(3.3), we can write

$$
\begin{align*}
& \operatorname{Pr}\left(\mathbf{W}=W^{\prime}, \mathbf{S}=S^{\prime} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}\right) \\
= & \sum_{f \in[F]} \operatorname{Pr}\left(\mathbf{W}=W^{\prime}, \mathbf{S}=S^{\prime}, \mathbf{W} \in \mathcal{Z}_{f} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}\right) \\
= & \operatorname{Pr}\left(\mathbf{W}=W^{\prime}, \mathbf{S}=S^{\prime}, \mathbf{W} \in \mathcal{Z}_{f^{\prime}} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}\right) \\
= & \operatorname{Pr}\left(\mathbf{W} \in \mathcal{Z}_{f^{\prime}} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}\right) \\
& \times \operatorname{Pr}\left(\mathbf{W}=W^{\prime} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}, \mathbf{W} \in \mathcal{Z}_{f^{\prime}}\right) \\
& \times \operatorname{Pr}\left(\mathbf{S}=S^{\prime} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}, \mathbf{W} \in \mathcal{Z}_{f^{\prime}}, \mathbf{W}=W^{\prime}\right) \\
= & \frac{1}{\left({ }_{M+1}^{K}\right)} \times \frac{1}{M+1} \times 1 \\
= & \frac{M!(K-M-1)!}{K!} \tag{3.4}
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
& \operatorname{Pr}\left(\mathbf{W}=W^{\prime}, \mathbf{S}=S^{\prime}\right) \\
& =\operatorname{Pr}\left(\mathbf{W}=W^{\prime}\right) \times \operatorname{Pr}\left(\mathbf{S}=S^{\prime} \mid \mathbf{W}=W^{\prime}\right) \\
& =\frac{1}{K} \times \frac{1}{\binom{K-1}{M}} \\
& =\frac{M!(K-M-1)!}{K!} \tag{3.5}
\end{align*}
$$

From (3.4) and (3.5), for any $W^{\prime} \in[K]$ and $S^{\prime} \subset[K] \backslash\left\{W^{\prime}\right\},\left|S^{\prime}\right|=M$, we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\mathbf{W}=W^{\prime}, \mathbf{S}=S^{\prime} \mid \mathbf{Q}_{n}^{[\mathbf{W}, \mathbf{S}, \mathbf{C}]}=Q_{n}\right) \\
& =\operatorname{Pr}\left(\mathbf{W}=W^{\prime}, \mathbf{S}=S^{\prime}\right)
\end{aligned}
$$

This completes the proof of $(W, S)$-privacy of the proposed protocol.

### 3.4.2 Multi-Server PIR-PCSI-II

Theorem 6. The capacity of the multi-server PIR-PCSI-II problem with $N$ servers, $K$ messages, and side information size $2 \leq M \leq K$ is lower-bounded by

$$
C_{(W, S)-I I} \geq\left(1+\frac{1}{N}+\cdots+\frac{1}{N^{K-M}}\right)^{-1}
$$

This result is interesting because it shows that the lower-bound on the capacity of the multi-server PIR-PCSI-II is the same as the capacity of multi-server PIR-SI when the size of side information is $M-1$. That is, having a side information which is only a random linear combination of $M$ messages including the demanded message would be at least as effective as knowing $M-1$ messages separately in terms of minimizing the download cost. For the proof, we construct a PIR-PCSI-II protocol that achieves the capacity lowerbound of Theorem 6. It should be noted that the tightness of this lower bound remains open in general.

## Proof of Theorem 6

### 3.4.2.1 Achievability

In this section, we prove the result of Theorem 2 by constructing a PIR-PCSI-II protocol, referred to as the Multi-Server PIR-PCSI-II protocol, for arbitrary $N, K \geq 2$ and $2 \leq M \leq K$ that achieves the rate $\left(1+1 / N+\cdots+1 / N^{K-M}\right)^{-1}$.

For the proposed protocol, we assume that $q \geq K$, and each message is comprised of $m=N^{\left({ }_{M}^{K}\right)}$ symbols over $\mathbb{F}_{q}$.

Multi-Server PIR-PCSI-II protocol: The protocol consists of four steps, where the steps 2-4 are the same as the steps 2-4 in the Multi-Server PIR-PCSI-I protocol, except that $M$ is replaced with $M-1$ everywhere. The step 1 of the proposed protocol is as follows:

Step 1: The user utilizes the Modified Specialized GRS Code protocol proposed in [34] to first construct the polynomial $p(x)$ as follows

$$
p(x)=\sum_{i=0}^{K-M} p_{i} x^{i} \triangleq \prod_{i \notin S}\left(x-\omega_{i}\right)
$$

where $\omega_{1}, \ldots, \omega_{K}$ are $K$ arbitrarily chosen distinct elements from $\mathbb{F}_{q}$, and then construct $r \triangleq K-M+1$ vectors $\underline{u}_{1}, \ldots, \underline{u}_{r}$, each of length $K$, such that $\underline{u}_{i}=\left[\beta_{1} \omega_{1}^{i-1}, \ldots, \beta_{K} \omega_{K}^{i-1}\right]$ for $i \in[r]$, where $\beta_{j}=\frac{c_{j}}{p\left(\omega_{j}\right)}$ for $j \in S \backslash W, \beta_{W}=\frac{c}{p\left(\omega_{W}\right)}$ where $c$ is chosen uniformly at random from $\mathbb{F}_{q}^{\times} \backslash\left\{c_{W}\right\}$, and $\beta_{j}$ is a randomly chosen element from $\mathbb{F}_{q}^{\times}$for $j \notin S$.

Lemma 14. The Multi-Server PIR-PCSI-II protocol satisfies the recoverability and (W,S)privacy conditions, and achieves the rate $\left(1+1 / N+\cdots+1 / N^{K-M}\right)^{-1}$.

Proof. The proof is similar to the proof of Lemma 13, and omitted to avoid repetition.

### 3.5 Multi-Server PIR with Coded Side Information (PIR-CSI)

We present our results for the multi-server PIR-CSI-I and multi-server PIR-CSI-II in Section 3.5.1 and Section 3.5.2, respectively.

### 3.5.1 Multi-Server PIR-CSI-I

Theorem 7. The capacity of PIR-CSI-I problem with $N$ servers, $K$ messages, and side information size $0 \leq M \leq K-1$ is given by

$$
\mathrm{C}_{W-I}=\left(1+\frac{1}{N}+\cdots+\frac{1}{N^{\left\lceil\frac{K}{M+1}\right\rceil-1}}\right)^{-1}
$$

Interestingly, the capacity of multi-server PIR with (uncoded) side information [25] is also equal to $\left\lceil\frac{K}{M+1}\right\rceil^{-1}$ where $M$ is the number of (uncoded) messages known to the user in advance as side information. This shows that there will be no loss in capacity, when compared to the case that the user knows $M$ randomly chosen messages separately,
even if the user knows only one random linear coded combination of $M$ randomly chosen messages.

## Proof of Theorem 7

### 3.5.1.1 Converse

The capacity of the multi-server PIR-CSI-I setting is upper bounded by the capacity of multi-server setting of the PIR problem with uncoded side information where $M$ uncoded messages are available at the user as side information. As shown in [25], the capacity of this problem is equal to $\mathrm{C}_{W-I}=\left(1+\frac{1}{N}+\cdots+\frac{1}{\left.N^{\Gamma} \frac{K}{M+1}\right\rceil-1}\right)^{-1}$. In what follows, we provide an alternative converse proof for the server-symmetric protocols.

Without loss of generality, suppose the user wishes to retrieve $X_{W}$ for a given $W \in$ $[K]$, and has a side information $Y \triangleq Y^{[S, C]}$ for given $S \in \mathcal{S}, C \in \mathcal{C}$ such that $W \notin S$. The user sends to the $n$th server a query $Q_{n}^{[W, S, C]}$, and the $n$th server responds to the user with an answer $A_{n}^{[W, S, C]}$. We want to show that the total entropy of the answers from all servers, denoted by $D$, is lower bounded by $\left(1+1 / N+\cdots+1 / N^{\left\lceil\frac{K}{M+1}\right\rceil-1}\right) L$. The proof proceeds as follows:

$$
\begin{align*}
D & \geq H\left(\mathbf{A}^{[W, S, C]} \mid \mathbf{Q}^{[W, S, C]}, \mathbf{Y}\right) \\
& =H\left(\mathbf{A}^{[W, S, C]}, \mathbf{X}_{W} \mid \mathbf{Q}^{[W, S, C]}, \mathbf{Y}\right)  \tag{3.6}\\
& =L+H\left(\mathbf{A}^{[W, S, C]} \mid \mathbf{Q}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right)  \tag{3.7}\\
& \geq L+H\left(\mathbf{A}_{1}^{[W, S, C]} \mid \mathbf{Q}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& =L+H\left(\mathbf{A}_{1}^{[W, S, C]} \mid \mathbf{Q}_{1}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right) \tag{3.8}
\end{align*}
$$

where (3.6) follows from $H\left(\mathbf{X}_{W} \mid \mathbf{A}^{[W, S, C]}, \mathbf{Q}^{[W, S, C]}, \mathbf{Y}\right)=0$ (by the recoverability condition); (3.7) holds since $\mathbf{X}_{W}$ is independent of $\left(\mathbf{Q}^{[W, S, C]}, \mathbf{Y}\right)$, and $H\left(\mathbf{X}_{W} \mid \mathbf{Q}^{[W, S, C]}, \mathbf{Y}\right)=$ $H\left(\mathbf{X}_{W}\right)=L$; and (3.8) holds because $\mathbf{A}_{1}^{[W, S, C]}$ only depends on $\left(\mathbf{Q}_{1}^{[W, S, C]}, \mathbf{X}_{[K]}\right)$, and is
conditionally independent of $\mathbf{Q}_{n}^{[W, S, C]}$ for all $n \neq 1$, given $\left(\mathbf{Q}_{1}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right)$.
We will consider the following two cases separately: (i) $\lceil K /(M+1)\rceil=1$ (i.e., $K=$ $M+1$ ), and (ii) $\lceil K /(M+1)\rceil>1$ (i.e., $K>M+1$ ). In the case (i), we need to show that $D$ is lower bounded by $L$. Since $H\left(\mathbf{A}_{1}^{[W, S, C]} \mid \mathbf{Q}_{1}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right) \geq 0$, then $D \geq L$ (by (3.8)).

In the case (ii), in order to continue lower bounding (3.8), we arbitrarily choose a message, say $X_{W_{1}}$, such that $W_{1} \notin W \cup S$. (Note that such $W_{1}$ exists because $|W \cup S|=$ $M+1<K$.) Based on Lemma 12, there exist $S_{1} \in \mathcal{S}, C_{1} \in \mathcal{C}$ with $W_{1} \notin S_{1}$, and accordingly $Y_{1} \triangleq Y^{\left[S_{1}, C_{1}\right]}$, such that

$$
H\left(\mathbf{A}_{1}^{[W, S, C]} \mid \mathbf{Q}_{1}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right)=H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right)
$$

Then, we can write

$$
\begin{aligned}
D & \geq L+H\left(\mathbf{A}_{1}^{[W, S, C]} \mid \mathbf{Q}_{1}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& =L+H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& \geq L+H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) .
\end{aligned}
$$

Similarly, by the server-symmetry assumption we have

$$
D \geq L+H\left(\mathbf{A}_{n}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right)
$$

for all $n \in[N]$. Combining all of these inequalities, we get

$$
\begin{align*}
D & \geq L+\frac{1}{N} \sum_{n=1}^{N} H\left(\mathbf{A}_{n}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& \geq L+\frac{1}{N} H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \tag{3.9}
\end{align*}
$$

To further lower bound (3.9), we can write

$$
\begin{align*}
& H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& \geq H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right) \\
& =H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W_{1}} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right)  \tag{3.10}\\
& =L+H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right)  \tag{3.11}\\
& \geq L+H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) \\
& =L+H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) \tag{3.12}
\end{align*}
$$

where (3.10) holds since $X_{W_{1}}$ is retrievable from $A^{\left[W_{1}, S_{1}, C_{1}\right]}, Q^{\left[W_{1}, S_{1}, C_{1}\right]}, Y_{1}, W_{1}, S_{1}, C_{1}$; and (3.11) holds because $\mathbf{X}_{W_{1}}$ is independent of $\left(\mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right)$.

We consider two cases separately: (ii.1) $\lceil K /(M+1)\rceil=2$, and (ii.2) $\lceil K /(M+1)\rceil>$ 2. In the case (ii.1), from (3.9) and (3.12) it follows that $D \geq L+L / N$.

In the case (ii.2), to continue lower bounding (3.12), we pick a message, say $X_{W_{2}}$, such that $W_{2} \notin W \cup S \cup W_{1} \cup S_{1}$. (Note that such $W_{2}$ exists since $\left|W \cup S \cup W_{1} \cup S_{1}\right| \leq$ $2(M+1)<K$.) According to Lemma 12 , there exist $S_{2} \in \mathcal{S}, C_{2} \in \mathcal{C}$ with $W_{2} \notin S_{2}$, and accordingly, $Y_{2}=Y^{\left[S_{2}, C_{2}\right]}$, such that

$$
H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right)=H\left(\mathbf{A}_{1}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}_{1}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) .
$$

Thus, we have

$$
\begin{aligned}
& H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& \geq L+H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) \\
& =L+H\left(\mathbf{A}_{1}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}_{1}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) \\
& \geq L+H\left(\mathbf{A}_{1}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) .
\end{aligned}
$$

Similarly, by the server-symmetry assumption, we have

$$
\begin{aligned}
& H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& \geq L+H\left(\mathbf{A}_{n}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right)
\end{aligned}
$$

for all $n \in[N]$. Combining all of these inequalities, we get

$$
\begin{align*}
& H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& \quad \geq L+\frac{1}{N} H\left(\mathbf{A}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) . \tag{3.13}
\end{align*}
$$

Putting (3.9) and (3.13) together, we get

$$
D \geq L+\frac{L}{N}+\frac{1}{N^{2}} H\left(\mathbf{A}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) .
$$

By choosing the messages $X_{W_{i}}$ for the indices $i \in\{3, \ldots,\lceil K /(M+1)\rceil\}$ (similarly as $X_{W_{1}}$ and $X_{W_{2}}$ ) recursively and using the same lower bounding technique, it can be shown that

$$
D \geq L+L / N+\cdots+L / N^{\left\lceil\frac{K}{M+1}\right\rceil-1}
$$

### 3.5.1.2 Achievability

This section proposes a PIR-CSI-I protocol that achieves a rate equal to $\mathrm{C}_{W-I}$. The proposed protocol employs the Randomized Partitioning $(R P)$ scheme which we proposed in [30] for single-server PIR-CSI (under Model I) as well as the Sun-Jafar scheme of [8] for multi-server PIR.

We assume that each message consists of $N^{\lceil K /(M+1)\rceil}$ symbols over $\mathbb{F}_{q}$.

## Multi-Server PIR-CSI-I Protocol:

Step 1: The user utilizes the RP scheme of [30] to construct $r \triangleq\left\lceil\frac{K}{M+1}\right\rceil$ sequences $I_{1}, \ldots, I_{r}$ from indices in $[K]$, each of length $M+1$, and $r$ sequences $I_{1}^{\prime}, \ldots, I_{r}^{\prime}$ with elements in $\mathbb{F}_{q}^{\times}$, each of length $M+1$. In particular, $I_{1}=\{W, S\}$ and $I_{1}^{\prime}=\{c, C\}$ where $C$ is the sequence of coefficients in the user's side information $Y^{[S, C]}$, and $c$ is randomly chosen from $\mathbb{F}_{q}^{\times}$. (For more details, see [30, Section IV-B].)

Step 2: The user then creates $\tilde{I}_{i}$ and $\tilde{I}_{i}^{\prime}$ for each $i \in[r]$ by reordering the elements of both $I_{i}$ and $I_{i}^{\prime}$ with the same randomly picked permutation $\pi_{i}:[M+1] \rightarrow[M+1]$, and constructs $I_{i}^{*}=\left(\tilde{I}_{i}, \tilde{I}_{i}^{\prime}\right)$. Then, the user sends $\left\{I_{\sigma(i)}^{*}\right\}_{i \in[r]}$ to all servers, for a randomly chosen permutation $\sigma:[r] \rightarrow[r]$. Note that in the RP scheme, $\left\{I_{i}\right\}_{i \in[r]}$ and $\left\{I_{i}^{\prime}\right\}_{i \in[r]}$ are designed in such a way that given $\left\{I_{\sigma(1)}^{*}, \ldots, I_{\sigma(r)}^{*}\right\}$, any index in $[K]$ is equally likely to be the user's demand index.

Step 3: Using $I_{\sigma(i)}^{*}=\left(\tilde{I}_{\sigma(i)}, \tilde{I}_{\sigma(i)}^{\prime}\right)$ for all $i \in[r]$, the user and all the servers form $r$ super-messages $\hat{X}_{1}, \ldots, \hat{X}_{r}$ such that $\hat{X}_{i}=\sum_{j=1}^{M+1} c_{i_{j}} X_{i_{j}}$ for all $i \in[r]$, where $\tilde{I}_{\sigma(i)}=$ $\left\{i_{1}, \ldots, i_{M+1}\right\}$ and $\tilde{I}_{\sigma(i)}^{\prime}=\left\{c_{i_{1}}, \ldots, c_{i_{M+1}}\right\}$.

Step 4: The user and the servers then utilize the Sun-Jafar protocol with $r$ supermessages $\hat{X}_{1}, \ldots, \hat{X}_{r}$ in such a way that the user can privately download the super-message $\hat{X}_{\sigma^{-1}(1)}=c X_{W}+Y^{[S, C]}$; and subsequently, subtracting off $Y^{[S, C]}$ from $\hat{X}_{\sigma^{-1}(1)}$, the user recovers $X_{W}$.

Remark 7. Note that the proposed Multi-Server PIR-CSI-I protocol is a server-symmetric protocol since as explained in Step 4 of this protocol, it builds upon the Sun-Jafar protocol that enforces symmetry across servers [8].

Example 7. Assume that there are $N=2$ servers, $K=9$ messages from $\mathbb{F}_{3^{8}}$ (i.e., each message has 8 symbols over $\mathbb{F}_{3}$ ), and $M=3$. Suppose that the user demands the message $X_{1}$ and has a side information $X_{2}+2 X_{3}+X_{4}$. Note that for this example, $W=1$, $S=\{2,3,4\}$, and $C=\{1,2,1\}$.

First, the user labels $r=\left\lceil\frac{K}{M+1}\right\rceil=3$ sequences as $I_{1}, I_{2}, I_{3}$, each of length $M+1=4$. For creating these sequences, the user needs to have 12 indices, but at the beginning the user has 9 indices. For selecting the remaining 3 required indices, following the RP scheme of [30], the user selects $w \in\{0,1\}, s \in\{0,1,2,3\}$, and $t \in\{0,1, \ldots, 5\}$ randomly chosen indices from $W=\{1\}, S=\{2,3,4\}$, and $T=\{5,6,7,8,9\}$, respectively, according to a carefully designed probability distribution (ensuring $W$-privacy of the RP scheme) on all $(w, s, t)$ such that $w+s+t=3$. For this example, the probability distribution is given by

$$
p(w, s, t) \triangleq \begin{cases}\frac{14}{171}, & w=0, s=3, t=0 \\ \frac{60}{171}, & w=0, s=2, t=1 \\ \frac{36}{171}, & w=0, s=1, t=2 \\ \frac{4}{171}, & w=0, s=0, t=3 \\ \frac{21}{171}, & w=1, s=2, t=0 \\ \frac{30}{171}, & w=1, s=1, t=1 \\ \frac{6}{171}, & w=1, s=0, t=2\end{cases}
$$

Suppose that the user chooses $w=1, s=1, t=1$, and selects the 3 indices $\{1,2,5\}$. Following the RP protocol, the user forms the sequence $I_{1}=\{W, S\}=\{1,2,3,4\}$. In the remaining 8 indices, there is one repetitive index, 5 . For forming the other two sequences, $I_{2}$ and $I_{3}$, the user places the repetitive index 5 into both $I_{2}$ and $I_{3}$. Next, the user randomly partitions the remaining 6 indices, $\{1,2,6,7,8,9\}$, into $I_{2}$ and $I_{3}$. For this example, suppose that $I_{2}=\{5,1,7,8\}$ and $I_{3}=\{5,2,6,9\}$.

The user then labels $r=3$ sequences as $I_{1}^{\prime}, I_{2}^{\prime}, I_{3}^{\prime}$, each of length 4 . For this example, suppose that the user creates $I_{1}^{\prime}=I_{2}^{\prime}=I_{3}^{\prime}=\{1,1,2,1\}$. Then, the user randomly reorders the elements of $I_{i}$ and $I_{i}^{\prime}$, and constructs

$$
\begin{array}{ll}
\tilde{I}_{1}=\{2,4,1,3\}, & \tilde{I}_{1}^{\prime}=\{1,1,1,2\} \\
\tilde{I}_{2}=\{7,5,1,8\}, & \tilde{I}_{2}^{\prime}=\{2,1,1,1\} \\
\tilde{I}_{3}=\{2,9,6,5\}, & \tilde{I}_{3}^{\prime}=\{1,1,2,1\}
\end{array}
$$

Next, the user sends a uniform random permutation of $\left\{I_{1}^{*}, I_{2}^{*}, I_{3}^{*}\right\}$, say $\left\{I_{1}^{*}, I_{3}^{*}, I_{2}^{*}\right\}$, to both servers, where $I_{i}^{*}=\left(\tilde{I}_{i}, \tilde{I}_{i}^{\prime}\right)$.

The user and the servers then form three super-messages as follows:

$$
\begin{aligned}
& \hat{X}_{1}=X_{2}+X_{4}+X_{1}+2 X_{3} \\
& \hat{X}_{2}=X_{2}+X_{9}+2 X_{6}+X_{5} \\
& \hat{X}_{3}=2 X_{7}+X_{5}+X_{1}+X_{8}
\end{aligned}
$$

Finally, the user and the servers run the Sun-Jafar protocol as follows for the three super-messages $\hat{X}_{1}, \hat{X}_{2}, \hat{X}_{3}$ in such a way that the user can privately download $\hat{X}_{1}$. For each $\hat{X}_{i}$, let $\left[\hat{X}_{i, 1}, \ldots, \hat{X}_{i, 8}\right]$ be an independent and uniform random permutation of the 8 symbols (over $\mathbb{F}_{3}$ ) of $\hat{X}_{i}$. The user requests 7 symbols from the first server and 7 symbols from the second server as listed in Table 3.4 [8], where the requested symbols are carefully designed linear combinations of symbols $\left\{\hat{X}_{i, j}\right\}_{i \in[3], j \in[8]}$. From the servers' answers, the

Table 3.4: The queries/answers of Sun-Jafar protocol for 2 servers and 3 messages $\hat{X}_{1}, \hat{X}_{2}, \hat{X}_{3}$, when the user demands $\hat{X}_{1}$.

| Server 1 | Server 2 |
| :---: | :---: |
| $\hat{X}_{1,1}, \hat{X}_{2,1}, \hat{X}_{3,1}$ | $\hat{X}_{1,2}, \hat{X}_{2,2}, \hat{X}_{3,2}$ |
| $\hat{X}_{1,3}+\hat{X}_{2,2}$ | $\hat{X}_{1,5}+\hat{X}_{2,1}$ |
| $\hat{X}_{1,4}+\hat{X}_{3,2}$ | $\hat{X}_{1,6}+\hat{X}_{3,1}$ |
| $\hat{X}_{2,3}+\hat{X}_{3,3}$ | $\hat{X}_{2,4}+\hat{X}_{3,4}$ |
| $\hat{X}_{1,7}+\hat{X}_{2,4}+\hat{X}_{3,4}$ | $\hat{X}_{1,8}+\hat{X}_{2,3}+\hat{X}_{3,3}$ |

user first obtains the super-message $\hat{X}_{1}=X_{2}+X_{4}+X_{1}+2 X_{3}$, and then recovers the desired message $X_{1}$ by subtracting off the side information $X_{2}+2 X_{3}+X_{4}$. For this example, the proposed protocol requires to download a total of 14 symbols (over $\mathbb{F}_{3}$ ), achieving the rate of $8 / 14=4 / 7$.

Lemma 15. The Multi-Server PIR-CSI-I protocol satisfies the recoverability and $W$ privacy conditions, and achieves the rate $\left(1+1 / N+\cdots+1 / N^{\left\lceil\frac{K}{M+1}\right\rceil-1}\right)^{-1}$.

Proof. Since the messages $\mathbf{X}_{1}, \ldots, \mathbf{X}_{K}$ are uniformly and independently distributed over $\mathbb{F}_{q^{m}}$, and the messages $\hat{X}_{1}, \ldots, \hat{X}_{r}$ are linearly independent combinations of $X_{1}, \ldots, X_{K}$ over $\mathbb{F}_{q}$, then $\hat{\mathbf{X}}_{1}, \ldots, \hat{\mathbf{X}}_{r}$ are independently and uniformly distributed over $\mathbb{F}_{q^{m}}$, i.e., $H\left(\hat{\mathbf{X}}_{i}\right)=m \log _{2} q=L$ for all $i \in[r]$. Thus, the proposed protocol achieves the same rate as the Sun-Jafar protocol for $N$ servers and $\lceil K /(M+1)\rceil$ identically and independently distributed messages, i.e., $\left(1+1 / N+\cdots+1 / N^{\left\lceil\frac{K}{M+1}\right\rceil-1}\right)^{-1}$ (see [8, Theorem 1]).

From the step 4 of the proposed protocol, it can be easily confirmed that the recoverability condition is satisfied. The proof of $W$-privacy is as follows. By the design of the protocol, all servers are fully aware of how the super-messages $\hat{X}_{1}, \ldots, \hat{X}_{r}$ have been formed. From the perspective of each server, according to the RP protocol, each supermessage $\hat{X}_{i}$ has a certain probability to be the super-message needed by the user, i.e., the super-message from which the user can recover the demanded message. On the other hand, the Sun-Jafar protocol guarantees that given their query, no server can obtain any information about which super-message is being requested by the user. That is, given their query, from each server's perspective the probability of any super-message $\hat{X}_{i}$ to be the super-message needed by the user remains the same as that in the RP protocol. Moreover, the $W$-privacy of the RP protocol ensures that given their query, each server finds every message in $X_{\mathcal{K}}$ equally likely to be the user's demand. This proves the $W$-privacy of the proposed protocol.

### 3.5.2 Multi-Server PIR-CSI-II

Theorem 8. For the PIR-CSI-II problem with $N$ servers, $K$ messages, and side information size $M$, when $M=2$ or $M=K$, the capacity of is 1 , and when $3 \leq M \leq K-1$, the server-symmetric capacity is given by $\mathrm{C}_{W-I I}=\frac{N}{N+1}$, that is

$$
\mathrm{C}_{W-I I}= \begin{cases}1, & M=2, K, \\ \frac{N}{N+1}, & 3 \leq M \leq K-1 .\end{cases}
$$

This result shows that for the two corner cases of $M=2$ and $M=K$, the cost of retrieving one message privately is no more than that of downloading the message directly. For the cases of $3 \leq M \leq K-1$, full privacy can be achieved for only an additional download cost of $L / N$.

## Proof of Theorem 8

### 3.5.2.1 Converse

Without loss of generality, suppose the user wishes to retrieve $X_{W}$ for a given $W \in$ [ $K]$, and has a side information $Y \triangleq Y^{[S, C]}$ for given $S \in \mathcal{S}, C \in \mathcal{C}$ such that $W \in S$. We need to show that the maximum total entropy of the answers from all servers, denoted by $D$, is lower bounded by $L$ when $M=2$ or $M=K$, and is lower bounded by $(1+1 / N) L$ when $3 \leq M \leq K-1$.

The proof proceeds as follows:

$$
\begin{align*}
D & \geq H\left(\mathbf{A}^{[W, S, C]} \mid \mathbf{Q}^{[W, S, C]}, \mathbf{Y}\right) \\
& =H\left(\mathbf{A}^{[W, S, C]}, \mathbf{X}_{W} \mid \mathbf{Q}^{[W, S, C]}, \mathbf{Y}\right)  \tag{3.14}\\
& =L+H\left(\mathbf{A}^{[W, S, C]} \mid \mathbf{Q}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right) \tag{3.15}
\end{align*}
$$

where (3.14) holds because of the recoverability condition, and (3.15) holds because $\mathbf{X}_{W}$ is independent of $\left(\mathbf{Q}^{[W, S, C]}, \mathbf{Y}\right)$. By the non-negativity of the entropy, (3.15) yields $D \geq$ $L$, which completes the proof for the cases of $M=2$ and $M=K$. For the cases of $3 \leq M \leq K-1$, we continue lower bounding (3.15) as follows:

$$
\begin{align*}
D & \geq L+H\left(\mathbf{A}^{[W, S, C]} \mid \mathbf{Q}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& \geq L+H\left(\mathbf{A}_{1}^{[W, S, C]} \mid \mathbf{Q}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& =L+H\left(\mathbf{A}_{1}^{[W, S, C]} \mid \mathbf{Q}_{1}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right) \tag{3.16}
\end{align*}
$$

where (3.16) holds because given $\left(\mathbf{Q}_{1}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right), \mathbf{A}_{1}^{[W, S, C]}$ is conditionally independent of $\mathbf{Q}_{n}^{[W, S, C]}$ for all $n \neq 1$. In order to continue lower bounding (3.16), we choose an arbitrary message, say $X_{W_{1}}$, such that $W_{1} \in S \backslash W$. According to Lemma 12, there exist $S_{1} \in \mathcal{S}, C_{1} \in \mathcal{C}$ with $W_{1} \in S_{1}$, and accordingly $Y_{1} \triangleq Y^{\left[S_{1}, C_{1}\right]}$, such that

$$
H\left(\mathbf{A}_{1}^{[W, S, C]} \mid \mathbf{Q}_{1}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right)=H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right)
$$

Rewriting (3.16),

$$
\begin{aligned}
D & \geq L+H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& \geq L+H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) .
\end{aligned}
$$

Similarly, by the server-symmetry assumption, we can write

$$
D \geq L+H\left(\mathbf{A}_{n}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right)
$$

for all $n \in[N]$. Combining all of these inequalities, we get

$$
\begin{equation*}
D \geq L+\frac{1}{N} H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \tag{3.17}
\end{equation*}
$$

To further lower bound $H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right)$, we can write

$$
\begin{align*}
& H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
& \geq H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right) \\
& =H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W_{1}} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right) \tag{3.18}
\end{align*}
$$

where (3.18) holds as $X_{W_{1}}$ is recoverable from $A^{\left[W_{1}, S_{1}, C_{1}\right]}, Q^{\left[W_{1}, S_{1}, C_{1}\right]}, Y_{1}, W_{1}, S_{1}, C_{1}$.
We consider two cases separately: (i) $\mathbf{X}_{W_{1}}$ is independent of $\left(\mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right)$, and (ii) $\mathbf{X}_{W_{1}}$ and $\left(\mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right)$ are not independent.

In the case (i), as mentioned before $\mathbf{X}_{W_{1}}$ and $\left(\mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right)$ are independent. This means that the following holds

$$
H\left(\mathbf{X}_{W_{1}} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right)=H\left(\mathbf{X}_{W_{1}}\right)=L
$$

Then, we can continue lower bounding (3.18) as follows:

$$
\begin{align*}
H & \left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right) \\
\geq & H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W_{1}} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right) \\
= & H\left(\mathbf{X}_{W_{1}} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right) \\
& +H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) \\
= & L+H\left(\mathbf{A}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) \\
\geq & L \tag{3.19}
\end{align*}
$$

By (3.17) and (3.19), $D \geq L+L / N$, as was to be shown.
In the case (ii), due to the dependence of $\mathbf{X}_{W_{1}}$ and $\left(\mathbf{Q}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{1}\right)$ and the linearity of $X_{W}, Y, X_{W_{1}}, Y_{1}$, it must hold that $Y=c_{W} X_{W}+c_{W_{1}} X_{W_{1}}+Z$ and $Y_{1}=$ $c_{W}^{\prime} X_{W}+c_{W_{1}}^{\prime} X_{W_{1}}+c^{\prime} Z$ for some $c_{W}^{\prime}, c_{W_{1}}^{\prime}, c^{\prime} \in \mathbb{F}_{q}^{\times}$, where $Z=\sum_{i \in S \backslash\left\{W, W_{1}\right\}} c_{i} X_{i}$, and $c_{i}$ 's are the elements in the sequence $C$ (i.e., the coefficients of the messages in the side information $Y$ ). We proceed by lower bounding (3.16), when $W, S, C, Y$ are replaced by $W_{1}, S_{1}, C_{1}, Y_{1}$. To this end, we choose an arbitrary message, say $X_{W_{2}}$, such that $W_{2} \notin S$. Based on Lemma 12, there exist $S_{2} \in \mathcal{S}, C_{2} \in \mathcal{C}$ with $W_{2} \in S_{2}$, and accordingly $Y_{2} \triangleq Y^{\left[S_{2}, C_{2}\right]}$, such that

$$
H\left(\mathbf{A}_{1}^{[W, S, C]} \mid \mathbf{Q}_{1}^{[W, S, C]}, \mathbf{X}_{W}, \mathbf{Y}\right)=H\left(\mathbf{A}_{1}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}_{1}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W}, \mathbf{Y}\right)
$$

We consider two cases: (ii.1) $\mathbf{X}_{W_{2}}$ is independent of $\left(\mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{2}\right)$, and (ii.2) $\mathbf{X}_{W_{2}}$ depends on $\left(\mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{2}\right)$. In the case (ii.1), the proof follows the exact same line as in the proof of case (i), and hence not repeated.

In the case (ii.2), $X_{W_{2}}$ must be recoverable from $Q^{\left[W_{2}, S_{2}, C_{2}\right]}, X_{W}, Y, Y_{2}$ since $\mathbf{X}_{W_{2}}$ depends on $\left(\mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W}, \mathbf{Y}, \mathbf{Y}_{2}\right)$.Thus, $Y_{2}=c_{W_{2}}^{\prime \prime} X_{W_{2}}+c^{\prime \prime}\left(c_{W_{1}} X_{W_{1}}+Z\right)$ for some $c_{W_{2}}^{\prime \prime}, c^{\prime \prime} \in \mathbb{F}_{q}^{\times}$. It is also easy to verify that $X_{W_{2}}$ is not recoverable from $X_{W_{1}}, Y_{1}, Y_{2}$, and $\mathbf{X}_{W_{2}}$ is independent of $\left(\mathbf{X}_{W_{1}}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right)$. On the other hand, we have

$$
\begin{align*}
D & \geq L+H\left(\mathbf{A}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]} \mid \mathbf{Q}_{1}^{\left[W_{1}, S_{1}, C_{1}\right]}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right)  \tag{3.20}\\
& =L+H\left(\mathbf{A}_{1}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}_{1}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) .
\end{align*}
$$

where (3.20) follows from (3.16) that holds for $W_{1}, S_{1}, C_{1}$ (and $Y_{1}$ ), because $D$ is defined as the total entropy of answers from all servers over all $W^{\prime} \in[K], S^{\prime} \in \mathcal{S}, C^{\prime} \in \mathcal{C}$ such that
$W^{\prime} \in S^{\prime}$. Similarly as before, by the server-symmetry assumption it can also be shown that

$$
\begin{align*}
D & \geq L+\frac{1}{N} H\left(\mathbf{A}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}\right) \\
& \geq L+\frac{1}{N} H\left(\mathbf{A}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right) . \tag{3.21}
\end{align*}
$$

As $\mathbf{X}_{W_{2}}$ is independent of $\left(\mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right)$, and $X_{W_{2}}$ is recoverable from $A^{\left[W_{2}, S_{2}, C_{2}\right]}, Q^{\left[W_{2}, S_{2}, C_{2}\right]}$, and $Y_{2}$, a simple application of the chain rule of entropy yields

$$
\begin{equation*}
H\left(\mathbf{A}^{\left[W_{2}, S_{2}, C_{2}\right]} \mid \mathbf{Q}^{\left[W_{2}, S_{2}, C_{2}\right]}, \mathbf{X}_{W_{1}}, \mathbf{Y}_{1}, \mathbf{Y}_{2}\right) \geq L \tag{3.22}
\end{equation*}
$$

By (3.21) and (3.22), $D \geq L+L / N$, as was to be shown.

### 3.5.2.2 Achievability

In this section, we propose a server-symmetric PIR-CSI-II protocol for each $2 \leq M \leq$ $K-1$ that achieves a rate equal to $\mathrm{C}_{W-I I}$ for the corresponding $M$.

For $3 \leq M \leq K-1$, we assume that each message consists of $N^{2}$ symbols over $\mathbb{F}_{q}$. For $M=2$ and $M=K$, each message can be as short as one $\mathbb{F}_{q}$-symbol.

## Multi-Server PIR-CSI-II Protocols:

Case of $M=2$ : The user randomly selects one of the two indices, say $i$, in $S$ as follows: $i=W$ with probability $1 / K$, and $i=S \backslash W$ with probability $(K-1) / K$. Then, the user requests the message $X_{i}$ from a randomly chosen server.

Case of $3 \leq M \leq K-1$ : The proposed scheme for this case consists of four steps. In the first step, given $W, S, C$ (and $Y^{[S, C]}$ ), the user utilizes the scheme of [30] for singleserver PIR-CSI (under Model II), which we refer to as Modified Randomized Partitioning (MRP), to construct two sequences $I_{1}, I_{2}$ of indices in $[K]$, each of length $M-1$, and two sequences $I_{1}^{\prime}, I_{2}^{\prime}$ of elements in $\mathbb{F}_{q}^{\times}$, each of length $M-1$. (For details, see [30, Section VB].) Next, the user and the servers follow the steps 2-4 of the Multi-Server PIR-CSI-I
protocol.
Case of $M=K$ : Assume, w.l.o.g., that $W=1$. The user randomly chooses an element $c_{1}^{\prime}$ from $\mathbb{F}_{q}^{\times} \backslash\left\{c_{1}\right\}$, where $c_{1}$ is the coefficient of $X_{1}$ in the side information $Y^{[S, C]}$. Then, the user requests the linear combination $c_{1}^{\prime} X_{1}+c_{2} X_{2}+\cdots+c_{K} X_{K}$ from a randomly chosen server, where $c_{i}$ is the coefficient of $X_{i}$ in the side information $Y^{[S, C]}$.

Example 8. (Case of $3 \leq M \leq \frac{K}{2}+1$ ) Assume that there are $N=2$ servers, $K=10$ messages from $\mathbb{F}_{3^{4}}$ (i.e., each message has 4 symbols over $\mathbb{F}_{3}$ ), and $M=4$. Suppose that the user demands the message $X_{1}$ and has a coded side information $X_{1}+X_{2}+2 X_{3}+X_{4}$. Note that, for this example, $W=1, S=\{1,2,3,4\}$, and $C=\{1,1,2,1\}$.

First, the user labels 2 sequences as $I_{1}, I_{2}$, each of length $M-1=3$. For creating these sequences, the user selects $w \in\{0,1\}$ and $t \in\{2,3\}$ randomly chosen indices from $W=\{1\}$ and $T=\{5,6,7,8,9,10\}$, respectively, according to a carefully designed probability distribution (ensuring $W$-privacy of the MRP scheme) on all $(w, t)$ such that $w+t=3$. For this example, the probability distribution is given by

$$
p(w, t) \triangleq \begin{cases}0.4, & w=0, t=3 \\ 0.6, & w=1, t=2\end{cases}
$$

Suppose that the user chooses $w=1, t=2$, and selects the 3 indices $\{1,6,10\}$. Following the MRP protocol, the user forms the sequence $I_{1}=S \backslash W=\{2,3,4\}$ and $I_{2}=\{1,6,10\}$.

The user then labels 2 sequences as $I_{1}^{\prime}, I_{2}^{\prime}$, each of length 3 . For this example, suppose that the user creates $I_{1}^{\prime}=\{1,2,1\}, I_{2}^{\prime}=\{1,1,1\}$. Then, the user randomly reorders the elements of $I_{i}$ and $I_{i}^{\prime}$, and constructs

$$
\begin{array}{cc}
\tilde{I}_{1}=\{3,2,4\}, & \tilde{I}_{1}^{\prime}=\{2,1,1\} \\
\tilde{I}_{2}=\{1,10,6\}, & \tilde{I}_{2}^{\prime}=\{1,1,1\} .
\end{array}
$$

Table 3.5: The queries/answers of Sun-Jafar protocol for 2 servers and 2 messages $\hat{X}_{1}, \hat{X}_{2}$, when the user demands $\hat{X}_{2}$.

| Server 1 | Server 2 |
| :---: | :---: |
| $\hat{X}_{1,1}$ | $\hat{X}_{1,2}$ |
| $\hat{X}_{2,1}$ | $\hat{X}_{2,2}$ |
| $\hat{X}_{2,3}+\hat{X}_{1,2}$ | $\hat{X}_{2,4}+\hat{X}_{1,1}$ |

Next, the user sends a uniform random permutation of $\left\{I_{1}^{*}, I_{2}^{*}\right\}$, say $\left\{I_{2}^{*}, I_{1}^{*}\right\}$, to both servers, where $I_{i}^{*}=\left(\tilde{I}_{i}, \tilde{I}_{i}^{\prime}\right)$. The user and the servers form two super-messages as follows:

$$
\begin{aligned}
& \hat{X}_{1}=X_{1}+X_{10}+X_{6} \\
& \hat{X}_{2}=2 X_{3}+X_{2}+X_{4}
\end{aligned}
$$

Finally, the user and the servers run the Sun-Jafar protocol for the two super-messages $\hat{X}_{1}, \hat{X}_{2}$ such that the user can privately download $\hat{X}_{2}$. For each $\hat{X}_{i}$, let $\left[\hat{X}_{i, 1}, \ldots, \hat{X}_{i, 4}\right]$ be an independent and uniform random permutation of the 4 symbols (over $\mathbb{F}_{3}$ ) of $\hat{X}_{i}$. The user requests 3 symbols from the first server and 3 symbols from the second server as listed in Table 3.5 [8], where the requested symbols are carefully designed linear combinations of symbols $\left\{\hat{X}_{i, j}\right\}_{i \in[2], j \in[4]}$. From the servers' answers, the user first obtains the supermessage $\hat{X}_{2}=2 X_{3}+X_{2}+X_{4}$, and then recovers the desired message $X_{1}$ by subtracting off $\hat{X}_{2}$ from the side information $X_{1}+X_{2}+2 X_{3}+X_{4}$. For this example, the proposed protocol requires to download a total of 6 symbols (over $\mathbb{F}_{3}$ ), achieving the rate of $4 / 6=2 / 3$.

Example 9. (Case of $\left.\frac{K}{2} \leq M \leq K-1\right)$ Assume that there are $N=2$ servers, $K=5$ messages from $\mathbb{F}_{3^{4}}$ (i.e., each message has 4 symbols over $\mathbb{F}_{3}$ ), and $M=4$. Suppose that the user demands the message $X_{1}$ and has coded a side information $X_{1}+X_{2}+2 X_{3}+X_{4}$. Note that, for this example, $W=1, S=\{1,2,3,4\}$, and $C=\{1,1,2,1\}$.

First, the user labels 2 sequences as $I_{1}, I_{2}$, each of length $M=4$. For creating these
sequences, the user selects $w \in\{0,1\}$ and $t \in\{2,3\}$ randomly chosen indices from $W=\{1\}$ and $T=\{2,3,4\}$, respectively, according to a carefully designed probability distribution (ensuring $W$-privacy of the MRP scheme) on all $(w, t)$ such that $w+t=3$. For this example, the probability distribution is given by

$$
p(w, t) \triangleq \begin{cases}0.4, & w=0, t=3 \\ 0.6, & w=1, t=2\end{cases}
$$

Suppose that the user chooses $w=1, t=2$, and selects the 3 indices $\{1,2,4\}$. Following the MRP protocol, the user forms the sequence $I_{1}=S=\{1,2,3,4\}$ and $I_{2}=\{5,1,2,4\}$.

The user then labels 2 sequences as $I_{1}^{\prime}, I_{2}^{\prime}$, each of length 4 . For this example, suppose that the user creates $I_{1}^{\prime}=\{2,1,2,1\}, I_{2}^{\prime}=\{1,2,1,1\}$. Then, the user randomly reorders the elements of $I_{i}$ and $I_{i}^{\prime}$, and constructs

$$
\begin{array}{ll}
\tilde{I}_{1}=\{1,4,2,3\}, & \tilde{I}_{1}^{\prime}=\{2,1,1,2\} \\
\tilde{I}_{2}=\{1,5,2,4\}, & \tilde{I}_{2}^{\prime}=\{2,1,1,1\}
\end{array}
$$

Next, the user sends a uniform random permutation of $\left\{I_{1}^{*}, I_{2}^{*}\right\}$, say $\left\{I_{2}^{*}, I_{1}^{*}\right\}$, to both servers, where $I_{i}^{*}=\left(\tilde{I}_{i}, \tilde{I}_{i}^{\prime}\right)$. The user and the servers form two super-messages as follows:

$$
\begin{aligned}
& \hat{X}_{1}=2 X_{1}+X_{5}+X_{2}+X_{4} \\
& \hat{X}_{2}=2 X_{1}+X_{4}+X_{2}+2 X_{3} .
\end{aligned}
$$

Finally, the user and the servers run the Sun-Jafar protocol as explained in the previous example for the two super-messages $\hat{X}_{1}, \hat{X}_{2}$ in such a way that the user can privately download $\hat{X}_{2}$. The user requests 3 symbols from the first server and 3 symbols from the
second server as listed in Table 3.5 [8]. From the servers' answers, the user first obtains the super-message $\hat{X}_{2}=2 X_{1}+X_{4}+X_{2}+2 X_{3}$, and then recovers the desired message $X_{1}$ by subtracting off the side information $X_{1}+X_{2}+2 X_{3}+X_{4}$ from $\hat{X}_{2}$. For this example, the proposed protocol requires to download a total of 6 symbols (over $\mathbb{F}_{3}$ ), achieving the rate of $4 / 6=2 / 3$.

Lemma 16. The Multi-Server PIR-CSI-II protocols for the cases of $M=2,3 \leq M \leq$ $K-1$, and $M=K$ are server-symmetric protocols that satisfy the recoverability and the $W$-privacy conditions, and achieve the rates $1, N /(N+1)$, and 1 , respectively.

Proof. The proof is similar to the proof of Lemma 15, and omitted to avoid repetition.

## 4. PRIVATE LINEAR TRANSFORMATION*

### 4.1 Introduction

This work studies the Private Linear Transformation (PLT) problem, recently introduced in $[49,50]$, in which an identical copy of a database consisting of $K$ independent messages are stored over $N$ servers. There is a user who wishes to compute $L$ independent linear combinations of a subset of $D$ messages in the database, without revealing any information to the servers about the identities of the $D$ messages required for the computation, while downloading the minimum possible amount of information from the servers.

The PLT problem can be viewed as an interesting extension of the Private Information Retrieval (PIR) (see e.g., [8, 10-12,19-21,30-37, 86-88]) and Private Linear Computation (PLC) (see e.g., $[82,85,89,90]$ ) problems, which have been extensively studied in the literature. To be more specific, for $L=D$, the PLT problem reduces to the multi-message PIR problem in which the goal is to privately retrieve a subset of $D$ messages in the database. Moreover, for $L=1$, the PLT problem reduces to the PLC problem in which the goal is to privately compute one linear combination of a $D$-subset of messages. The PLT problem can be motivated by several practical scenarios such as linear transformation technique applied for dimensionality reduction in Machine Learning (ML) applications (see [50]).

Related Work: In the classical PIR problem, a user wants to privately download a message from $N$ replicated non-colluding servers. The capacity of the information-theoretic PIR was derived in [8]. Then, the PIR problem has been extended in various directions, such as coded PIR (see e.g., $[12,19,20]$ ), multi-message PIR (see e.g., [10, 11, 21, 32]), and PIR with side information (see e.g., [30-37]).

[^4]The problem of Private Computation (PC), initially introduced in [85], is an interesting generalization of the PIR problem, in which the user wishes to compute one arbitrary linear combination of the messages in the database, while revealing no information about the identities and the coefficients of these messages to any server. Several variants of the PC problem were also studied in [82, 89-96]. In [90], a variation of the PC problem was considered in which it is only required to protect the identities of the messages in the demanded linear combination, while the coefficients used to construct the linear combination do not need to be hidden from the server.

The most related to this work is the PLT problem, recently introduced in [49,50], which is also closely related to the PIR and PLC problems. Indeed, a naive protocol for the PLT problem is to privately retrieve all the $D$ messages required for the computation using a multi-message PIR scheme, and then compute the required linear combinations. Another simple approach for the PLT problem is to compute each required linear combination separately using a PLC protocol.

Although there is a significant body of literature on the PIR and PLC problems, there are only a few studies on the PLT problem. In particular, the PLT problem was studied in the single-server setting by considering the following two privacy requirements: (i) the individual privacy, where the identity of each individual message in the support set of the demanded linear combinations needs to be kept private [49]; and (ii) the joint privacy, in which the identity of the entire set of messages in the support set of the demanded linear combinations must be kept private [50]. All variants of the PIR and PC problems, can also be considered for the PLT that opens several interesting directions for future work.

In [50], Heidarzadeh et al. recently proved that the capacity of the PLT with a single server and joint privacy is $L /(K-D+L)$. However, the capacity of the PLT in the multiserver scenario was left open in [50]. Remarkably, neither a general achievability scheme nor a converse was known in this case. This work is motivated by this open problem.

## Our Contributions

In this chapter, we consider the multi-server setting of the PLT problem with an arbitrary number of servers $N \geq 1$. We focus on the setting in which the coefficient matrix of the required linear combinations generates a Maximum Distance Separable (MDS) code. This setting can be motivated by several practical scenarios. For instance, the user may have chosen the the coefficient matrix randomly over the field of real numbers or a finite field of large size [50]. The first contribution of this work is to show that the capacity of PLT problem for the case of $L=1$, i.e., when the user wishes to compute one linear combination of $D$ messages, is equal to $\Phi(1 / N, K-D+1)$, where $\Phi(A, B)=\left(1+A+A^{2}+\cdots+A^{B-1}\right)^{-1}$. This result establishes the capacity of the PLC problem for an arbitrary number of servers $N$, thus settling the open problem mentioned above for the case of $L=1$. Moreover, we establish an upper bound on the capacity of PLT problem for any arbitrary parameters $N, K, D, L \geq 1$, and based on some known capacity results, we show the tightness of the provided upper bound for some special cases of the problem: (i) the case where there is a single server (i.e., $N=1$ ), (ii) the case where $L=1$, and (iii) the case where $L=D$.

### 4.2 Problem Formulation

### 4.2.1 Basic Notation

Throughout this chapter, we denote random variables by bold letters and their realizations by regular letters. The functions $\mathbb{P}(\cdot), \mathbb{P}(\cdot \mid \cdot), \mathbb{H}(\cdot), \mathbb{H}(\cdot \mid \cdot)$, and $I(\cdot ; \cdot \mid \cdot)$ denote probability, conditional probability, entropy, conditional entropy, and conditional mutual information, respectively. Let $\mathbb{Z}_{\geq 0}$ and $\mathbb{N}$ denote the set of non-negative integers and the set of positive integers, respectively. For any $i \in \mathbb{N}$, let $[i] \triangleq\{1, \ldots, i\}$. Let $\mathbb{F}_{q}$ be a finite field for some prime $q, \mathbb{F}_{q}^{\times} \triangleq \mathbb{F}_{q} \backslash\{0\}$ be the multiplicative group of $\mathbb{F}_{q}$, and $\mathbb{F}_{q}^{S}$ be the $S$-dimensional vector space over $\mathbb{F}_{q}$ for some integer $S \geq 1$. Let $B \triangleq S \log _{2} q$. Let
$K, D, L \geq 1$ be integers such that $L \leq D \leq K$. Let $\mathcal{K} \triangleq[K]$. Let $\mathbb{W}$ denote the set of all $D$-subsets (i.e., subsets of size $D) \mathcal{W}$ of $\mathcal{K}$, and $\mathbb{V}$ denote the set of all MDS matrices $V$ of dimension $L \times D$ with entries in $\mathbb{F}_{q}$ (i.e., every $L \times L$ submatrix of $V$ is full-rank). We denote the cardinality of a set $\mathcal{S}$ by $|\mathcal{S}|$. For a positive real number $A$ and a positive integer number $B$, let $\Phi(A, B)=\left(1+A+A^{2}+\cdots+A^{B-1}\right)^{-1}$.

### 4.2.2 Setup and Assumptions

Consider $N$ non-colluding servers, each stores an identical copy of a database consisting of $K$ messages, $X_{\mathcal{K}}=\left\{X_{1}, \ldots, X_{K}\right\}$, where each message $X_{i}$ is a row vector of length $S$. Let $X \triangleq\left[X_{1}^{\top}, \cdots, X_{K}^{\top}\right]^{\top}$ be a matrix of dimension $K \times S$. For some $\mathcal{R} \triangleq\left\{i_{1}, \ldots, i_{r}\right\} \subset \mathcal{K}$, let $X_{\mathcal{R}}$ be the submatrix of $X$ of size $|\mathcal{R}| \times S$, restricted to its rows indexed by the set $\mathcal{R}$, i.e., $X_{\mathcal{R}}=\left[X_{i_{1}}^{\top}, \cdots, X_{i_{r}}^{\top}\right]^{\top}$.

Suppose that there is a user who wishes to compute $L$ linear combinations of $D$ messages $\left\{X_{i}: i \in \mathcal{W}\right\}$, as $V_{1} X_{\mathcal{W}}, \cdots, V_{L} X_{\mathcal{W}}$, where $\mathcal{W} \in \mathbb{W}$ is the index set of the $D$ messages required for the computation, and $V_{\ell}, \ell \in[L]$, denoting the coefficient vector of the $\ell$ th desired linear combination, is the $\ell$ th row of an $L \times D$ MDS matrix $V$ with entries in $\mathbb{F}_{q}$, i.e., $V=\left[V_{1}^{\top}, \cdots, V_{L}^{\top}\right]^{\top}, V \in \mathbb{V}$. In other words, the user wants to compute the $L \times S$ matrix $Z^{[\mathcal{W}, V]} \triangleq V X_{\mathcal{W}}$ whose rows are the $L$ required linear combinations. We refer to $Z^{[\mathcal{W}, V]}$ as the demand, $\mathcal{W}$ as the demand's index set, $V$ as the demand's coefficient matrix, $L$ as the demand's dimension, and $D$ as the demand's support size.

We assume that $\mathbf{X}_{1}, \cdots, \mathbf{X}_{K}$ are independently and uniformly distributed over $\mathbb{F}_{q}^{S}$, that is, $H\left(\mathbf{X}_{i}\right)=B$ for $i \in \mathcal{K}$. Thus, $H(\mathbf{X})=K B, H\left(\mathbf{X}_{\mathcal{R}}\right)=|\mathcal{R}| B$ for every $\mathcal{R} \subset \mathcal{K}$, and $H\left(\mathbf{Z}^{[\mathcal{W}, \mathbf{V}]}\right)=L B$. We also assume that $\mathcal{W}, \mathbf{V}$, and $\mathbf{X}$ are independent random variables such that $\mathcal{W}$ and $\mathbb{V}$ are uniformly distributed over $\mathbb{W}$ and $\mathbb{V}$, respectively. Moreover, we assume that the servers initially know the distributions of $\mathcal{W}$ and V , whereas the servers have no information about the realizations $\mathcal{W}$ and $V$ in advance.

### 4.2.3 Privacy and Recoverability Conditions

To retrieve the demand $Z^{[\mathcal{W}, V]}$ for any given $\mathcal{W}$ and $V$, user generates $N$ queries $\left\{Q_{n}^{[\mathcal{W}, V]}\right\}_{n \in[N]}$, and sends the query $Q_{n}^{[\mathcal{L}, V]}$ to the $n$-th server. Note that server $n$ just receives $Q_{n}^{[\mathcal{W}, V]}$ without having any access to other queries (non-colluding servers assumption). Each query $Q_{n}^{[\mathcal{W}, V]}$ is a (potentially stochastic) function of $\mathcal{W}$ and $V$. For clarity, we denote $Q^{[\mathcal{W}, V]} \triangleq\left\{Q_{n}^{[\mathcal{W}, V]}\right\}_{n \in[N]}$ and $\mathbf{Q}^{[\mathcal{W}, \mathbf{V}]} \triangleq\left\{\mathbf{Q}_{n}^{[\mathcal{W}, \mathbf{V}]}\right\}_{n \in[N]}$.

Once the $n$-th server receives the query $Q_{n}^{[\mathcal{W}, V]}$, it responds back to the user with an answer $A_{n}^{[\mathcal{W}, V]}$. The answer $A_{n}^{[\mathcal{W}, V]}$ is a (deterministic) function of the query $Q_{n}^{[\mathcal{W}, V]}$ and $X$, i.e., $H\left(\mathbf{A}_{n}^{[\mathcal{W}, \mathbf{V}]} \mid \mathbf{Q}_{n}^{[\mathcal{W}, \mathbf{V}]}, \mathbf{X}\right)=0$. For clarity, we denote $A^{[\mathcal{W}, V]} \triangleq\left\{A_{n}^{[\mathcal{W}, V]}\right\}_{n \in[N]}$ and $\mathbf{A}^{[\mathcal{W}, \mathbf{V}]} \triangleq\left\{\mathbf{A}_{n}^{[\mathcal{W}, \mathbf{V}]}\right\}_{n \in[N]}$.

Recoverability Condition: The answers $A^{[\mathcal{W}, V]}$ from all the servers along with the queries $Q^{[\mathcal{W}, V]}$, and the realizations $\mathcal{W}, V$ must enable the user to retrieve the demand $Z^{[W, V]}$. This condition is referred to as the recoverability condition, as formally stated in the following

$$
H\left(\mathbf{Z}^{[\mathcal{W}, \mathbf{V}]} \mid \mathbf{A}^{[\mathcal{W}, \mathbf{V}]}, \mathbf{Q}^{[\mathcal{W}, \mathbf{V}]}, \mathcal{W}, \mathbf{V}\right)=0
$$

Privacy Condition: The queries $Q^{[\mathcal{W}, V]}$ should be designed such that the servers infer no information about the user's demand index set $\mathcal{W}$. This condition is referred to as the joint privacy condition, formally stated as follows

$$
I\left(\mathcal{W} ; \mathbf{Q}_{n}^{[\mathcal{W}, \mathbf{V}]}, \mathbf{A}_{n}^{[\mathcal{W}, \mathbf{V}]}, \mathbf{X}_{\mathcal{K}}\right)=0 \quad \forall n \in[N] .
$$

Equivalently, from the perspective of each server, every $D$-subset of indices $\mathcal{K}$ must be equally likely to be the demand's index set, i.e., for any given $\tilde{\mathcal{W}} \in \mathbb{W}$, it must hold that

$$
\mathbb{P}\left(\mathcal{W}=\tilde{\mathcal{W}} \mid \mathbf{Q}_{n}^{[\mathcal{W}, \mathbf{V}]}=Q_{n}^{[\mathcal{W}, V]}\right)=\mathbb{P}(\mathcal{W}=\tilde{\mathcal{W}}) \quad \forall n \in[N]
$$

### 4.2.4 Problem Statement

The problem is to design a protocol for generating queries $\left\{Q_{n}^{[\mathcal{W}, V]}\right\}_{n \in[N]}$ and their corresponding answers $\left\{A_{n}^{[\mathcal{W}, V]}\right\}_{n \in[N]}$ (for any given $\mathcal{W}$ and $V$ ) such that both the privacy and recoverability conditions are satisfied. We refer to this problem as Private Linear Transformation (PLT). A protocol for generating queries/answers for PLT is referred to as a PLT protocol.

The rate of a PLT protocol is defined as the ratio of the entropy of demand, i.e., $H\left(\mathbf{Z}^{[\mathcal{W}, \mathbf{V}]}\right)=L B$, to the total entropy of answers from the servers, i.e., $\Sigma_{n=1}^{N} H\left(\mathbf{A}_{n}^{[\mathcal{W}, \mathbf{V}]}\right)$. The capacity of the PLT problem, denoted by $C^{P L T}(N, K, L, D)$, is defined as the supremum of rates over all PLT protocols, i.e.,

$$
C^{P L T}(N, K, L, D) \triangleq \sup \frac{L B}{\sum_{n=1}^{N} H\left(\mathbf{A}_{n}^{[\mathcal{W}, \mathbf{V}]}\right)}
$$

In this work, our goal is to characterize (or derive non-trivial bounds on) the capacity of the PLT problem, i.e., $C^{P L T}(N, K, L, D)$, and to design a PLT protocol that is capacityachieving.

### 4.3 Main Results

In this section, we present our main results. Theorem 9 establishes an upper bound on the capacity of the PLT problem for all parameters $N, K, L, D \geq 1$. Leveraging some known capacity results, we show that the presented upper bound is tight in the following regimes: (i) the case where there is a single server (i.e., $N=1$ ), (ii) the case where $L=1$, and (iii) the case where $L=D$. Theorem 10 characterizes the capacity of the PLT problem for all parameters $N, K, D \geq 1$ and $L=1$, i.e., the case where the user wishes to privately compute one linear combination of $D$ messages in the database. The proofs of theorems 9 and 10 are given in sections 4.4 and 4.5 , respectively.

Theorem 9. The capacity of PLT problem with $N$ non-colluding and replicated servers, $K$ messages, demand's support size $D$, and demand's dimension $L$,
(i) if $\frac{K-D}{L} \leq 1$, is upper bounded by

$$
C^{P L T}(N, K, L, D) \leq\left(1+\frac{K-D}{L N}\right)^{-1}
$$

(ii) and if $\frac{K-D}{L} \geq 1$, is upper bounded by

$$
C^{P L T}(N, K, L, D) \leq\left(\frac{1-\left(\frac{1}{N}\right)^{\lfloor\theta\rfloor}}{1-\frac{1}{N}}+\frac{(\theta-\lfloor\theta\rfloor)}{N^{\lfloor\theta\rfloor}}\right)^{-1}
$$

where $\theta \triangleq \frac{K-D+L}{L}$.

The converse proof is provided in Section 4.4, which is based on a reduction argument and leverages the capacity result for multi-message PIR with private side information problem, introduced in [88].

Corollary 1. If $\frac{K-D}{L} \in \mathbb{Z}_{\geq 0}$, the capacity upper bounds provided in Theorem 9 , can be written as

$$
C^{P L T}(N, K, L, D) \leq\left(1+\frac{1}{N}+\cdots+\frac{1}{N^{\frac{K-D}{L}}}\right)^{-1}=\Phi\left(\frac{1}{N}, \frac{K-D+L}{L}\right)
$$

Remark 8. The capacity upper bounds in Theorem 9 are tight for the case when $N=1$ (i.e., when there is a single server), which is equal to $L /(K-D+L)$ as was shown in [50, Theorem 2]. Moreover, in Theorem 10, we prove the tightness of this upper bound for the case of $L=1$.

Remark 9. Notably, for the case of $L=D$, where the user wishes to privately compute $D$ independent linear combinations of $D$-subset of messages in the database (that is
equivalent to privately retrieving these $D$ messages), the capacity upper bound in Theorem 9, i.e., (i) $(1+(K-D) / D N)^{-1}$ if $K / D \leq 2$, and (ii) $\Phi(1 / N, K / D)$ if $K / D \geq 2$ and $K / D \in \mathbb{N}$, is tight as was shown in [11]. Note that in this case, an optimal capacityachieving multi-message PIR protocol proposed in [11, Theorems 1, 2] is an optimal protocol that achieves the capacity upper bound in Theorem 9.

Theorem 10. The capacity of the PLT problem with $N$ non-colluding and replicated servers, $K$ messages, demand's support size $D$, and demand's dimension $L=1$, is given by

$$
C^{P L T}(N, K, 1, D)=\left(1+\frac{1}{N}+\cdots+\frac{1}{N^{K-D}}\right)^{-1}=\Phi\left(\frac{1}{N}, K-D+1\right)
$$

The converse proof follows directly from the result of Theorem 9 for $L=1$. Also, an alternative proof of converse, similar to that of Theorem 9, is provided in Section 4.5. For the achievability proof, we design a PLT protocol that achieves the proposed upper bound provided by converse, and is inspired by both our recently proposed scheme of [34] for the single-server PIR with private coded side information problem, and the scheme proposed in [85] for the private computation problem.

Remark 10. The result of Theorem 10 generalizes the previous finding reported in [50] for the PLT problem with a single server, without any prior side information, when joint privacy is required, and $L=1$. As was shown in [50], the capacity of this setting is equal to $K-D+1$, which is consistent with the result of Theorem 10 for $N=1$. Also, evidently it can be observed that for the case of $D=1$, the result of Theorem 10 reduces to the known capacity result of [8] for the classical PIR problem where the user wants to privately download one message in the database, which is $\Phi(1 / N, K)$.

Remark 11. It is worthwhile to compare the result of Theorem 10 with the capacity result of [85] for the related PC problem where the user wishes to compute one arbitrary lin-
ear combination of $K$ independent messages in a database replicated at $N$ non-colluding servers, while hiding both the identities and the coefficients of the messages participating in the demand. As was shown in [85], the capacity of this setting is equal to $\Phi(1 / N, K)$. Unlike the privacy requirements in the private computation problem introduced in [85], in the PLT problem, the goal is to hide only the identities of the $D$ messages participating in the user's demand and not necessarily the values of their coefficients, which based on the result of Theorem 10, it can be fulfilled more efficiently with much higher rate, i.e., $\Phi(1 / N, K-D+1)$. This is interesting since this type of access privacy are motivated by many practical scenarios such as linear transformation technique used for dimensionality reduction in Machine Learning (ML) applications (see, e.g. [50, 97] and references therein). By comparing the capacity results of these two problems, one can readily conclude that the advantage of PLT protocols over the a repeated use of a PC protocol becomes more tangible when the demand's support size $D$ increases.

Remark 12. It is noteworthy that for* $D \geq 2$, a trivial PLT protocol for $L=1$ would be privately retrieving the $D$ messages required for the linear computation using an optimal multi-message PIR scheme satisfying privacy of demand messages jointly, introduced in [11], and then computing the required linear combination. As was shown in [11, Theorems 1, 2], the optimal rate that can be achieved leveraging this approach, is upper bounded by $D^{-1} \leq 1 / 2$. The result of Theorem 10 indicates that the PLT problem in general can be addressed much more efficiently with the rate of $\Phi(1 / N, K-D+1) \geq 1 / 2$.

Remark 13. Interestingly, in the PLT problem, a simple approach of computing each of the required linear combinations separately through applying an optimal PLT scheme introduced in Theorem 10, cannot achieve the capacity upper bound presented in Theorem 9 for all parameters $N, K, L, D$.

[^5]
### 4.4 Proof of Theorem 9

## Converse

The proof of converse follows from the capacity result for the problem of multimessage PIR with private side information, referred to as M-PIR-PSI, introduced in [88, Theorem 1]. In this problem, there is a database of $K$ independent messages whose copies are replicated across $N$ servers, and there is a user who has access to $M$ messages from the database as side information. The user wishes to retrieve $P$ messages from the database while leaking no information about the the identities of both the desired messages and the side information messages, to any individual server. As was shown in [88, Theorem 1], the capacity of this setting, denoted by $C^{M P I R-P S I}(N, K, P, M)$,
(i) if $\frac{K-M}{P} \leq 2$ is given by

$$
\begin{equation*}
C^{M P I R-P S I}(N, K, P, M)=\left(1+\frac{K-M-P}{P N}\right)^{-1} \tag{4.1}
\end{equation*}
$$

(ii) if $\frac{K-M}{P} \geq 2$ is upper bounded by

$$
\begin{equation*}
C^{M P I R-P S I}(N, K, P, M) \leq\left(\frac{1-\left(\frac{1}{N}\right)^{\lfloor\rho\rfloor}}{1-\frac{1}{N}}+\frac{(\rho-\lfloor\rho\rfloor)}{N\lfloor\rho\rfloor}\right)^{-1}, \tag{4.2}
\end{equation*}
$$

where $\rho \triangleq \frac{K-M}{P}$. In case (ii), as was shown [88, Corollary 1], if $\frac{K-M}{P} \in \mathbb{N}$, the capacity is given by

$$
\begin{equation*}
C^{M P I R-P S I}(N, K, P, M)=\Phi\left(\frac{1}{N}, \frac{K-M}{P}\right) . \tag{4.3}
\end{equation*}
$$

In the following, we want to show that any PLT protocol designed for the problem with $N$ servers, $K$ messages, demand's support size $D$, and demand's dimension $L$, can be used as a protocol that satisfies both the recoverability and the privacy conditions of the M-PIR-PSI problem with demand size $P=L$ and side information size $M=D-L$.

Specifically, for a given instance of the M-PIR-PSI problem with the set of demand indices $\mathcal{P}$ of size $L$, (i.e., $P=L$ ), and the set of side information indices $\mathcal{S}$ of size $D-L$, (i.e., $M=D-L$ ), the user can construct a random $L \times D$ MDS matrix $V$ and forms the set $\mathcal{W}=\mathcal{P} \cup \mathcal{S}$. Then, for the given $\mathcal{W}$ and $V$, the user and the servers can apply a PLT protocol for generating queries $Q^{[\mathcal{W}, V]}$ and their corresponding answers $A^{[\mathcal{W}, V]}$, such that the user can privately compute $L$ MDS coded linear combinations of the $D$ messages indexed by the set $\mathcal{W}$ (i.e., union of demands and side information messages). The user can then retrieve the $L$ desired messages by subtracting off the contribution of the $D-L$ side information messages from the computed $L$ linear combinations.

Now, we need to prove that the PLT-based protocol described above satisfies both the recoverability and the joint privacy conditions of the M-PIR-PSI problem. It should be noted that since the PLT protocol enables the user to compute $L$ MDS coded linear combinations of $D$ messages, based on the property of MDS codes ${ }^{\dagger}$, one can readily verify that the user can always retrieve the $L$ desired messages by subtracting off the contribution of $D-L$ side information messages from the $L$ computed linear equations, and solving the resulting system of $L$ linear equations with $L$ unknowns. Thus, the recoverability condition is satisfied.

It is easy to verify that by applying the PLT protocol, the identities of all the $D$ messages (i.e., the union of the demand messages and side information messages) participating in the $L$ linear combinations, will be jointly protected from each server as a result of the privacy guarantees of the PLT protocol. Indeed, from the perspective of each server, every $D$-subset of $K$ messages is equally likely to be the union of the demand messages and side information messages. Moreover, due to the property of MDS codes, within each $D$ subset of messages, every subset of size $L$ can be considered as the set of demand messages (i.e., the remaining $D-L$ as the set of side information messages) with equal probability.

[^6]This ensures that the described PLT-based protocol satisfies the privacy condition in the M-PIR-PSI problem.

Thus, we conclude that any achievable rates in the PLT problem with $N$ servers, $K$ messages, demand's support size $D$, and demand's dimension $L$, would be also achievable (using the PLT-based protocol) in the M-PIR-PSI problem with $N$ servers, $K$ messages, demand size $P=L$, and side information size $M=D-L$. Thus, the capacity of PLT problem with parameters $N, K, D, L$, i.e., $C^{P L T}(N, K, L, D)$, is upper bounded by the capacity of the M-PIR-PSI problem with parameters $N, K, P=L, M=D-L$, i.e., $C^{M P I R-P S I}(N, K, L, D-L)$. Thus, substituting $P$ with $L$, and $M$ with $D-L$ in equations 4.1, 4.2 completes the proof. Also, in case (ii), if $\frac{K-M}{P}=\frac{K-D+L}{L} \in \mathbb{N}$ or equivalently $\frac{K-D}{L} \in \mathbb{Z}_{\geq 0}$, we have

$$
C^{P L T}(N, K, L, D) \leq C^{M P I R-P S I}(N, K, L, D-L)=\Phi\left(\frac{1}{N}, \frac{K-D+L}{L}\right) .
$$

### 4.5 Proof of Theorem 10

We prove the converse by showing that the capacity for the case of $L=1$, that is $C^{P L T}(N, K, 1, D)$, is upper bounded by the capacity of PIR with private side information problem, referred to as PIR-PSI, in which a database of $K$ independent messages is replicated across $N$ servers, and the user has access to $M$ messages from the database as side information. The user wants to retrieve one message from the database while hiding jointly the identities of the desired message and the side information messages, from any individual server. This problem was introduced by Chen et al. [87]. As was shown in [87, Theorem 1], the capacity of PIR-PSI problem, denoted by $C^{P I R-P S I}(N, K, M)$, is equal to $\Phi\left(\frac{1}{N}, K-M\right)$.

Any PLT protocol designed for the problem with $N$ servers, $K$ messages, demand's support size $D$, and demand's dimension $L=1$, enables the user to compute one linear
combination of a subset of $D$ messages while hiding the identities of these messages from any server. So, based on a similar reasoning used in the converse proof of Theorem 9, one can easily confirm that such PLT protocol would also be a protocol satisfying the recoverability and the privacy conditions in the PIR-PSI problem with side information size $M=D-1$. Thus, any achievable rate in the PLT problem with $N$ servers, $K$ messages, demand's support size $D$, and demand's dimension $L=1$, can be also achieved for the PIR-PSI problem with $N$ servers, $K$ messages, and side information size $M=D-1$. Thus, we have

$$
C^{P L T}(N, K, 1, D) \leq C^{P I R-P S I}(N, K, D-1)=\Phi\left(\frac{1}{N}, K-D+1\right)
$$

## Achievability

In this section, we complete the proof of Theorem 10 by designing a PLT protocol for the setting with $N$ servers, $K$ messages, demand's support size $D$, and demand's dimension $L=1$, such that it achieves the upper bound provided by converse on the rate of any such PLT protocols, i.e., $\Phi(1 / N, K-D+1)$. The proposed protocol, referred to as the Modified GRS Code, leverages ideas from a modified version of the Specialized GRS Code Protocol proposed for the problem of single-server PIR with private coded side information in [34], as well as the PC scheme proposed for the PC problem in [85].

Modified GRS Code protocol: Assume $q \geq K$, and let each message consists of $S=N\binom{K}{D}$ symbols from $\mathbb{F}_{q}$. Suppose the user wishes to privately compute one linear combination of $D$ messages indexed by a set $\mathcal{W}$, as $V_{1} X_{\mathcal{W}}=\sum_{i \in \mathcal{W}} v_{i} X_{i}$ where $V_{1}$ is a row vector of length $D$. This protocol consists of four steps as follows:

Step 1: By using the Modified Specialized GRS Code protocol proposed in [34], the user first constructs a polynomial $p(x)=\sum_{i=0}^{K-D} p_{i} x^{i} \triangleq \prod_{i \notin \mathcal{W}}\left(x-\omega_{i}\right)$ where $\omega_{1}, \ldots, \omega_{K}$ are $K$ distinct arbitrarily chosen elements from $\mathbb{F}_{q}$. The user then constructs $r \triangleq K-D+$

1 vectors $Q_{1}, \ldots, Q_{r}$, each of length $K$, such that $Q_{i}=\left[\alpha_{1} \omega_{1}^{i-1}, \ldots, \alpha_{K} \omega_{K}^{i-1}\right], i \in[r]$, where $\alpha_{j}=\frac{v_{j}}{p\left(\omega_{j}\right)}$ for any $j \in \mathcal{W}$, and $\alpha_{j}$ is chosen randomly from $\mathbb{F}_{q}^{\times}$for any $j \notin \mathcal{W}$.

Step 2: Let $\hat{X}_{i} \triangleq \sum_{j=1}^{K} \alpha_{j} \omega_{j}^{i-1} X_{j}$ for $i \in[r]$. We refer to $\hat{X}_{i}$ as a super-message. Note that the vector $Q_{i}$, constructed in Step 1, is the vector of coefficients of the messages $\left\{X_{i}\right\}_{i \in \mathcal{K}}$ in the super-message $\hat{X}_{i}$. Let $F \triangleq\binom{K}{D}$, and let $W_{1}, W_{2}, \ldots, W_{F}$ be the collection of all $D$-subsets of $\mathcal{K}$ in a lexicographical order. The structure of the Specialized GRS Code protocol [34] ensures that for each $W_{f}, f \in[F]$, there exist exactly $q-1$ linear combinations $Y_{f}^{1}, Y_{f}^{2}, \ldots, Y_{f}^{q-1}$ of the messages $\left\{X_{i}\right\}_{i \in W_{f}}$ with (non-zero) coefficients from $\mathbb{F}_{q}^{\times}$, such that for every $k \in[q-1], Y_{f}^{k}$ can be written as a linear combination of the super-messages $\hat{X}_{1}, \ldots, \hat{X}_{r}$. Let $\beta_{f}^{k} \triangleq\left[\beta_{f, 1}^{k}, \ldots, \beta_{f, r}^{k}\right]$ be a vector of length $r$ such that $Y_{f}^{k}=\sum_{i=1}^{r} \beta_{f, i}^{k} \hat{X}_{i}$. It should be noted that, for each $f \in[F], Y_{f}^{1}, Y_{f}^{2}, \ldots, Y_{f}^{q-1}$ are the same up to a scalar multiple, i.e., for each $k \in[q-1], Y_{f}^{k}=\delta_{k} Y_{f}^{1}$, or equivalently, $\beta_{f}^{k}=\delta_{k} \beta_{f}^{1}$, for some distinct $\delta_{k} \in \mathbb{F}_{q}^{\times}$. The user then constructs $F$ vectors $\beta_{1}, \ldots, \beta_{F}$, each of length $r$, such that $\beta_{f}=\beta_{f}^{k_{f}}$ for $f \in[F]$, is chosen arbitrarily from the set of vectors $\left\{\beta_{f}^{k}\right\}_{k \in[q-1]}$. Let $Y_{f} \triangleq Y_{f}^{k_{f}}$ for $f \in[F]$. Each $Y_{f}$ is referred to as a (linear) function. Note that $\beta_{f}$ is the vector of coefficients of the super-messages $\left\{\hat{X}_{i}\right\}_{i \in[r]}$ in the function $Y_{f}$.

Step 3: The user then sends to all servers the vectors $Q_{1}, \ldots, Q_{r}$, associated with the super-messages $\hat{X}_{1}, \ldots, \hat{X}_{r}$, and the vectors $\beta_{1}, \ldots, \beta_{F}$, associated with the functions $Y_{1}, \ldots, Y_{F}$.

Step 4: Then, the user and the servers leverage the PC scheme of [85] with $r$ (independent) messages and $F$ (linear) functions of these messages such that the user can privately retrieve one of these functions. Indeed, the $r=K-D+1$ super-messages $\left\{\hat{X}_{i}\right\}_{i \in[r]}$ and the $F$ functions $\left\{Y_{f}\right\}_{f \in[F]}$, respectively, play the role of the original messages and the functions in the PC scheme, and the user is interested in retrieving the function $Y_{f^{*}}$ privately, where $Y_{f^{*}}$ is a linear combination with non-zero coefficients of the messages $\left\{X_{i}\right\}_{i \in \mathcal{W}}$. Note that by construction, there exists only one function $Y_{f^{*}}$ among $Y_{1}, \ldots, Y_{F}$ such that
$Y_{f^{*}}$ is a linear combination (with only non-zero coefficients) of the messages $\left\{X_{i}\right\}_{i \in \mathcal{W}}$, and the user's demand is an scalar multiple of $Y_{f^{*}}$. More specifically, each server first constructs the super-messages $\left\{\hat{X}_{i}\right\}_{i \in[r]}$ by using the coefficient vectors $\left\{Q_{i}\right\}_{i \in[r]}$ as described in Step 2, and then constructs the functions $\left\{Y_{f}\right\}_{f \in[F]}$ by utilizing the super-messages $\left\{\hat{X}_{i}\right\}_{i \in[r]}$ and the coefficient vectors $\left\{\beta_{f}\right\}_{f \in[F]}$ as explained in Step 2. Note that each function $Y_{f}$ for $f \in[F]$ consists of $S=N^{F}$ symbols (from $\mathbb{F}_{q}$ ) where $N$ is the number of servers. Then, each server sends to the user $S\left(1 / N+1 / N^{2}+\cdots+1 / N^{K-D+1}\right)$ carefully designed linear combinations of all symbols associated with all functions $\left\{Y_{f}\right\}_{f \in[F]}$. The details of the design of the user's query to each server and each server's transmitted linear combinations (which also depend on the query of the user) can be found in [85, Section 4].

Example 1. (Modified GRS Code protocol) Assume that $K=4$ independent messages from $\mathbb{F}_{5}^{16}$ are replicated over $N=2$ servers, and the user wishes to compute one linear combination of $D=3$ messages as $2 X_{1}+X_{2}+X_{3}$, i.e., $\mathcal{W}=\{1,2,3\}$ and $V_{1}=[2,1,1]$ (i.e., $v_{1}=2, v_{2}=1$, and $v_{3}=1$ ). Note that each message consists of $S=N^{\binom{K}{D}}=16$ symbols from $\mathbb{F}_{5}$.

First, the user chooses $K=4$ distinct elements $\omega_{1}, \ldots, \omega_{4}$ from $\mathbb{F}_{5}$. Suppose that the user picks $\omega_{1}=0, \omega_{2}=1, \omega_{3}=2, \omega_{4}=3$, and then constructs the polynomial $p(x)=\prod_{i \notin \mathcal{W}}\left(x-\omega_{i}\right)=x-\omega_{4}=x-3$. Then, the user computes $\alpha_{j}$ for $j \in \mathcal{W}$, as follows; $\alpha_{1}=\frac{v_{1}}{p\left(\omega_{1}\right)}=1, \alpha_{2}=\frac{v_{2}}{p\left(\omega_{2}\right)}=2$ and $\alpha_{3}=\frac{v_{3}}{p\left(\omega_{3}\right)}=4$, and chooses $\alpha_{j}$ for $j \notin \mathcal{W}$, i.e., $\alpha_{4}$, randomly from $\mathbb{F}_{5}^{\times}$. Assume that the user chooses $\alpha_{4}=2$.

Then, the user constructs $r=K-D+1=2$ vectors $Q_{1}$ and $Q_{2}$, each of length $K=4$, such that $Q_{i}=\left[\alpha_{1} \omega_{1}^{i-1}, \ldots, \alpha_{K} \omega_{K}^{i-1}\right]$ for $i \in\{1,2\}$, i.e., the user constructs $Q_{1}=[1,2,4,2]$ and $Q_{2}=[0,2,3,1]$. Note that for the set $W_{1}=\{1,2,3\}$, there exist exactly $q-1=4$ vectors $\beta_{1}^{k}=[2 k, k]$ for $k \in[4]$ such that $2 k Q_{1}+k Q_{2}=k[2,1,1,0]$.

Then, the user arbitrarily chooses the vector $\beta_{1}$ from the set of vectors $\left\{\beta_{1}^{k}=[2 k, k]\right\}_{k \in[4]}$. Suppose that the user chooses $\beta_{1}=\beta_{1}^{2}=[4,2]$. Similarly, the user picks the vectors
$\beta_{2}=[3,1], \beta_{3}=[1,4]$ and $\beta_{4}=[0,3]$. Then, the user sends to all servers the vectors $Q_{1}$ and $Q_{2}$ (associated with the super-messages $\hat{X}_{1}$ and $\hat{X}_{2}$ ), and the vectors $\beta_{1}, \ldots, \beta_{4}$ (associated with the functions $Y_{1}, \ldots, Y_{4}$ ). Using the coefficient vectors $Q_{1}$ and $Q_{2}$, each server first constructs the two super-messages $\hat{X}_{1}=X_{1}+2 X_{2}+4 X_{3}+2 X_{4}$ and $\hat{X}_{2}=2 X_{2}+3 X_{3}+X_{4}$, and then constructs the functions $Y_{1}, \ldots, Y_{4}$ using the supermessages $\hat{X}_{1}$ and $\hat{X}_{2}$ and the coefficient vectors $\beta_{1}, \ldots, \beta_{4}$ as follows:

$$
\begin{aligned}
& Y_{1}=4 \hat{X}_{1}+2 \hat{X}_{2}=4 X_{1}+2 X_{2}+2 X_{3} \\
& Y_{2}=3 \hat{X}_{1}+\hat{X}_{2}=3 X_{1}+3 X_{2}+2 X_{4} \\
& Y_{3}=\hat{X}_{1}+4 \hat{X}_{2}=X_{1}+X_{3}+X_{4} \\
& Y_{4}=3 \hat{X}_{2}=X_{2}+4 X_{3}+3 X_{4}
\end{aligned}
$$

Finally, the user and the servers apply the PC scheme of [85] for two super-messages $\hat{X}_{1}, \hat{X}_{2}$ in order for the user to privately retrieve the function $Y_{1}$. It should be noted that among the functions $Y_{1}, \ldots, Y_{4}$, only $Y_{1}$ is a linear combination of the messages $\left\{X_{i}\right\}_{i \in \mathcal{W}}=\left\{X_{1}, X_{2}, X_{3}\right\}$, and the user's demand, i.e., $2 X_{1}+X_{2}+X_{3}$ is equal to $3 Y_{1}$. The details of the PC scheme for this example are as follows. Let $\pi:[16] \rightarrow[16]$ be a randomly chosen permutation. Let $u_{f}(i) \triangleq \sigma_{i} Y_{f}(\pi(i))$ for $f \in[4]$ and $i \in[16]$, where $Y_{f}(\pi(i))$ is the $\pi(i)$-th $\mathbb{F}_{5}$-symbol of $Y_{f}$, and $\sigma_{i}$ is a randomly chosen element from $\{-1,+1\}$. For simplifying the notation, let $\left(a_{i}, b_{i}, c_{i}, d_{i}\right)=\left(u_{1}(i), u_{2}(i), u_{3}(i), u_{4}(i)\right)$ for all $i \in[16]$. The user then queries 15 carefully designed linear combinations of the symbols $\left\{\left\{a_{i}\right\}_{i \in[16]},\left\{b_{i}\right\}_{i \in[16]},\left\{c_{i}\right\}_{i \in[16]},\left\{d_{i}\right\}_{i \in[16]}\right\}$, as given in Table 4.1 [85], from each of the servers (S1 and S2).

As shown in [85], among the 15 symbols queried from S 1 (or S2), 3 symbols are redundant (based on the information obtained from S2 (or S1)). For example, consider the 15 symbols queried from S 1 . (Similar observations can be made regarding the queries
from S2.) Among the 4 symbols $\left\{a_{1}, b_{1}, c_{1}, d_{1}\right\}$, any 2 symbols suffice to recover the other 2 symbols. For example, $c_{1}$ and $d_{1}$ can be obtained from $a_{1}$ and $b_{1}$. (Note that $Y_{3}$ and $Y_{4}$ can be written as a linear combination of $Y_{1}$ and $Y_{2}$.) Thus, the server S 1 needs to send two arbitrary symbols from $\left\{a_{1}, b_{1}, c_{1}, d_{1}\right\}$. In addition, given any 2 symbols from $\left\{a_{2}, b_{2}, c_{2}, d_{2}\right\}$, any 5 symbols from $\left\{a_{3}-b_{2}, a_{4}-c_{2}, a_{5}-d_{2}, b_{4}-c_{3}, b_{5}-d_{3}, c_{5}-d_{4}\right\}$ queried from S 1 would suffice to recover the remaining symbol. For example, $c_{5}-d_{4}$ can be obtained from the symbols $\left\{a_{3}-b_{2}, a_{4}-c_{2}, a_{5}-d_{2}, b_{4}-c_{3}, b_{5}-d_{3}, b_{2}, d_{2}\right\}$ (for details, see [85, Section 5.1]). Thus, each of the servers S1 and S2 needs to send to the user only 12 symbols. In particular, S1 transmits 2 arbitrary symbols from $\left\{a_{1}, b_{1}, c_{1}, d_{1}\right\}$, 5 from $\left\{a_{3}-b_{2}, a_{4}-c_{2}, a_{5}-d_{2}, b_{4}-c_{3}, b_{5}-d_{3}, c_{5}-d_{4}\right\}$, and the 4 symbols $\left\{a_{9}-b_{7}+\right.$ $\left.c_{6}, a_{10}-b_{8}+d_{6}, a_{11}-c_{8}+d_{7}, b_{11}-c_{10}+d_{9}\right\}$, and the symbol $\left\{a_{15}-b_{14}+c_{13}-d_{12}\right\} ;$ and S2 transmits 2 arbitrary symbols from $\left\{a_{2}, b_{2}, c_{2}, d_{2}\right\}, 5$ arbitrary symbols from $\left\{a_{6}-\right.$ $\left.b_{1}, a_{7}-c_{1}, a_{8}-d_{1}, b_{7}-c_{6}, b_{8}-d_{6}, c_{8}-d_{7}\right\}$, and the 4 symbols $\left\{a_{12}-b_{4}+c_{3}, a_{13}-b_{5}+\right.$ $\left.d_{3}, a_{14}-c_{5}+d_{4}, b_{14}-c_{13}+d_{12}\right\}$, and the symbol $\left\{a_{16}-b_{11}+c_{10}-d_{9}\right\}$.

From the answers sent by the servers, the user obtains all 16 symbols $a_{1}, \ldots, a_{16}$, and accordingly, all 16 symbols of $Y_{1}$. (Note that $a_{i}=u_{1}(i)=\sigma_{i} Y_{1}(\pi(i))$ for $i \in[16]$.) Then, the user can compute the desired linear combination, i.e., $2 X_{1}+X_{2}+X_{3}$ by computing $3 Y_{1}$. In order to retrieve $Y_{1}$ which consists of 16 symbols (over $\mathbb{F}_{5}$ ), according to the proposed protocol, the user downloads 24 symbols (over $\mathbb{F}_{5}$ ) from both servers. Thus, the rate of the proposed protocol is $16 / 24=2 / 3$.

It should be noted that for every subset of size 3 of the messages $\left\{X_{i}\right\}_{i \in[4]}$, in the proposed protocol, there exists one (and only one) linear combination (with non-zero coefficients) of these messages, namely $Y_{f^{*}}$ for some $f^{*} \in[4]$. Moreover, as a result of the privacy guarantees of the PC scheme, no server can infer any information about the index $\left(f^{*}\right)$ of the function $Y_{f^{*}}$ being requested by the user. Thus, the proposed scheme satisfies the required joint privacy condition of the PLT problem.

Table 4.1: The queries of the PC protocol for $N=2$ servers, 2 super-messages, and $F=4$ functions, when the user demands $Y_{1}$.

| $\mathbf{S} \mathbf{1}$ | $\mathbf{S} 2$ |
| :---: | :---: |
| $a_{1}, b_{1}, c_{1}, d_{1}$ | $a_{2}, b_{2}, c_{2}, d_{2}$ |
| $a_{3}-b_{2}$ | $a_{6}-b_{1}$ |
| $a_{4}-c_{2}$ | $a_{7}-c_{1}$ |
| $a_{5}-d_{2}$ | $a_{8}-d_{1}$ |
| $b_{4}-c_{3}$ | $b_{7}-c_{6}$ |
| $b_{5}-d_{3}$ | $b_{8}-d_{6}$ |
| $c_{5}-d_{4}$ | $c_{8}-d_{7}$ |
| $a_{9}-b_{7}+c_{6}$ | $a_{12}-b_{4}+c_{3}$ |
| $a_{10}-b_{8}+d_{6}$ | $a_{13}-b_{5}+d_{3}$ |
| $a_{11}-c_{8}+d_{7}$ | $a_{14}-c_{5}+d_{4}$ |
| $b_{11}-c_{10}+d_{9}$ | $b_{14}-c_{13}+d_{12}$ |
| $a_{15}-b_{14}+c_{13}-d_{12}$ | $a_{16}-b_{11}+c_{10}-d_{9}$ |

Lemma 17. The Modified GRS Code protocol is a PLT protocol, and achieves the rate $\left(\frac{1}{N}, K-D+1\right)$.

Proof. The messages $\mathbf{X}_{[K]}$ are uniformly and independently distributed over $\mathbb{F}_{q}^{S}$, and the messages $\left\{\hat{X}_{1}, \ldots, \hat{X}_{r}\right\}$ are linearly independent combinations of the messages in $X_{[K]}$, thus $\left\{\hat{\mathbf{X}}_{1}, \ldots, \hat{\mathbf{X}}_{r}\right\}$ are uniformly and independently distributed over $\mathbb{F}_{q}^{S}$ as well, i.e., $H\left(\hat{\mathbf{X}}_{1}\right)=\cdots=H\left(\hat{\mathbf{X}}_{r}\right)=S \log q=B$. Hence, the rate of the Modified GRS Code protocol is the same as the rate of the PC protocol for $N$ servers and $K-D+1$ messages, which is given by $\Phi\left(\frac{1}{N}, K-D+1\right)$ (see [85, Theorem 1]).

From the step 4 of the Modified GRS Code protocol, it is evident that the recoverability condition is satisfied. For the joint privacy of the proposed protocol, the proof is as follows. The PC protocol protects the privacy of the function requested by the user (i.e., no server can infer any information about the index of the function requested by the user
upon receiving the query). Consider an arbitrary server $n \in[N]$, which receives an arbitrary query $Q_{n}^{[\mathcal{L}, V]}$, generated by the proposed protocol. Given $\mathbf{Q}_{n}^{[\mathcal{W}, \mathbf{V}]}=Q_{n}^{[\mathcal{W}, V]}$, from the perspective of server $n$, every function $Y_{f}$ for $f \in[F]$, is equally likely to be the user's desired function. We denote the support of $Y_{f}$ by $\mathcal{Y}_{f}$, i.e., $\mathcal{Y}_{f}$ is the set of all indices $i \in[K]$ such that $X_{i}$ has a non-zero coefficient in the linear combination $Y_{f}$. Note that for any $\tilde{\mathcal{W}} \in \mathbb{W}$, in the proposed protocol, there exists only one function $Y_{f^{*}}$ among $Y_{1}, \ldots, Y_{F}$ with $\mathcal{Y}_{f^{*}}=\tilde{\mathcal{W}}$. Thus, for any $\tilde{\mathcal{W}} \in \mathbb{W}$ and every $n \in[N]$, the following holds
$\mathbb{P}\left(\mathcal{W}=\tilde{\mathcal{W}} \mid \mathbf{Q}_{n}^{[\mathcal{W}, \mathbf{V}]}=Q_{n}^{[\mathcal{W}, V]}\right)=\operatorname{Pr}\left(\mathcal{W}=\mathcal{Y}_{f^{*}} \mid \mathbf{Q}_{n}^{[\mathcal{W}, \mathbf{V}]}=Q_{n}\right)=\frac{1}{F}=\frac{1}{\binom{K}{D}}=\mathbb{P}(\mathcal{W}=\tilde{\mathcal{W}})$.

This completes the proof.

## Part II

Fast Data Access in Distributed Systems

## 5. SERVICE RATE REGION USING COMBINATORIAL APPROACH*

### 5.1 Introduction

Providing reliability against failures, ensuring availability of stored content during high demand, providing fast content download and serving a large number of users simultaneously are major concerns in cloud storage systems. The service capacity has been recently recognized as an important performance metric. It has a wide relevance, and can be interpreted as a measure of the maximum number of users that can be simultaneously served by a coded storage system $[71-74,76,98,99]$. Thus, maximizing the service capacity is of great significance for the emerging applications such as distributed learning. Moreover, maximizing the service capacity reduces the users' latency, particularly in a high traffic regime, which is important for the delay-sensitive applications such as live streaming.

The service rate problem is concerned with a distributed storage system in which $k$ files $f_{1}, \ldots, f_{k}$ are stored across $n$ servers using a linear $[n, k]_{q}$ code such that the requests to download file $f_{i}$ arrive at rate $\lambda_{i}$, and the server $l$ operates at rate $\mu_{l}$. A goal of the service rate problem is to determine the service rate region of this coded storage system which is the set of all request arrival rates $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ that can be served by this system given the finite service rate of the servers. The service rate problem is generally formulated as a sequence of linear programs, that has been studied only in some limited cases $[73,74,76]$. In this work, we show that the service rate problem is equivalent to the fractional matching problem which were extensively studied in the context of graph theory. This equivalence result allows one to leverage the techniques in the rich literature of the graph theory for solving the service rate problem.

[^7]
## Related Work

Existing studies on data access pursue various directions. Many are focused on providing efficient maintenance of storage under possible failures of a subset of nodes accessed (see e.g., [51, 52, 99-101]). These studies typically assume infinite service rate (instantaneous service) for each storage node. Hence, they do not address the problem of serving a large number of users simultaneously.

Another important line of work is concerned with caching (see e.g., $[56,57,102]$ ), in which generally the limited capacity of the backhaul link is considered as the main bottleneck of the system, and the goal is usually to minimize the backhaul traffic by prefetching the popular contents at the storage nodes of limited size. Thus, these works do not address the scenarios where many users want to get the same content concurrently given the limited capacity of the access part of the network.

The other related body of work is concerned with minimizing the download latency (see e.g., $[62-67,69,70,103-106]$ ). These papers assume that the storage nodes can serve the customers at some finite rate, and aim to compute the download latency for intractable queueing systems that appear in coded storage.

We note now and explain in detail later that because of the constraints on the service rate of servers, by maximizing the service capacity the load balancing is provided in the distributed storage system (see [98]). In that sense, the most relevant work to this work includes batch codes, switch codes and PIR codes (see e.g., [16, 107-110]). However, the problems considered in these papers, as we will show later, can be often seen as special cases of the service rate problem.

A connection between distributed storage allocation problems (see $[99,111]$ and references therein) and matching problems in hyper-graphs have been observed in computer science literature [112] (see also [113]). In particular, it was noted that the uniform model
of distributed storage allocation considered in [99] leads to a question which is asymptotically equivalent to the fractional version of a long standing conjecture by Erdős [114] on the maximum number of edges in a uniform hypergraph.

## Our Contributions

We first introduce a novel graph representation of coding schemes, which we refer to as a recovery graph for the coding scheme, in Sec. 5.3.1. We then show the following results in Sec. 5.3.4: 1) equivalence between the service rate problem and the well-known fractional matching problem and 2) equivalence between the integral service rate problem and the matching problem. These equivalence results allow us to show that the service capacity of a code is equal to the fractional matching number in the recovery graph of a code, and thus is lower bounded and upper bounded by the matching number and the vertex cover number, respectively. This is beneficial because if the recovery graph of a code is a bipartite graph, then the upper bound and lower bound are equal, which allows us to establish the service capacity of the storage system. Leveraging this result, we determine the service capacity of the binary simplex codes whose recovery graph, as we will show, is bipartite. Furthermore, we show that the service rate problem can be viewed as a generalization of batch codes problem in Sec. 5.4. In particular, we show that the multiset primitive batch codes problem is a special case of the service rate problem in which the solution (i.e., the portion of requests assigned to the recovery sets of each file) is restricted to be integral.

### 5.2 Coded System and its Service Rate Region

Throughout this work, we use bold-face lower-case letters for vectors and bold-face capital letters for matrices. Let $\mathbb{N}$ denote the set of positive integers. $\mathbb{F}_{q}$ denotes the finite field with $q$ elements. For $i \in \mathbb{N},[i] \triangleq\{1, \ldots, i\}$. For $n \in \mathbb{N}, \mathbf{1}_{n}$ denotes the all-one vector of length $n$.

Consider a storage system where $k$ files $f_{1}, \ldots, f_{k}$ are stored across $n$ servers labeled $1, \ldots, n$, using an $[n, k]_{q}$ code with generator matrix $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$. A set of stored symbols that can be used to recover file $f_{i}$ is referred to as a recovery set for file $f_{i}$. Let $\mathbf{g}_{j}$ be the $j$ th column of $\mathbf{G}$. The set $R \subseteq[n]$ is a recovery set for file $f_{i}$ if there exists non-zero $\alpha_{j}$ 's $\in \mathbb{F}_{q}$ such that $\sum_{j \in R} \alpha_{j} \mathbf{g}_{j}=\mathbf{e}_{i}$, where $\mathbf{e}_{i}$ denotes the $i$ th unit vector. In other words, a set $R$ is a recovery set for file $f_{i}$ if the unit vector $\mathbf{e}_{i}$ can be recovered by a linear combination of the columns of G indexed by the set $R$.

Let $t_{i} \in \mathbb{N}$ denote the number of recovery sets for file $f_{i}$, and $\mathcal{R}_{i}=\left\{R_{i, 1}, \ldots, R_{i, t_{i}}\right\}$ denote the set of recovery sets for file $f_{i}$. We assume w.l.o.g. that the time to download a file from server $l \in[n]$ is exponential with rate $\mu_{l} \in \mathbb{R}_{\geq 0}$, i.e., $\mu_{l}$ is the average rate at which server $l$ resolves the received file requests. We denote the service rates of servers $1, \ldots, n$ by the vector $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{n}\right)$. We further assume that the arrival of requests for file $f_{i}$ is Poisson with rate $\lambda_{i}, i \in[k]$. We denote the request rates for files $1, \ldots, k$ by the vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$. We consider the class of scheduling strategies that assign a fraction of requests for a file to each of its recovery sets. Let $\lambda_{i, j}$ be the portion of requests for file $f_{i}$ that are assigned to the recovery set $R_{i, j}, j \in\left[t_{i}\right]$.

The service rate problem seeks to determine the set of arrival rates $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ that can be served by a coded storage system with generator matrix G and service rate $\mu$, referred to as service rate region $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu}) \subseteq \mathbb{R}_{\geq 0}^{k}$.

Definition 1. An (G, $\boldsymbol{\mu})$ system is a coded storage system in which $k$ files are stored across $n$ servers using a linear $[n, k]_{q}$ code with generator matrix $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ such that file $f_{i}$ for $i \in[k]$ has $t_{i} \in \mathbb{N}$ recovery sets denoted by $\mathcal{R}_{i}=\left\{R_{i, 1}, \ldots, R_{i, t_{i}}\right\}$, and the service rate of servers in the system is $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{n}\right)$.

Definition 2. The service rate region of an $(\mathbf{G}, \boldsymbol{\mu})$ system, denoted by $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$, is the set
of vectors $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ for which there exist $\lambda_{i, j}$ satisfying the following constraints:

$$
\begin{align*}
& \sum_{j=1}^{t_{i}} \lambda_{i, j}=\lambda_{i}, \quad \text { for all } i \in[k]  \tag{5.1a}\\
& \sum_{i=1}^{k} \sum_{\substack{j \in\left[t_{i}\right] \\
l \in R_{i, j}}} \lambda_{i, j} \leq \mu_{l}, \text { for all } l \in[n]  \tag{5.1b}\\
& \lambda_{i, j} \in \mathbb{R}_{\geq 0}, \quad \text { for all } \quad i \in[k], j \in\left[t_{i}\right] \tag{5.1c}
\end{align*}
$$

Note that the constraints (5.1a) ensure that the demands for all files are served, and the constraints (5.1b) guarantee that no node is sent requests in excess of its service rate.

Proposition 1. [76, Lemma 1] The service rate region of an $(\mathbf{G}, \boldsymbol{\mu})$ system $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ is a non-empty, convex, closed, and bounded subset of the $\mathbb{R}_{\geq 0}^{k}$.

The service capacity of an $(\mathbf{G}, \boldsymbol{\mu})$ system, $\lambda^{\star}(\mathbf{G}, \boldsymbol{\mu})$, is defined as the maximum sum of arrival rates that can be served simultaneously by the storage system. We define a maximum demand vector, denoted by $\boldsymbol{\lambda}^{\star}=\left(\lambda_{1}^{\star}, \ldots, \lambda_{k}^{\star}\right)$, as a vector in the service rate region for which $\sum_{i=1}^{k} \lambda_{i}^{\star}=\lambda^{\star}(\mathbf{G}, \boldsymbol{\mu})$. An instance of the maximum demand vector is obtained by solving the following linear programming (LP):

$$
\begin{equation*}
\max \sum_{i=1}^{k} \lambda_{i} \quad \text { s.t. (5.1) holds. } \tag{5.2}
\end{equation*}
$$

Definition 3. The integral service rate region of an $(\mathbf{G}, \boldsymbol{\mu})$ system, denoted by $\mathcal{S}_{I}(\mathbf{G}, \boldsymbol{\mu})$, is the set of all vectors $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ for which there exist $\lambda_{i, j} \in \mathbb{Z}_{\geq 0}$ satisfying the sets of constraints (5.1a), (5.1b).

Note that each demand vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ in the integral service rate region has integral coordinates, i.e., $\mathcal{S}_{I}(\mathbf{G}, \boldsymbol{\mu}) \subseteq \mathbb{Z}_{\geq 0}^{k}$. However, because of the fractional relaxation
of $\lambda_{i, j}$, it is not guaranteed that the vectors with integral coordinates in the service rate region $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ are also in the integral service rate region $\mathcal{S}_{I}(\mathbf{G}, \boldsymbol{\mu})$.

Remark 14. In the integral setting of the service rate problem where $\lambda_{i, j}$ are non-negative integers, if each server can serve up to one request at a time, i.e., $\mu_{l}=1$ for all servers $l \in[n]$, then one can easily conclude that $\lambda_{i, j}$ are binary and the recovery sets used for each file $f_{i}, i \in[k]$ are disjoint.

### 5.3 Equivalence to Fractional Matching

We first introduce a graph representation of a coding scheme, referred to as a recovery graph, which is useful for characterizing the service capacity of a coded storage system through relating this problem with the well-known problem of finding the maximum fractional matching in a graph. In particular, we show that the service capacity of a code equals the fractional matching number in the recovery graph of the code. Another way of determining the service capacity of a coded storage system is providing tight bounds on the maximum sum of the arrival rates that can be served by the storage system. We show that the matching number and the vertex cover number in the recovery graph of a code, respectively are a lower bound and an upper bound on the service capacity of a code. Thus, if the recovery graph of a code is a bipartite graph, according to the Duality Theorem [115], the matching number and vertex cover number are identical, and we are able to determine the capacity. As an application of this result, we determine the service capacity of the binary simplex codes whose recovery graph, as we will show, is a bipartite graph. We next describe how to construct the recovery graph of a code, and then we present the interesting connections.

### 5.3.1 Graph Representation of Storage Schemes

Here, we introduce a graph representation of storage schemes. For simplicity, we consider linear codes, however, it is straightforward to generalize the notion for non-linear
codes. For the clarity of exposition, we focus on recovery sets of size one and two. In other words, a recovery set for each file is either a systematic symbol or a group of two symbols, as is the case when $k=2$. As we discuss in Remark 15 later, the notions described can be easily extended to the general case of arbitrary sized recovery sets by considering hypergraphs in which each edge can be incident to an arbitrary number of vertices.

Consider an $[n, k]$ code with a $k \times n$ generator matrix $\mathbf{G}$. We define a graph $G(V, E)$ associated with the generator matrix $\mathbf{G}$, referred to as a recovery graph for the coding scheme $G$, where the vertices in $V$ correspond to the $n$ encoded data symbols (the servers of the storage system), and the edges in $E$ correspond to the recovery sets of files. In $G(V, E)$, each self-loop represents a recovery set of size 1 for the vertex (file) that it is connected to, and each edge between two vertices represents a recovery set of size 2 for the file that can be recovered from these two vertices. Each edge is assigned a color such that the edges that correspond to the recovery sets of the same file are assigned the same color. In that sense, we have an edge-colored graph. It should be noted that a graph with self-loops can be simply converted to a graph without any self-loops by adding sufficient number of dummy vertices (servers). We assume that the label of all dummy servers is zero and thus we denote a systematic recovery set for file $f_{i}$ by $\{0, r\}$ where $r$ is the label of the systematic server storing file $f_{i}$. Section 5.3.3 provides an example that shows the recovery graph for the binary $[7,3]$ simplex code.

### 5.3.2 Matching and Vertex Cover on Graphs

In this section, we with briefly review the notions of matching and vertex cover on graphs. For details, we refer the reader to standard texts on graph theory, e.g., [115, 116].

Definition 4. A matching in a graph is a set of all pairwise non-adjacent edges.

Alternatively, a matching in a graph $G(V, E)$ is an assignment of the values $\tilde{x}_{e} \in\{0,1\}$ to the edges $e \in E$ in such a way that for each vertex $v \in V$, the sum of the values on the
incident edges is at most 1 . All the edges $e \in E$ with value $\tilde{x}_{e}=1$ are in the matching. Thus, a matching vector in a graph $G(V, E)$ can be defined as a vector $\tilde{\boldsymbol{x}}=\left(\tilde{x}_{e}: e \in E\right)$ satisfying the following conditions:

$$
\begin{gather*}
\sum_{\text {e incident to } v} \tilde{x}_{e} \leq 1, \quad \text { for all } v \in V  \tag{5.3a}\\
\tilde{x}_{e} \in\{0,1\}, \quad \text { for all } e \in E \tag{5.3b}
\end{gather*}
$$

Definition 5. A maximum matching in a graph is a matching that contains the largest number of edges. The maximum matching vector is denoted by $\tilde{\boldsymbol{x}}^{\star}$.

The size of a maximum matching in a graph $G(V, E)$ is called matching number, denoted by $m(G)$. There may be several instances of maximum matchings in a graph. The problem of finding an instance of maximum matching can be formulated as follows:

$$
\begin{equation*}
\max \sum_{e \in E} \tilde{x}_{e} \quad \text { s.t. (5.3) holds. } \tag{5.4}
\end{equation*}
$$

Definition 6. A fractional matching in a graph $G(V, E)$ is an assignment of the values $x_{e} \in[0,1]$ to the edges $e \in E$ such that for each vertex $v \in V$, the sum of the values on the incident edges is at most 1.

A fractional matching vector in a graph $G(V, E)$ can be defined as a vector $\boldsymbol{x}=\left(x_{e}\right.$ : $e \in E)$ satisfying the following constraints:

$$
\begin{gather*}
\sum_{\mathrm{e} \text { incident to } v} x_{e} \leq 1, \quad \text { for all } v \in V  \tag{5.5a}\\
x_{e} \in[0,1], \quad \text { for all } e \in E \tag{5.5b}
\end{gather*}
$$

Definition 7. A maximum fractional matching, denoted by $\boldsymbol{x}^{\star}$, is a fractional matching vector in the graph that has the maximum value $\sum_{e \in E} x_{e}$.

The value of a maximum fractional matching in a graph $G(V, E)$ is called the fractional matching number, denoted as $m_{f}(G)$. Finding an instance of maximum fractional matching in a graph can be formulated as the following LP:

$$
\begin{equation*}
\max \sum_{e \in E} x_{e} \quad \text { s.t. (5.5) holds. } \tag{5.6}
\end{equation*}
$$

Definition 8. A vertex cover of a graph is a set of vertices such that each edge of the graph is incident to at least one vertex in the set.

Alternatively, a vertex cover of a graph $G(V, E)$ is an assignment of the values $y_{v} \in$ $\{0,1\}$ to the vertices $v \in V$ in such a way that for each edge $e \in E$, the sum of the values on the endpoint vertices is at least 1 . All the vertices $v \in V$ with value $\tilde{y}_{v}=1$ are in the vertex cover. Thus, a vertex cover vector of a graph $G(V, E)$ can be defined as a vector $\boldsymbol{y}=\left(y_{v}: v \in V\right)$ satisfying the following conditions:

$$
\begin{gather*}
\sum_{v \text { incident to } e} y_{v} \geq 1, \quad \text { for all } e \in E  \tag{5.7a}\\
y_{v} \in\{0,1\}, \quad \text { for all } v \in V \tag{5.7b}
\end{gather*}
$$

Definition 9. A minimum vertex cover in a graph is a vertex cover with minimum number of vertices.

The cardinality of a minimum vertex cover in a graph $G(V, E)$ is called vertex cover number, denoted by $v(G)$. There may be several instances of a minimum vertex cover in a graph. Finding an instance of minimum vertex cover in a graph can be formulated as the following integer LP:

$$
\begin{equation*}
\min \sum_{v \in V} y_{v} \quad \text { s.t. (5.7) holds. } \tag{5.8}
\end{equation*}
$$



Figure 5.1: A distributed storage system consists of 7 servers storing files $f_{1}, f_{2}$, and $f_{3}$ using a binary $[7,3]$ simplex code.

Proposition 2. For an arbitrary graph $G$, it is known that $m(G) \leq m_{f}(G) \leq v(G)$. For a bipartite graph $G$, it holds that $m(G)=m_{f}(G)=v(G)$.

In what follows, we assume that each server in the distributed storage system can serve up to one request at each moment, i.e., $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{n}\right)=(1, \ldots, 1)$. Thus, $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ and $\lambda^{\star}(\mathbf{G}, \boldsymbol{\mu})$ only depend on the generator matrix $\mathbf{G}$ and are respectively denoted by $\mathcal{S}(\mathbf{G})$ and $\lambda^{\star}(\mathbf{G})$. Next, we present an example to show how the service rate of a code is connected to the matching and the vertex cover problems.

### 5.3.3 Example of Equivalence

Here, we present an example to give more intuition about the subsequent results and to provide a sketch of the proofs. Consider a distributed storage system in which files $f_{1}$, $f_{2}$, and $f_{3}$ are stored across 7 servers, labeled $1, \ldots, 7$, using a binary $[7,3]_{2}$ simplex code with the service rate $\mu_{l}=1, l \in[7]$. The generator matrix of this code is given by:

$$
\mathbf{G}=\left[\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
{\left[\begin{array}{lllllll}
1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right]}
\end{array}\right.
$$

where the number above each column shows the label of the corresponding column (server). Fig. 5.1 depicts this distributed storage system.


Figure 5.2: Recovery graph of the binary $[7,3]$ Simplex code.

The recovery sets for each file are given by

$$
\begin{aligned}
& \mathcal{R}_{1}=\left\{R_{1,1}, \ldots, R_{1,4}\right\}=\{\{0,1\},\{2,3\},\{4,5\},\{6,7\}\} \\
& \mathcal{R}_{2}=\left\{R_{2,1}, \ldots, R_{2,4}\right\}=\{\{0,2\},\{1,3\},\{4,6\},\{5,7\}\} \\
& \mathcal{R}_{3}=\left\{R_{3,1}, \ldots, R_{3,4}\right\}=\{\{0,4\},\{1,5\},\{2,6\},\{3,7\}\}
\end{aligned}
$$

The recovery graph of $[7,3]_{2}$ simplex code is drawn in Fig. 5.2, which is a bipartite graph. The vertices $\emptyset_{f_{1}}, \emptyset_{f_{2}}$ and $\emptyset_{f_{3}}$ are the dummy vertices added to the graph for the purpose of removing the self-loops of systematic vertices $f_{1}, f_{2}$, and $f_{3}$, respectively. The edges with color magenta, green, and blue represent recovery sets for files $f_{1}, f_{2}$, and $f_{3}$, respectively. Moreover, the label $\lambda_{i, j}$ above an edge indicates the portion of requests for file $f_{i}$ that is assigned to the recovery set $R_{i, j}$.

The service rate region $\mathcal{S}(\mathbf{G})$ of this system is the set of vectors $\boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ for which there exist $\lambda_{i, j}$ 's, $i \in[3]$ and $j \in[4]$, satisfying the set of constraints (5.1) as follows:

$$
\begin{align*}
& (5.1 \mathrm{a}) \Rightarrow\left\{\begin{array}{l}
\lambda_{1}=\lambda_{1,1}+\lambda_{1,2}+\lambda_{1,3}+\lambda_{1,4} \\
\lambda_{2}=\lambda_{2,1}+\lambda_{2,2}+\lambda_{2,3}+\lambda_{2,4} \\
\lambda_{3}=\lambda_{3,1}+\lambda_{3,2}+\lambda_{3,3}+\lambda_{3,4}
\end{array}\right.  \tag{5.9}\\
& (5.1 b) \Rightarrow\left\{\begin{array}{l}
\lambda_{1,1}+\lambda_{2,2}+\lambda_{3,2} \leq 1 \\
\lambda_{2,1}+\lambda_{1,2}+\lambda_{3,3} \leq 1 \\
\lambda_{3,1}+\lambda_{1,3}+\lambda_{2,3} \leq 1 \\
\lambda_{3,4}+\lambda_{2,4}+\lambda_{1,4} \leq 1 \\
\lambda_{2,2}+\lambda_{1,2}+\lambda_{3,4} \leq 1 \\
\lambda_{3,2}+\lambda_{1,3}+\lambda_{2,4} \leq 1 \\
\lambda_{3,3}+\lambda_{2,3}+\lambda_{1,4} \leq 1
\end{array}\right.  \tag{5.10}\\
& \text { (5.1c) } \Rightarrow\left\{\lambda_{i, j} \in \mathbb{R}_{\geq 0}, \quad \text { for all } \quad i \in[3], j \in[4]\right. \tag{5.11}
\end{align*}
$$

Fig. 5.3 shows the service rate region $\mathcal{S}(\mathbf{G})$ of this coded storage system.
Based on (5.5), a fractional matching $\boldsymbol{x}=\left(\lambda_{1,1}, \ldots, \lambda_{1,4}, \lambda_{2,1}, \ldots, \lambda_{2,4}, \lambda_{3,1}, \ldots, \lambda_{3,4}\right)$ of the graph depicted in Fig. 5.2, satisfies the constraints (5.10) and (5.11). Thus, according to Definition 2, a vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ obtained from $\boldsymbol{x}$ using (5.9) is in the service rate region of $[7,3]_{2}$ simplex code. Conversely, for a vector $\boldsymbol{\lambda}$ in the service rate region of $[7,3]_{2}$ simplex code, there exist $\lambda_{i, j}$ 's, $i \in[3]$ and $j \in[4]$, satisfying the constraints (5.10) and (5.11), that define a fractional matching vector $\boldsymbol{x}=\left(\lambda_{i, j}: i \in[3]\right.$ and $\left.j \in[4]\right)$ in the recovery graph of $[7,3]_{2}$ simplex code drawn in Fig. 5.2.


Figure 5.3: Service rate region of binary $[7,3]$ Simplex code.

Based on (5.6), a maximum fractional matching vector $\boldsymbol{x}^{\star}$ is obtained by solving the following LP:

$$
\begin{equation*}
\max \sum_{i=1}^{3} \sum_{j=1}^{4} \lambda_{i, j} \quad \text { s.t. (5.10) and (5.11) hold. } \tag{5.12}
\end{equation*}
$$

We want to show that the vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ obtained from $\boldsymbol{x}^{\star}$ using (5.9) is in fact a maximum demand vector $\boldsymbol{\lambda}^{\star}$ in the service rate region of $[7,3]_{2}$ simplex code. From (5.9), $\sum_{i=1}^{3} \sum_{j=1}^{4} \lambda_{i, j}=\lambda_{1}+\lambda_{2}+\lambda_{3}$. Thus, it can be easily verified that $\boldsymbol{x}^{\star}$ provides a solution for the following LP:

$$
\begin{equation*}
\max \lambda_{1}+\lambda_{2}+\lambda_{3} \quad \text { s.t. }(5.9),(5.10),(5.11) \text { hold. } \tag{5.13}
\end{equation*}
$$

Moreover, according to (5.2), an instance of maximum demand vector is obtained by solving the LP in (5.13). Thus, the vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ obtained from $\boldsymbol{x}^{\star}$ using (5.9) is a maximum demand vector $\boldsymbol{\lambda}^{\star}$. On the other hand, for an instance of $\boldsymbol{\lambda}^{\star}$ in the service rate region of $[7,3]_{2}$ simplex code obtained from (5.13), there exists a fractional matching vector $\boldsymbol{x}$ which according to the same reasoning, provides a solution for (5.12). Thus, the vector $\boldsymbol{x}$ is a maximum fractional matching vector $\boldsymbol{x}^{\star}$ in the recovery graph of $[7,3]_{2}$ sim-
plex code in Fig. 5.2. Since a maximum demand vector $\boldsymbol{\lambda}^{\star}=\left(\lambda_{1}^{\star}, \lambda_{2}^{\star}, \lambda_{3}^{\star}\right)$ is obtained from a maximum fractional matching vector $\boldsymbol{x}^{\star}$ by (5.9), it follows that $\lambda_{1}^{\star}+\lambda_{2}^{\star}+\lambda_{3}^{\star}=\sum \lambda_{i, j}^{\star}$, where $\lambda_{i, j}^{\star}$ 's are the elements of $\boldsymbol{x}^{\star}$. Hence, we have $\lambda^{\star}(\mathbf{G})=m_{f}(G)$, and based on Proposition $2, m(G) \leq \lambda^{\star}(\mathbf{G}) \leq v(G)$ holds.

We show that the service capacity of $[7,3]_{2}$ simplex code is 4 . The proof consists of two parts. First, we need to prove the converse by showing that the service capacity cannot be bigger than 4 . It is easy to see that the set of vertices $\left\{f_{1}, f_{2}, f_{3}, f_{1}+f_{2}+f_{3}\right\}$ is a minimum vertex cover for the graph in Fig. 5.2. Thus, the vertex cover number of this graph is $v(G)=4$ which indicates that $\lambda^{\star}(\mathbf{G}) \leq 4$. Next, we show the achievability proof by showing that there exists a demand vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ in the service rate region such that $\lambda_{1}+\lambda_{2}+\lambda_{3}=4$. For this purpose, one can consider the set of edges labeled by $\lambda_{1,1}, \lambda_{1,2}, \lambda_{1,3}$, and $\lambda_{1,4}$ as a matching in the graph. Corresponding to this matching, a demand vector $\boldsymbol{\lambda}=(4,0,0)$ is obtained by applying (5.9).

### 5.3.4 Equivalence Results

We first show an equivalence between the service rate problem and the fractional matching problem. This equivalence result allow us to derive bounds on the service capacity of a coded storage system and then to recover the service capacity of the binary simplex code whose recovery graph is bipartite.

Theorem 11. Consider an $(\mathbf{G}, \boldsymbol{\mu})$ system with the service rate $\boldsymbol{\mu}=\mathbf{1}_{n}$. There exists $a$ demand vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ in the service rate region of this system if and only if there exists a fractional matching vector $\boldsymbol{x}=\left(\lambda_{i, j}: i \in[k]\right.$ and $\left.j \in\left[t_{i}\right]\right)$ in the recovery graph of $[n, k]_{q}$ code such that $\boldsymbol{\lambda}$ and $\boldsymbol{x}$ are related based on (5.1a).

Proof. If a vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ is in the service rate region of this storage system, there exist $\lambda_{i, j}$ 's, for $i \in[n]$ and $j \in\left[t_{i}\right]$, satisfying the set of constraints in (5.1a), (5.1b) and $(5.1 \mathrm{c})$. Based on the definition of the recovery graph of codes and the fact that
$\mu_{l}=1, l \in[n]$, it is easy to observe that the set of constraints (5.1b) and (5.1c) are equivalent to the set of constraints (5.5). Thus, the vector $\boldsymbol{x}=\left(\lambda_{i, j}: i \in[k]\right.$ and $\left.j \in\left[t_{i}\right]\right)$ is a fractional matching in the recovery graph of $[n, k]_{q}$ code. Now, assume that a vector $\boldsymbol{x}=\left(\lambda_{i, j}: i \in[k]\right.$ and $\left.j \in\left[t_{i}\right]\right)$ is a fractional matching in the recovery graph of $[n, k]_{q}$ code. Hence, the vector $\boldsymbol{x}$ satisfies the sets of constraints (5.5), or equivalently, it satisfies the set of constraints (5.1b) and (5.1c). Based on Definition 2, a vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ obtained from $\boldsymbol{x}$ using (5.1a) is in the service rate region of $[n, k]_{q}$ code.

Remark 15. In defining recovery graphs and in Theorem 11, we restricted our attention to linear coding schemes having recovery sets of size at most two. Extension to the general case of a code having recovery sets of arbitrary size is straightforward: we associate a hypergraph with the code's generator matrix. (A hypergraph is a generalization of a graph in which any subset of vertices may be joined by an edge, called a hyperedge, see, e.g., [117, Chapter 7].) We form a hypergraph $G(V, E)$ associated with $G$ such that its vertices correspond to columns of $G$ and hyperedges correspond to recovery sets. It is straightforward to generalize the hypergraph representation for non-linear codes.

Corollary 1. Consider an $(\mathbf{G}, \boldsymbol{\mu})$ system with $\boldsymbol{\mu}=\mathbf{1}_{n}$. There exists a maximum demand vector $\boldsymbol{\lambda}^{\star}=\left(\lambda_{1}^{\star}, \ldots, \lambda_{k}^{\star}\right)$ in the service rate region $S(\mathbf{G})$ of this storage system if and only if there exists a maximum fractional matching vector $\boldsymbol{x}^{\star}=\left(\lambda_{i, j}^{\star}: i \in[k]\right.$ and $\left.j \in\left[t_{i}\right]\right)$ in the recovery graph of $[n, k]_{q}$ code such that $\boldsymbol{\lambda}^{\star}$ and $\boldsymbol{x}^{\star}$ are related based on (5.1a).

Proof. An instance of the maximum fractional matching vector in the recovery graph of an $[n, k]_{q}$ code can be obtained by solving the following LP according to (5.6).

$$
\begin{array}{ll}
\max & \sum_{i=1}^{k} \sum_{j=1}^{t_{i}} \lambda_{i, j} \\
\text { s.t. } & (5.1 \mathrm{~b}),(5.1 \mathrm{c})
\end{array}
$$

According to the Theorem 11, there exist a demand vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ in the service rate region which is obtained from $\boldsymbol{x}^{\star}=\left(\lambda_{i, j}^{\star}: i \in[k]\right.$ and $\left.j \in\left[t_{i}\right]\right)$ using (5.1a). We want to show that the vector $\boldsymbol{\lambda}$ is in fact a maximum demand vector $\boldsymbol{\lambda}^{\star}$. Using (5.1a), we have $\sum_{i=1}^{k} \sum_{j=1}^{t_{i}} \lambda_{i, j}^{\star}=\sum_{i=1}^{k} \lambda_{i}$. Thus, it can be easily verified that $\boldsymbol{x}^{\star}$ provides a solution for the following LP:

$$
\begin{array}{ll}
\max & \sum_{i=1}^{k} \lambda_{i} \\
\text { s.t. } & (5.1 \mathrm{a}),(5.1 \mathrm{~b}),(5.1 \mathrm{c})
\end{array}
$$

Based on (5.2), an instance of the maximum demand vector is obtained by solving the above linear programming. Thus, the vector $\boldsymbol{\lambda}$ resulted from $\boldsymbol{x}^{\star}$ by (5.1a) is a maximum demand vector $\boldsymbol{\lambda}^{\star}$. On the other hand, for a maximum demand vector $\boldsymbol{\lambda}^{\star}$ in the service rate region which is obtained from (5.2), there exists a fractional matching vector $\boldsymbol{x}$ that based on a similar reasoning, provides a solution for (5.6). Thus, the vector $\boldsymbol{x}$ is a maximum fractional matching vector $\boldsymbol{x}^{\star}$ in the recovery graph of $[n, k]_{q}$ code.

Theorem 12. Consider an $(G, \mu)$ system with the service rate $\boldsymbol{\mu}=\mathbf{1}_{n}$. The service capacity $\lambda^{\star}(\mathbf{G})$ of this system is lower bounded by the matching number and upper bounded by the vertex cover number of the recovery graph of $[n, k]_{q}$ code. i.e., $m(G) \leq \lambda^{\star}(\mathbf{G})=$ $m_{f}(G) \leq v(G)$.

Proof. According to Corollary 1, a maximum demand vector $\boldsymbol{\lambda}^{\star}=\left(\lambda_{1}^{\star}, \ldots, \lambda_{k}^{\star}\right)$ is obtained from a maximum fractional matching vector $\boldsymbol{x}^{\star}=\left(\lambda_{i, j}^{\star}: i \in[k]\right.$ and $\left.j \in\left[t_{i}\right]\right)$ using (5.1a). It follows that

$$
\sum_{i=1}^{k} \lambda_{i}^{\star}=\sum \lambda_{i, j}^{\star}
$$

where $\lambda_{i, j}^{\star}$ 's are the elements of $\boldsymbol{x}^{\star}$. Thus, $\lambda^{\star}(\mathbf{G})=m_{f}(G)$. Thus, according to Proposition 2, we have $m(G) \leq \lambda^{\star}(\mathbf{G}) \leq v(G)$.

It should be noted that if the recovery graph of a code is bipartite, Proposition 2 results $m(G)=\lambda^{\star}(\mathbf{G})=v(G)$.

Theorem 13. The recovery graph of $\left[2^{k}-1, k, 2^{k-1}\right]_{2}$ simplex code, is a bipartite graph.

Proof. Based on the definition of the bipartite graph, a graph $G(V, E)$ is a bipartite graph if the vertices $V$ of the graph, can be divided into two disjoint and independent sets, say $V_{1}$ and $V_{2}$ such that every edge of the graph $e \in E$ connects a vertex in $V_{1}$ to one in $V_{2}$. Thus, in order to show that the recovery graph of the $k$-dimensional binary simplex code with generator matrix $G$ is a bipartite graph, we need to determine the two disjoint sets of vertices, i.e., $V_{1}$ and $V_{2}$, in the recovery graph $G(V, E)$ of the $\left[2^{k}-1, k\right]_{2}$ simplex code. Then, we have to prove that every edge $e \in E$ of the recovery graph connects a vertex in $V_{1}$ to one in $V_{2}$ or equivalently we have to prove that there is no edge between the vertices in $V_{1}$ as well as in $V_{2}$.

The set of vertices $V$ of the recovery graph $G(V, E)$ of the $\left[2^{k}-1, k\right]_{2}$ simplex code correspond to the files stored on the storage nodes or the columns of the generator matrix $\mathbf{G}$. The columns of the generator matrix $\mathbf{G}$ of the $\left[2^{k}-1, k\right]_{2}$ simplex code are the set of all non-zero vectors of $\mathbb{F}_{2}^{k}$. Note that up to column permutations the generator matrix $G$ of the $\left[2^{k}-1, k\right]_{2}$ simplex code is unique. Now, we can partition the columns of $G$ into two sets $V_{1}$ and $V_{2}$ such that $V_{1}$ is the set of all non-zero column vectors in $\mathbb{F}_{2}^{k}$ with odd number of ones and $V_{2}$ is the set of all non-zero column vectors in $\mathbb{F}_{2}^{k}$ with even number of ones. Thus, $V_{1}$ and $V_{2}$ are two disjoint sets of columns that partition the columns of $\mathbf{G}$. Moreover, the self-loops corresponding to the systematic recovery sets are removed from the recovery graph by adding dummy nodes. Consider each dummy node (column) as a zero vector in $\mathbb{F}_{2}^{k}$, denoted by $\mathbf{0}$. Thus, $V_{1}$ and $V_{2}^{\prime}=\left\{V_{2} \cup \mathbf{0}\right\}$ determine two disjoint sets of vertices partitioning $V$ in the $G(V, E)$.

We want to prove that there is no edge between the vertices corresponding to the set
of columns $V_{1}$ and there is no edge between the vertices corresponding to the set $V_{2}^{\prime}$. The proof is based on the contradiction approach. Let $\mathbf{x}, \mathrm{x}^{\prime} \in V_{1}$. Assume that there is an edge between the vertices corresponding to the $\mathbf{x}, \mathrm{x}^{\prime} \in V_{1}$. This means that $\left\{\mathrm{x}, \mathrm{x}^{\prime}\right\}$ forms a recovery set for a file $f_{i}, i \in[k]$, i.e., $\mathbf{x}+\mathbf{x}^{\prime}=\mathbf{e}_{i}$. Since both $\mathbf{x}$ and $\mathbf{x}^{\prime}$ have an odd number of ones, their sum must have an even number of ones which is a contradiction. Thus, there is no edge between the vertices in $V_{1}$. The proof for $V_{2}^{\prime}$ is similar. Let $\mathbf{x}, \mathbf{x}^{\prime} \in V_{2}^{\prime}$. Since both x and $\mathrm{x}^{\prime}$ have an even number of ones, their sum must have an even number of ones which shows that $\left\{\mathbf{x}, \mathbf{x}^{\prime}\right\}$ cannot be a recovery set for any file $f_{i}, i \in[k]$. Thus, there is no edge between any $\mathbf{x}, \mathrm{x}^{\prime} \in V_{2}^{\prime}$.

Corollary 2. For an (G, $\boldsymbol{\mu})$ system with $\left[2^{k}-1, k, 2^{k-1}\right]_{2}$ simplex code and service rate $\boldsymbol{\mu}=\mathbf{1}_{n}$, the service capacity is given by $m(G)=\lambda^{\star}(\mathbf{G})=v(G)=2^{k-1}$.

Proof. The proof consists of two parts. First, we need to prove the converse by showing that the service capacity cannot be bigger than $2^{k-1}$. It can be easily seen that the set of all $2^{k-1}$ vertices corresponding to the columns of $\mathbf{G}$ with odd number of ones forms a minimum vertex cover in the recovery graph of the $\left[2^{k}-1, k, 2^{k-1}\right]_{2}$ simplex code. The reason is that since the recovery graph of the this code, based on Theorem 13, is a bipartite graph, all the edges are covered by either one of the two partitions, i.e., $V_{1}$ and $V_{2}^{\prime}$ introduced in the proof of Theorem 13. Thus, the vertex cover number of this graph is $v(G)=2^{k-1}$ which indicates that $\lambda^{\star}(\mathbf{G}) \leq 2^{k-1}$.

Next, we show the achievability proof by showing that a vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ exists in service rate region of the $\left[2^{k}-1, k, 2^{k-1}\right]_{2}$ simplex code with $\sum_{i=1}^{k} \lambda_{i}=2^{k-1}$. For this purpose, since the recovery graph of this code is a bipartite graph, we have $m(G)=$ $v(G)=2^{k-1}$ which means that there exists a matching of size $2^{k-1}$ in the recovery graph of the binary $k$-dimensional simplex code. For the $\left[2^{k}-1, k, 2^{k-1}\right]_{2}$ simplex code which is a special subclass of availability codes, it is known that every file $f_{i}$ for $i \in[k]$ can be
recovered from $2^{k-1}-1$ (availability) disjoint groups of two (locality) servers. Thus, by considering the systematic recovery set, for each file $f_{i}, i \in[k]$, there are exactly $2^{k-1}$ disjoint recovery sets. One can consider the set of edges $\left\{\lambda_{i, 1}, \ldots, \lambda_{i, 2^{k-1}}\right\}$, for every $i \in[k]$, as an instance of matching in the recovery graph. Corresponding to this matching, a demand vector $\boldsymbol{\lambda}=2^{k-1} . \mathbf{e}_{i}$ for $i \in[k]$ is obtained by applying (5.1a).

Corollary 3. Consider $a(\mathbf{G}, \boldsymbol{\mu})$ system with $\boldsymbol{\mu}=\mathbf{1}_{n}$. A demand vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ exists in the integral service rate region $S_{I}(\mathbf{G})$ of this system if and only if there exists a matching vector $\tilde{\boldsymbol{x}}=\left(\lambda_{i, j}: i \in[k]\right.$ and $\left.j \in\left[t_{i}\right]\right)$ in the recovery graph of $[n, k]_{q}$ code such that $\boldsymbol{\lambda}$ and $\tilde{\boldsymbol{x}}$ are related based on (5.1a).

Proof. The proof is similar to the proof of Theorem 11.

Corollary 4. Consider an $(\mathbf{G}, \boldsymbol{\mu})$ system with $\boldsymbol{\mu}=\mathbf{1}_{n}$. There exists a maximum demand vector $\boldsymbol{\lambda}^{\star}=\left(\lambda_{1}^{\star}, \ldots, \lambda_{k}^{\star}\right)$ in the integral service rate region $S_{I}(\mathbf{G})$ of this storage system if and only if there exists a maximum matching vector $\tilde{\boldsymbol{x}}^{\star}=\left(\lambda_{i, j}^{\star}: i \in[k]\right.$ and $\left.j \in\left[t_{i}\right]\right)$ in the recovery graph of $[n, k]_{q}$ code such that $\boldsymbol{\lambda}^{\star}$ and $\tilde{\boldsymbol{x}}^{\star}$ are related based on (5.1a).

Proof. The proof is similar to the proof of Corollary 1.

### 5.4 Generalization of Batch codes

In this section, we show how the service rate problem can be viewed as a generalization of the problem of batch codes. That further illustrates connections with PIR codes, switch codes and locally repairable codes which all can be seen as special cases of batch codes (see [108]).

### 5.4.1 Definitions of Batch Codes and PIR Codes

 any string $\boldsymbol{x}=\left(x_{1}, \ldots, x_{k}\right)$ into $m$ strings (buckets) $\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{m}$ of total length $n$ by an
encoding mapping $\mathcal{C}: \sum^{k} \rightarrow \sum^{n}$, such that for each $t$-tuple (batch) of indices $i_{1}, \ldots, i_{t} \in$ $[k]$, the entries $x_{i_{1}}, \ldots, x_{i_{t}}$ can be decoded by reading at most $\tau$ symbols from each bucket.

Definition 11. [108] An ( $n, k, t)$ primitive batch code is an $(n, k, t, m, \tau)$ batch code, where each bucket contains exactly one symbol, i.e., $n=m$. Note that in this setting $\tau=1$, i.e., at most one symbol can be recovered from each bucket.

Definition 12. An ( $n, k, t$ ) multiset primitive batch code is an ( $n, k, t$ ) primitive batch code where the information symbols $x_{i_{1}}, \ldots, x_{i_{t}}$ are requested by $t$ distinct users such that the indices $i_{1}, \ldots, i_{t}$ are not necessarily distinct and in general they form a multiset. Moreover, the requested symbols can be reconstructed from the data read by $t$ different users independently (i.e., $x_{i_{j}}$ can be recovered by the user $j$ ) so that the sets of the symbols read by these users are disjoint.

It should be noted that for the sake of simplicity, we refer to a linear $(n, k, t)$ multiset primitive batch code over $\mathbb{F}_{q}$ as an $[n, k, t]_{q}$ batch code.

Proposition 3. [109, Theorem 1] A linear $[n, k]_{q}$ code $\mathcal{C}$ with generator matrix $\mathbf{G}$ is an $[n, k, t]_{q}$ batch code if and only if there exist $t$ non-intersecting sets $T_{1}, \ldots, T_{t}$ of indices of columns in the generator matrix $\mathbf{G}$ such that for each $j \in[t]$, there exists a linear combination of columns of $\mathbf{G}$ indexed by $T_{j}$ which equals to the vector $\mathbf{e}_{i_{j}}$, for all $j \in[t]$ and $i_{j} \in[k]$.

Definition 13. [16] A linear $[n, k]_{2}$ code $\mathcal{C}$ with generator matrix $\mathbf{G}$ is called a $t$-server PIR code if for every $i \in[k]$, there exist $t$ disjoint sets of columns of $\mathbf{G}$ that add up to $\mathbf{e}_{i}$.

### 5.4.2 Connection with Batch Codes and PIR Codes

Theorem 14. Given the integral service rate region $\mathcal{S}_{I}(G)$ of $\operatorname{code} \mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ with service rate $\boldsymbol{\mu}=\mathbf{1}_{n}$, if all vectors in the set $S_{t}=\left\{\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right) \mid \sum_{i=1}^{k} \lambda_{i}=t, \lambda_{i} \in \mathbb{Z}_{\geq 0}\right\}$ are in the $\mathcal{S}_{I}(G)$, the code $\mathbf{G}$ is a linear $[n, k, t]_{q}$ batch code.

Proof. The existence of all vectors in set $S_{t}=\left\{\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right) \mid \sum_{i}^{k} \lambda_{i}=t, \lambda_{i} \in \mathbb{Z}_{\geq 0}\right\}$ in the integral service rate region $\mathcal{S}_{I}(\mathbf{G})$ of code $\mathbf{G}$ indicates that for any multiset of indices $\left\{i_{1}, \ldots, i_{t}\right\}, i_{j} \in[k]$, the requests for the information symbols $f_{i_{1}}, f_{i_{2}}, \ldots, f_{i_{t}}$ can be served at the same time by the storage system. On the other hand, each server can serve up to one request at a time, i.e., $\mu_{l}=1$ for all servers $l \in[n]$, which shows that $\lambda_{i, j}$ are binary. As a result, $t$ disjoint recovery sets are used for satisfying each demand vector $\boldsymbol{\lambda} \in S_{t}$. This means that for every multiset of indices $\left\{i_{1}, \ldots, i_{t}\right\}, i_{j} \in[k]$, there exist $t$ disjoint sets $T_{1}, \ldots, T_{t}$ of indices of columns in the generator matrix G such that for each $j \in[t]$, there exists a linear combination of columns of $\mathbf{G}$ indexed by $T_{j}$ which equals to the vector $\mathbf{e}_{i_{j}}$. Therefore, based on Proposition 3, the code $\mathbf{G}$ is a $[n, k, t]_{q}$ batch code.

Theorem 14 shows that the integral setting of the service rate problem where the solution (the portion of requests that are assigned to the recovery sets) is restricted to be integral, is the same as the setting of the multiset primitive batch code problem. Thus, the general setting of the service rate problem where a fractional solution is allowed, can be viewed as a generalization of the setting of the multiset primitive batch code problem.

Corollary 5. Given the integral service rate region $\mathcal{S}_{I}(G)$ of $\operatorname{code} \mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ with service rate $\boldsymbol{\mu}=1_{n}$, if all vectors in the set $S_{t}=\left\{t . e_{1}=(t, 0, \ldots, 0), \ldots, t . e_{k}=(0, \ldots, 0, t) \mid t \in\right.$ $\mathbb{N}\}$ are in the $\mathcal{S}_{I}(G)$, the code G is a $t$-server PIR code.

Proof. The existence of the set $S_{t}=\left\{t . \mathbf{e}_{1}=(t, 0, \ldots, 0), \ldots, t . \mathbf{e}_{k}=(0, \ldots, 0, t) \mid t \in \mathbb{N}\right\}$ in the integral service rate region $\mathcal{S}_{I}(\mathbf{G})$ of code $\mathbf{G}$ indicates that for every $i \in[k], t$ requests for file $f_{i}$ can be served at the same time by the storage system. Since $\mu_{l}=1$ for all servers $l \in[n]$ and $\lambda_{i, j}$ are binary, one can readily confirm that for each file $f_{i}$, $i \in[k]$, there exist $t$ disjoint recovery sets which are used for satisfying the demand vector $t . \mathbf{e}_{i} \in S_{t}$. Thus, for every $i \in[k]$, there exist $t$ disjoint sets of columns in the $\mathbf{G}$ that add up to $\mathbf{e}_{i}$. Thus, based on definition 13 , the code $\mathbf{G}$ is an $[n, k]_{2} \mathbf{t}$-server PIR code.

Next, we present an example regarding the application of Theorems 14 that shows a binary $[7,3]_{2}$ simplex code is a $[7,3,4]_{2}$ batch code.

Example 10. Consider a binary $[7,3]_{2}$ simplex code. In this example, utilizing the recovery graph and the integral service rate region of the code, we want to show that this code is a $[7,3,4]_{2}$ batch code. To this end, we need to show that each demand vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ with $\sum_{i=1}^{3} \lambda_{i}=4$, is in the integral service rate region of the $[7,3]_{2}$ simplex code, i.e., for each of these vectors, there exists a matching in the recovery graph of $[7,3]_{2}$ binary simplex code. W.l.o.g we assume that $\lambda_{1} \geq \lambda_{2} \geq \lambda_{3}$. The 4 recovery sets of each file, say $f_{1}$, are known. As can be seen in Fig. 5.4, the four magenta edges corresponding to the recovery sets of file $f_{1}$, constructs a maximum matching. Using the Algorithm 1, we show that how one can start with a maximum matching corresponding to the vector $\boldsymbol{\lambda}_{\boldsymbol{a}}=(4,0,0)$ and by following at most two steps find the maximum matching corresponding to any vector $\boldsymbol{\lambda}_{\boldsymbol{b}}=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ with $\lambda_{1}+\lambda_{2}+\lambda_{3}=4$. For this purpose, in a nutshell, we start with the recovery sets of file $f_{1}$ and replace some of them with the recovery sets for files $f_{2}$ and $f_{3}$ as needed. Next, we define three steps, based on which we present the Algorithm 1 that can be generalized for any number of files $k$.

Step 1: Consider the systematic recovery set for file $f_{i}$, and add the corresponding edge to the matching set. Accordingly, remove the recovery set for file $f_{1}$, incident to the node $f_{i}$, from the matching set.

Step 2: Find $\left(\lambda_{i}-1\right) / 2$ number of loops, each of size 4 , consisting of 2 recovery sets for file $f_{i}$ and 2 recovery sets for file $f_{1}$, in the recovery graph of the code. Then, by considering each of the loops, replace the 2 recovery sets for file $f_{1}$ with the 2 recovery sets for file $f_{i}$ in the matching.

Step 3: This step would be the same as step 2 , except that here $\left(\lambda_{i}-1\right) / 2$ is replaced with $\left(\lambda_{i}\right) / 2$.

```
Algorithm 1 Finding a Max Matching for any \(\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)\) with \(\lambda_{1}+\lambda_{2}+\lambda_{3}=4\)
Input: Max matching corresponding to \((4,0,0)\)
for \(i=2: 3\) do
if \(\lambda_{i}\) is odd
do Step 1 ;
do Step 2;
else
do Step 3;
end
Output: Max matching corresponding to ( \(\lambda_{1}, \lambda_{2}, \lambda_{3}\) )
```

For instance, to find the corresponding matching for the demand vector $\boldsymbol{\lambda}=(2,2,0)$, we need to show that there are two recovery sets of file $f_{1}$ that can be used to form two recovery sets for file $f_{2}$. The 4 magenta edges (recovery sets of file $f_{1}$ ) form a maximum matching of size 4 . In the graph representation, it is easy to find a loop of size 4 consisting of two magenta edges, $\lambda_{a, 3}$ and $\lambda_{a, 4}$, and two green edges (recovery sets of file $f_{2}$ ), $\lambda_{b, 3}$ and $\lambda_{b, 4}$. Therefore, simply we can replace these two magenta edges with the green edges and construct another maximum matching of size 4 which is a matching corresponding to the demand $\boldsymbol{\lambda}=(2,2,0)$.

Now, consider the demand vector $\boldsymbol{\lambda}=(2,1,1)$. Since $\lambda_{2}$ and $\lambda_{3}$ are odd, we need to find the recovery sets of file $f_{1}$ that can be used for building systematic recovery sets for files $f_{2}$ and $f_{3}$. It can be seen that the magenta edges connected to the nodes 2 and 4 of the recovery graph, i.e., $\lambda_{a, 2}$ and $\lambda_{a, 3}$, can be removed from the original maximum matching and be substituted by the green edge $\lambda_{b, 1}$, and the blue edge $\lambda_{c, 1}$, which represent systematic recovery sets for $f_{1}$ and $f_{2}$, respectively.


Figure 5.4: Graph representation of the binary $[7,3]$ simplex code.

## 6. SERVICE RATE REGION USING GEOMETRIC APPROACH*

### 6.1 Introduction

One of the most significant considerations in the design of distributed storage systems is serving a large number of users concurrently. The service rate is an important performance metric that measures the number of users that can be simultaneously served by a storage system [71-75] that implements an erasure code. Maximizing the service rate reduces the latency experienced by users, particularly in a high traffic regime.

The service rate problem considers a distributed system where $k$ files, $f_{1}, \ldots, f_{k}$ are encoded into $n$, and stored across $n$ servers. File $f_{i}$ can be recovered by reading data from a single or a set of storage nodes, referred to as a recovery set for file $f_{i}$. Requests to download file $f_{i}$ arrive at rate $\lambda_{i}$, and can be split across its recovery sets. Server $l$ can simultaneously serve multiple requests if their cumulative arrival rate does not exceed the maximum service rate $\mu_{l}$ of server $l$. The service rate problem seeks to determine the service rate region of the coded storage system which is defined as the set of all request arrival rate vectors $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ that can be served by this system.

The service rate problem has been studied only in some special cases: 1) for MDS codes when $n \geq 2 k$ and binary simplex codes in [73] and 2) for systems with arbitrary $n$ when $k=2$ in [73] and $k=3$ in [74]. The existing techniques for solving the problem require enumeration of all possible recovery sets, which becomes increasingly complex when the number of files $k$ increases. Thus, introducing a technique which is not depending on the enumeration of recovery sets is of great significance. In this work, we introduce a novel geometric approach with this goal in mind.

[^8]
## Related Work

The past two decades have seen an ever increasing interest in coding for storage and caching. Special codes that support efficient maintenance of storage under node failures have been proposed in e.g., [51,52,99-101]. The locality and availability of codes matter in such scenarios. This line of work mostly assumes infinite service rate (immediate service) for servers, and is primarily concerned with reliability of storage rather than with serving a large number of simultaneous users.

Another line of work is focused on caching (see e.g., $[56,57,102]$ ). In these work, the limited capacity of the backhaul link is considered as the main bottleneck, and the goal is usually to minimize its traffic by prefetching the popular contents at the storage nodes with limited size. Thus, these work do not address the scenarios such as live streaming, where many users wish to get the same content concurrently given the limited capacity of the access part of the network.

The most related to this work are papers concerned with content download from coded storage. Load balancing in such systems has recently been addressed in [98]. Memory allocation that maximizes the probability of successful content download under limited access to distributed storage was considered in e.g., $[99,111]$ and references therein. Minimizing the service rate in these scenarios was considered in [71, 72]. This problem is similar to ours but it assumes that all users request the same content which is encoded by an MDS code and stored on nodes with unlimited storage capacity. Fast content download from coded storage was considered in e.g., $[64,65]$, and references therein. These papers strive to compute the download latency for increasingly complex queueing systems that appear in coded storage $[70,105,106]$. The service rate problem is related to the stability region of such queues.

## Our Contributions

We study the service rates of codes problem by introducing a novel geometric approach. This approach overcomes the main drawback of the previous work which are trying to solve this problem by formulating it as a sequence of linear programs (LP). There, one must exactly know all possible recovery sets to enumerate the constraints in each LP, and must also solve all the LPs.

Using our novel geometric technique, we take initial steps towards deriving bounds on the service rates of some parametric classes of linear codes without explicitly listing the set of all possible recovery sets. In particular, we derive upper bounds on the service rates of the first order Reed-Muller codes and simplex codes, as two classes of codes which are most important in theory as well as in practice. Subsequently, we show how the derived upper bounds can be achieved. Moreover, utilizing the proposed geometric technique, we show that given the service rate region of a code, a lower bound on the minimum distance of the code can be derived.

### 6.2 Problem Statement

### 6.2.1 Notation

Throughout this chapter, we denote vectors by bold-face small letters and matrices by bold-face capital letters. Let $\mathbb{N}$ denote the set of the non-negative integer numbers. Let $\mathbb{F}_{q}$ be a finite field for some prime power $q$, and $\mathbb{F}_{q}^{n}$ be the $n$-dimensional vector space over $\mathbb{F}_{q}$. Let us denote a q -ary linear code $\mathcal{C}$ of length $n$, dimension $k$ and minimum distance $d$ by $[n, k, d]_{q}$. We denote the Hamming weight of $\mathbf{x}$ by $\mathrm{w}(\mathbf{x})$. For a positive integer $k$, let 0 and 1 denote the all-zero and all-one column vectors of length $k$, respectively. Let $\mathbf{e}_{i}$ denote a unit vector of length $k$, having a one at position $i$ and zeros elsewhere. For a positive integer $i$, define $[i] \triangleq\{1, \ldots, i\}$. Let us denote the cardinality of a set or multiset $\mathcal{S}$ by $\# \mathcal{S}$.

### 6.2.2 Service Rate of Codes

Consider a storage system in which $k$ files $f_{1}, \ldots, f_{k}$ are stored over $n$ servers, labeled $1, \ldots, n$, using a linear $[n, k]_{q}$ code with generator matrix $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$. Let $\mathbf{g}_{j}$ denote the $j$ th column of $\mathbf{G}$. A recovery set for the file $f_{i}$ is a set of stored symbols which can be used to recover file $f_{i}$. With respect to $\mathbf{G}$, a set $R \subseteq[n]$ is a recovery set for file $f_{i}$ if there exist $\alpha_{j}$ 's $\in \mathbb{F}_{q}$ such that $\sum_{j \in R} \alpha_{j} \mathbf{g}_{j}=\mathbf{e}_{i}$, i.e., the unit vector $\mathbf{e}_{i}$ can be recovered by a linear combination of the columns of G indexed by the set $R$. W.l.o.g., we restrict our attention to the reduced recovery sets obtained by considering non-zero coefficients $\alpha_{j}$ 's and linearly independent columns $\mathbf{g}_{j}$ 's.

Let $\mathcal{R}_{i}=\left\{R_{i, 1}, \ldots, R_{i, t_{i}}\right\}$ be the $t_{i} \in \mathbb{N}$ recovery sets for file $f_{i}$. Let $\mu_{l} \in \mathbb{R}_{\geq 0}$ be the average rate at which the server $l \in[n]$ resolves received file requests. We denote the service rates of servers $1, \ldots, n$ by a vector $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{n}\right)$. We further assume that the requests to download file $f_{i}$ arrive at rate $\lambda_{i}, i \in[k]$. We denote the request rates for files $1, \ldots, k$ by the vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$. Let $\lambda_{i, j}$ be the portion of requests for file $f_{i}$ that are assigned to the recovery set $R_{i, j}, j \in\left[t_{i}\right]$.

The service rate region $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu}) \subseteq \mathbb{R}_{\geq 0}^{k}$ is defined as the set of all request vectors $\boldsymbol{\lambda}$ that can be served by a coded storage system with generator matrix $G$ and service rate $\boldsymbol{\mu}$. Alternatively, $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ can be defined as the set of all vectors $\boldsymbol{\lambda}$ for which there exist $\lambda_{i, j} \in \mathbb{R}_{\geq 0}, i \in[k]$ and $j \in\left[t_{i}\right]$, satisfying the following constraints:

$$
\begin{align*}
& \sum_{j=1}^{t_{i}} \lambda_{i, j}=\lambda_{i}, \quad \text { for all } i \in[k],  \tag{6.1a}\\
& \sum_{i=1}^{k} \sum_{\substack{j \in\left[t_{i}\right] \\
l \in R_{i, j}}} \lambda_{i, j} \leq \mu_{l}, \quad \text { for all } l \in[n],  \tag{6.1b}\\
& \lambda_{i, j} \in \mathbb{R}_{\geq 0}, \quad \text { for all } i \in[k], j \in\left[t_{i}\right] . \tag{6.1c}
\end{align*}
$$

The constraints (6.1a) guarantee that the demands for all files are served, and constraints (6.1b) ensure that no node receives requests at a rate in excess of its service rate.

Lemma 18. The service rate region $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ is a non-empty, convex, closed, and bounded subset of $\mathbb{R}_{\geq 0}^{k}$.

Proof. It can be easily observed that for every service rate vector $\boldsymbol{\mu}$, setting $\lambda_{i, j}=0$, where $i \in[k]$ and $j \in\left[t_{i}\right]$, satisfies the set of constraints in (6.1) for the all-zero demand vector of dimension $k$ denoted by $\mathbf{0}=(0, \ldots, 0) \in \mathbb{R}^{k}$. Thus, $\mathbf{0}$ always belongs to the service rate region $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$. It proves that the service rate region $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ is a non-empty subset of $\mathbb{R}_{\geq 0}^{k}$. Based on the definition of the convex set, we need to show that for all $\boldsymbol{\lambda}$ and $\tilde{\boldsymbol{\lambda}}$ in $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ and for all $0 \leq \pi \leq 1$, all vectors $\pi \boldsymbol{\lambda}+(1-\pi) \tilde{\lambda}$ are in $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$. Since $\boldsymbol{\lambda} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$, there exist $\lambda_{i, j}$ 's, where $i \in[k]$ and $j \in\left[t_{i}\right]$, that satisfy the set of constraints in (6.1) for the demand vector $\boldsymbol{\lambda}$ and the service rate vector $\boldsymbol{\mu}$. Also, since $\tilde{\lambda} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$, there exist $\tilde{\lambda}_{i, j}$ 's, where $i \in[k]$ and $j \in\left[t_{i}\right]$, that satisfy the set of constraints in (6.1) for the demand vector $\tilde{\lambda}$ and the service rate vector $\boldsymbol{\mu}$. One can easily confirm that $\left(\pi \lambda_{i, j}+(1-\pi) \tilde{\lambda}_{i, j}\right)$ 's, where $i \in[k]$ and $j \in\left[t_{i}\right]$, also satisfy the set of constraints in (6.1) for the demand vector $\pi \boldsymbol{\lambda}+(1-\pi) \tilde{\lambda}$ for all $0 \leq \pi \leq 1$, and the service rate vector $\boldsymbol{\mu}$. Thus, $\pi \boldsymbol{\lambda}+(1-\pi) \tilde{\lambda}$ belongs to $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ for all $0 \leq \pi \leq 1$. This completes the proof of convexity of the service rate region $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$. Summing up the set of constraints in (6.1b) leads us to:

$$
\sum_{l=1}^{n} \sum_{i=1}^{k} \sum_{\substack{j \in\left[t_{i}\right] \\ l \in R_{i, j}}} \lambda_{i, j} \leq \sum_{l=1}^{n} \mu_{l}
$$

Changing the order of the sums and utilizing the fact that $\sum_{l=1}^{n} \sum_{\substack{j \in\left[t_{i}\right] \\ l \in R_{i, j}}} \lambda_{i, j}=\sum_{j=1}^{t_{i}} \lambda_{i, j}$, we obtain

$$
\sum_{i=1}^{k} \sum_{j=1}^{t_{i}} \lambda_{i, j} \leq \sum_{l=1}^{n} \mu_{l} .
$$

Using (6.1a), we rewrite the last inequality to

$$
\begin{equation*}
\sum_{i=1}^{k} \lambda_{i} \leq \sum_{l=1}^{n} \mu_{l} \tag{6.2}
\end{equation*}
$$

The equation (6.2) indicates that the elements of every vector $\boldsymbol{\lambda} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ are bounded. It also shows that all demand vectors $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ with $\sum_{i=1}^{k} \lambda_{i}>\sum_{l=1}^{n} \mu_{l}$ are not in $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$. Hence, $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ is closed and bounded.

Proposition 4. [118] For any set $\mathcal{A}=\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{p}\right\} \subseteq \mathbb{R}^{k}$, the convex hull of the set $\mathcal{A}$, denoted by $\operatorname{conv}(\mathcal{A})$, consists of all convex combinations of the elements of $\mathcal{A}$, i.e., all vectors of the form $\sum_{i=1}^{p} \gamma_{i} \mathbf{v}_{i}$, with $\gamma_{i} \geq 0, \sum_{i=1}^{p} \gamma_{i}=1$.

Corollary 6. The service rate region $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu}) \subseteq \mathbb{R}_{\geq 0}^{k}$ forms a polytope which can be expressed in two forms: as the intersection of a finite number of half spaces or as the convex hull of a finite set of vectors (vertices of the polytope).

Proof. Based on Lemma 18, the service rate region $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ is a convex and bounded subset of the $\mathbb{R}_{\geq 0}^{k}$, which indicates that $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ is a polytope. Thus, according to [119, Theorem 4], it can be described as the two mentioned forms, i.e., the intersection of a finite number of half spaces or the convex hull of a finite set of vectors (the vertices of the polytope).

The service rate problem seeks to determine the service rate region $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ of a coded storage system with generator matrix $G$ and service rate $\boldsymbol{\mu}$. Based on Corollary 6 , the first algorithm for computing the service rate region that comes to mind is enumerating all vertices of the polytope $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ and then computing the convex hull of the resulting vertices. As we will show shortly, this problem can be formulated as an optimization problem consisting of a sequence of LPs.

Given that any $k-1$ request arrival rates, $\lambda_{i_{1}}, \ldots, \lambda_{i_{k-1}}$, are zeros, there exists a maximum value of $\lambda_{i_{k}}$, denoted by $\lambda_{i_{k}}^{\star}$, where $0 \leq \lambda_{i_{k}}^{\star} \leq \sum_{l=1}^{n} \mu_{l}$ (see the proof of Lemma 18) such that $\lambda_{i_{k}}^{\star} \cdot \mathbf{e}_{i_{k}} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ and all vectors $\lambda_{i_{k}} \cdot \mathbf{e}_{i_{k}}$ with $\lambda_{i_{k}}>\lambda_{i_{k}}^{\star}$ are not in $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$. These constrained optimization problems of finding the maximum value $\lambda_{i_{k}}^{\star}$ are all LPs. For $i \in[k]$, let $\mathbf{v}_{i}=\lambda_{i}^{\star} \mathbf{e}_{i}$. Since $\mathcal{J}=\left\{\mathbf{0}, \mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\} \subseteq \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$, as an immediate consequence of Lemma 18 and Proposition 4, the set $\operatorname{conv}(\mathcal{J})$ is contained in $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$. Starting with $\mathcal{J}$, one can iteratively enlarge $\mathcal{J}$ until the subsequent procedure stops. A facet $H$ of $\operatorname{conv}(\mathcal{J})$ described by a vector $\mathbf{h} \in \mathbb{R}_{\geq 0}^{k}$ and $\eta \in \mathbb{R}_{\geq 0}$ is chosen as follows

$$
H=\left\{\mathbf{x} \in \mathbb{R}_{\geq 0}^{k}: \mathbf{h}^{\top} \mathbf{x}=\eta\right\} \cap \operatorname{conv}(\mathcal{J}) .
$$

For the chosen facet $H$ described by the vector $\mathbf{h} \in \mathbb{R}_{\geq 0}^{k}$ and $\eta \in \mathbb{R}_{\geq 0}$, one should solve $\max \mathbf{h}^{\top} \boldsymbol{\lambda}$, where $\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{k}$ satisfies the demand constraints (6.1a) and capacity constraints (6.1b). If the optimal target value is strictly larger than $\eta$, then the solution vector $\boldsymbol{\lambda}^{\star}$ is added to $\mathcal{J}$ and this procedure continues. For any $\mathbf{h}=\left(h_{1}, \ldots, h_{k}\right)$, the primal LP is given by

$$
\begin{equation*}
\max \sum_{i=1}^{k} h_{i} \lambda_{i} \quad \text { s.t. (6.1) holds. } \tag{6.3}
\end{equation*}
$$

and the corresponding dual LP is given by

$$
\begin{array}{lll}
\min & \sum_{l=1}^{n} \gamma_{l} \mu_{l} &  \tag{6.4}\\
\text { s.t. } & h_{i} \leq \beta_{i} & \forall i \in[k] \\
& \beta_{i} \leq \sum_{l \in R_{i, j}} \gamma_{l} & \forall i \in[k], \forall j \in\left[t_{i}\right] \\
& \beta_{i} \in \mathbb{R} & \forall i \in[k] \\
& \gamma_{l} \in \mathbb{R}_{\geq 0} & \forall l \in[n]
\end{array}
$$

Based on the Duality Theorem [120], if both the primal LP and the corresponding dual LP have feasible solutions, then their optimal target values coincide. It can be easily confirmed that a feasible solution for the primal LP (6.3) can be given by $\lambda_{i, j}=0$ and $\lambda_{i}=0$, and a feasible solution for the dual LP (6.4) can be given by $\beta_{i}=h_{i}$ and $\gamma_{l}=$ $\sum_{i=1}^{k} h_{i}$. Thus, given a generator matrix $\mathbf{G}$ of a linear code and a service rate $\boldsymbol{\mu}$ of the servers in a distributed coded storage system, the LP (6.3) can be utilized to compute the maximum value of $\eta=\sum_{i=1}^{k} h_{i} \lambda_{i}$, denoted by $\eta^{\star}$, for every vector $\mathbf{h} \in \mathbb{R}_{\geq 0}^{k}$. Having $\eta^{\star}$ at hand, it is known that all the vectors $\boldsymbol{\lambda} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ satisfy $\sum_{i=1}^{k} h_{i} \lambda_{i} \leq \eta^{\star}$, which is a valid inequality for $\mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$. The downside of this approach is that we have to exactly know the set of all possible recovery sets for each file and also have to optimally solve all the LPs (6.3). Using the dual LP (6.4), we run into a similar problem since in order to list all the inequalities in (6.4), again we require to know the elements of all the recovery sets for each file, which becomes increasingly complex when the number of files $k$ increases.

Thus, characterizing the exact service rate region of some parametric classes of linear codes or deriving some bounds on the service rate region of a storage scheme is a challenging problem, which we aim to address in this work. Towards this goal, we introduce a novel geometric approach. Leveraging our geometric approach, upper bounds on the sum of each subset of arrival rates in any demand vector that can be served by a linear code. That is, using this approach, one can obtain a finite set of half-spaces (upper bounds) whose intersection encompasses the service rate region of a given linear storage scheme. In this work, using our proposed geometric technique, we derive upper bounds on the service rates of the first order Reed-Muller codes and simplex codes.

### 6.2.3 Description of Storage Schemes

In this section, we briefly review the geometric description of linear codes. For more details, see [121-123].

Definition 14. For a vector space $\mathcal{V}$ of dimension v over $\mathbb{F}_{q}$, ordered by inclusion, the set of all $\mathbb{F}_{q}$-subspaces of $\mathcal{V}$ forms a finite modular geometric lattice with meet $X \wedge Y=X \cap Y$, join $X \vee Y=X+Y$, and rank function $X \mapsto \operatorname{dim}(X)$. This subspace lattice of $\mathcal{V}$ is known as the projective geometry of $\mathcal{V}$, denoted by $\operatorname{PG}(\mathcal{V})$.

For a vector space $\mathcal{V}$ of dimension $v$ over $\mathbb{F}_{q}$, the 1-dimensional subspaces of $\mathcal{V}$ are the points of $\operatorname{PG}(\mathcal{V})$, the 2 -dimensional subspaces of $\mathcal{V}$ are the lines of $\operatorname{PG}(\mathcal{V})$, and the $v-1$ dimensional subspaces of $\mathcal{V}$ are called the hyperplanes of $\operatorname{PG}(\mathcal{V})$. The projective geometry $\operatorname{PG}(\mathcal{V})$ is also denoted by $\operatorname{PG}(v-1, q)$, which is referred to as the $v-1$ dimensional projective space over $\mathbb{F}_{q}$. This notion makes sense because of the fact that, up to isomorphism, the projective geometry $\operatorname{PG}(\mathcal{V})$ only depends on the order $q$ of the base field and the (algebraic) dimension $v$, which is justifying the notion $\operatorname{PG}(v-1, q)$ of (geometric) dimension $v-1$ over $\mathbb{F}_{q}$.

Let $\mathcal{V}$ be a vector space of dimension $v$ over $\mathbb{F}_{q}$. The set of all $k$-dimensional subspaces of $\mathcal{V}$, referred to as $k$-subspaces, will be denoted by $\left[\begin{array}{l}\mathcal{V} \\ k\end{array}\right]_{q}$. The cardinality of this set is given by the Gaussian binomial coefficient as follows

$$
\left[\begin{array}{l}
v \\
k
\end{array}\right]_{q}= \begin{cases}\frac{\left(q^{v}-1\right)\left(q^{v-1}-1\right) \cdots\left(q^{v-k+1}-1\right)}{\left(q^{k}-1\right)\left(q^{k-1}-1\right) \cdots(q-1)} & \text { if } 0 \leq k \leq v \\
0 & \text { otherwise }\end{cases}
$$

A multiset is a modification of the concept of a set that, unlike a set, allows for multiple instances for each of its elements. The positive integer number of instances, given for each element is called the multiplicity of this element in the multiset. More formally, a multiset $\mathcal{S}$ on a base set $\mathcal{X}$ can be identified with its characteristic function $\chi_{\mathcal{S}}: \mathcal{X} \rightarrow \mathbb{N}$, mapping $x \in \mathcal{X}$ to the multiplicity of $x$ in $\mathcal{S}$. The cardinality of $\mathcal{S}$ is $\# \mathcal{S}=\sum_{x \in X} \chi_{\mathcal{S}}(x) . \mathcal{S}$ is also called $\# \mathcal{S}$-multiset.


Figure 6.1: 7 -multiset induced by binary $[7,3]$ Simplex code (Fano plane).

Definition 15. Let $\mathcal{V}$ be a vector space of dimension v over $\mathbb{F}_{q}$, $\mathcal{P}$ be a multiset of points $p$ in $\operatorname{PG}(\mathcal{V})$ with characteristic function $\chi_{\mathcal{P}}: \operatorname{PG}(\mathcal{V}) \rightarrow \mathbb{N}$, and $\mathcal{H}$ denotes a hyperplane in $\mathrm{PG}(\mathcal{V})$. The restricted multiset $\mathcal{P} \cap \mathcal{H}$ is defined via its characteristic function as follows

$$
\chi_{\mathcal{P} \cap \mathcal{H}}(p)= \begin{cases}\chi_{\mathcal{P}}(p) & \text { if } p \in\left[\begin{array}{c}
\mathcal{H} \\
1
\end{array}\right]_{q} \\
0 & \text { otherwise }\end{cases}
$$

Then $\#(\mathcal{P} \cap \mathcal{H})=\sum_{p \in\left[\begin{array}{l}\mathcal{H} \\ 1\end{array}\right]_{q}} \chi_{\mathcal{P}}(p)$.
Let $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ be the generator matrix of a linear $[n, k]_{q}$ code $\mathcal{C}$, a $k$-subspace of the $n$-dimensional vector space $\mathbb{F}_{q}^{n}$. Let $\mathbf{g}_{i} \in \mathbb{F}_{q}^{k}, i \in[n]$ be the $i$ th column of $\mathbf{G}$. Suppose that none of the $\mathbf{g}_{i}$ 's is $\mathbf{0}$. (The code $\mathcal{C}$ is said to be of full length.) Then each $\mathbf{g}_{i}$ determines a point in the projective space $\operatorname{PG}(k-1, q)$, and $\mathcal{G}:=\left\{\mathbf{g}_{1}, \mathbf{g}_{2}, \ldots, \mathbf{g}_{n}\right\}$ is a set of $n$ points in $\mathrm{PG}(k-1, q)$ if the $\mathbf{g}_{i}$ happen to be pair-wise independent. When dependence occurs, $\mathcal{G}$ is interpreted as a multiset and each point is counted with the appropriate multiplicity. In general, $\mathcal{G}$ is called $n$-multiset induced by $\mathcal{C}$.

For example, consider the $[7,3]_{2}$ Simplex code. The columns of its generator matrix are the seven non-zero vectors of $\mathbb{F}_{2}^{3}$, and the seven points in the projective space $\operatorname{PG}(2,2)$. Figure 6.1 shows the corresponding 7 -multiset, known as the Fano plane. Since $k=3$, the 7 lines of the $\mathrm{PG}(2,2)$ are also the hyperplanes of this 2-dimensional projective space.

Proposition 5. Different generator matrices of a code yield projectively equivalent codes. In other words, there exist a bijective correspondence between the equivalence classes of full-length q-ary linear codes and the projective equivalence classes of multisets in finite projective spaces.

It should be noted that the importance of this correspondence lies in the fact that it relates the coding-theoretic properties of $\mathcal{C}$ to the geometric or the combinatorial properties of multiset $\mathcal{G}$.

Proposition 6. Let $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ be the generator matrix of a linear $[n, k, d]_{q}$ code $\mathcal{C}$, and $\mathcal{G}$ be the $n$-multiset induced by code $\mathcal{C}$. The minimum distance $d$ of code $\mathcal{C}$ is given by

$$
d=n-\max \#(\mathcal{G} \cap \mathcal{H})
$$

where $\mathcal{H}$ runs through all the hyperplanes of $\operatorname{PG}(k-1, q)$.

Proof. For an arbitrary non-zero row vector $\mathbf{a}=\left[a_{1}, \cdots, a_{k}\right]$ of dimension $k$, the Hamming weight of codeword $\mathrm{aG} \in \mathcal{C}$ is given by

$$
\mathrm{w}(\mathbf{a G})=n-\#\left\{j \in[n] ; \mathbf{a g}_{j}=0\right\}=n-\#(\mathcal{G} \cap \mathcal{A})
$$

where $\mathcal{A}$ is a hyperplane in $\operatorname{PG}(k-1, q)$ with equation $a_{1} x_{1}+\cdots+a_{k} x_{k}=0$. Thus, the codeword with minimum Hamming weight is resulted from a hyperplane $\mathcal{H}$ in $\operatorname{PG}(k-$ $1, q)$ with maximum $\#(\mathcal{G} \cap \mathcal{H})$. The proof is completed considering the fact that the minimum distance of a code is equal to the minimum Hamming weight of its nonzero codewords.

Example 11. Consider the $k$-dimensional simplex code $\mathcal{C}$ over $\mathbb{F}_{q}$. In $\operatorname{PG}(k-1, q)$, the multiset $\mathcal{G}$ induced by code $\mathcal{C}$ has $\left[\begin{array}{c}k \\ 1\end{array}\right]_{q}$ points, and all hyperplanes contain $\left[\begin{array}{c}k-1 \\ 1\end{array}\right]_{q}$ points.

Thus, as an immediate consequence of Proposition 6 and its proof, every non-zero codeword of the corresponding linear code has a Hamming weight of $q^{k-1}$, which indicates that the minimum distance of code $\mathcal{C}$ is $q^{k-1}$. Let $\mathcal{H}$ be an arbitrary hyperplane in $\operatorname{PG}(k-1, q)$ and $\mathcal{P}$ be the set of all $q^{k-1}$ points of $\mathbb{F}_{q}^{k}$ that are not contained in $\mathcal{H}$. The corresponding code of $\mathcal{P}$ is known as a $k$-dimensional first order Reed-Muller code or as an affine $k$ dimensional simplex code.

### 6.2.4 First Order Reed-Muller (RM) Codes

A $k$-dimensional binary first-order Reed-Muller code $\mathrm{RM}_{2}(1, k-1)$ with parameter $k \geq 2$, is a linear $\left[2^{k-1}, k\right]$ code [124-126]. RM codes are important in both theory and practice.

For a given $k$, one way of obtaining this code is to evaluate all multilinear polynomials with the binary coefficients, $k-1$ variables and the total degree of one on the elements of $\mathbb{F}_{2}^{k-1}$. The encoding polynomial for $\mathrm{RM}_{2}(1, k-1)$ can be written as $c_{1}+c_{2} \cdot Z_{1}+$ $c_{3} \cdot Z_{2}+\cdots+c_{k} \cdot Z_{k-1}$ where $Z_{1}, \ldots, Z_{k-1}$ are the $k-1$ variables, and $c_{1}, \ldots, c_{k}$ are the binary coefficients of this polynomial. Indeed, the data symbols $f_{1}, \ldots, f_{k}$ are used as the coefficients of the encoding polynomial, and the codeword symbols are obtained by evaluating the encoding polynomial on all vectors $\left(Z_{1}, \ldots, Z_{k-1}\right) \in \mathbb{F}_{2}^{k-1}$.

Another way of describing $k$-dimensional binary first order Reed-Muller codes, i.e., $\mathrm{RM}_{2}(1, k-1)$ is based on the generator matrix which can be constructed as follows. Let us write the set of all $(k-1)$-dimensional binary vectors as $\mathcal{X}=\mathbb{F}_{2}^{k-1}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\}$ where $n=2^{k-1}$ and for $i \in[n], \mathbf{x}_{i}=\left(x_{i_{k-1}}, \ldots, x_{i_{1}}\right)$ with $x_{i_{j}} \in \mathbb{F}_{2}, j \in[k-1]$. For any $\mathcal{A} \subseteq \mathcal{X}$, define the indicator vector $\mathbb{I}_{\mathcal{A}} \in \mathbb{F}_{2}^{k-1}$ as follows,

$$
\left(\mathbb{I}_{\mathcal{A}}\right)_{i}= \begin{cases}1 & \text { if } \mathbf{x}_{i} \in \mathcal{A} \\ 0 & \text { otherwise }\end{cases}
$$

For the $k$ rows of the generator matrix of $\mathrm{RM}_{2}(1, k-1)$, define $k$ row vectors of length $2^{k-1}$ as follows, $\mathbf{r}_{0}=(1, \ldots, 1)$ and $\mathbf{r}_{j}=\mathbb{I}_{\mathcal{H}_{j}}, j \in[k-1]$, where $\mathcal{H}_{j}=\left\{\mathbf{x}_{i} \in \mathcal{X} \mid x_{i_{j}}=0\right\}$. The set $\left\{\mathbf{r}_{k-1}, \ldots, \mathbf{r}_{1}, \mathbf{r}_{0}\right\}$ defines the rows of a non-systematic generator matrix of the $\mathrm{RM}_{2}(1, k-1)$. For a systematic generator matrix of the $\mathrm{RM}_{2}(1, k-1)$, the set of rows $\left\{\mathbf{r}_{k-1}, \ldots, \mathbf{r}_{1}, \sum_{i=0}^{k-1} \mathbf{r}_{i}\right\}$ can be considered.

Example 12. Consider $\mathrm{RM}_{2}(1,3)$ which is an $[8,4,4]_{2}$ code. We first define the set $\mathcal{X}$ as follows

$$
\mathcal{X}=\mathbb{F}_{2}^{3}=\{(0,0,0),(0,0,1), \ldots,(1,1,1)\}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{8}\right\}
$$

It then follows that $\mathcal{H}_{3}=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\}$ that gives $\mathbf{r}_{3}=(1,1,1,1,0,0,0,0)$, and $\mathcal{H}_{2}=$ $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{5}, \mathbf{x}_{6}\right\}$ which gives $\mathbf{r}_{2}=(1,1,0,0,1,1,0,0)$, and $\mathcal{H}_{1}=\left\{\mathbf{x}_{1}, \mathbf{x}_{3}, \mathbf{x}_{5}, \mathbf{x}_{7}\right\}$ which results $\mathbf{r}_{1}=(1,0,1,0,1,0,1,0)$. Let $\mathbf{r}_{0}$ be the all-one row vector of dimension eight. The set $\left\{\mathbf{r}_{3}, \mathbf{r}_{2}, \mathbf{r}_{1}, \mathbf{r}_{0}\right\}$ defines the rows of a non-systematic generator matrix of the $\mathrm{RM}_{2}(1,3)$ as follows

$$
\mathbf{G}=\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right]
$$

Also, $\sum_{i=0}^{3} \mathbf{r}_{i}=(0,1,1,0,1,0,0,1)$, and a systematic generator matrix of $\mathrm{RM}_{2}(1,3)$ is given by

$$
\mathbf{G}=\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1
\end{array}\right]
$$

### 6.3 Geometric View on Service Rate of Codes

This section uses the geometric description of linear codes. For a linear code $\mathcal{C}$ with generator matrix $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$, we consider the $n$-multiset $\mathcal{G}$ induced by $\mathcal{C}$ in $\operatorname{PG}(k-1, q)$ with the characteristic function $\chi_{\mathcal{G}}$ as defined in the section 6.2.3. Thus, each point $p \in \operatorname{PG}(k-1, q)$ has a certain multiplicity $\chi_{\mathcal{G}}(p) \in \mathbb{N}$. In this language, the reduced recovery sets are subsets of $\mathcal{G}$ such that each point can be taken once in a reduced recovery set. Also, the service rate of each point $p$, denoted by $\mu(p)$, can be defined as the sum of the service rates of the nodes (columns of G) corresponding to the point $p$. Based on this definition, $\mu(p)=\sum_{l \in \mathcal{L}_{p}} \mu_{l}$ where $\mathcal{L}_{p}$ is the set of nodes that correspond to the same point $p \in \operatorname{PG}(k-1, q)$. Since $\# \mathcal{L}_{p}=\chi_{\mathcal{G}}(p)$, if all nodes in the set $\mathcal{L}_{p}$ have the same service rate, say $\mu_{p}$, then we have $\mu(p)=\chi_{\mathcal{G}}(p) \cdot \mu_{p}$.

Lemma 19. Let $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ be the generator matrix of an $[n, k]_{q}$ code $\mathcal{C}$, and $\mathcal{G}$ be the $n$-multiset induced by code $\mathcal{C}$ with service rate $\mu(p)$ of each point $p \in \operatorname{PG}(k-1, q)$. If for some $i \in[k], s \cdot \mathbf{e}_{i} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ and a hyperplane $\mathcal{H}$ of $\mathrm{PG}(k-1, q)$ is not containing $\mathbf{e}_{i}$, then we have

$$
s \leq \sum_{p \in \operatorname{PG}(k-1, q) \backslash \mathcal{H}} \mu(p)
$$

Proof. Since $s \cdot \mathbf{e}_{i} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$, it means that the request rate of $s$ for file $f_{i}$ is satisfied by the coded storage system. Whatever the used recovery sets for file $f_{i}$ are, some points outside of $\mathcal{H}$ have to be used since the points in $\mathcal{H}$ are not able to generate $\mathbf{e}_{i}$. Thus, replacing each recovery set in $\mathcal{R}_{i}$ by an arbitrary contained point outside of hyperplane $\mathcal{H}$, completes the proof.

Corollary 7. Let $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ be the generator matrix of a linear $[n, k, d]_{q}$ code $\mathcal{C}$ with service rate $\mu_{l}=1$ of all nodes $l \in[n]$, and $\mathcal{G}$ be the $n$-multiset induced by code $\mathcal{C}$. If for all $i \in[k], s \cdot \mathbf{e}_{i} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$, then the minimum distance $d$ of code $\mathcal{C}$ is at least $\lceil s\rceil$.

Proof. Since for all $i \in[k], s \cdot \mathbf{e}_{i} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ holds, this means that for all files $f_{i}, i \in[k]$, the request rate of $s$ can be satisfied by the coded storage system. Thus, if we consider any hyperplane $\mathcal{H}$ in $\mathrm{PG}(k-1, q)$, it does not contain at least one of the $\mathbf{e}_{i}$ 's for $i \in[k]$. In the special case of unit service rate of all servers, based on Lemma 19 results in

$$
s \leq \#(\mathcal{G} \backslash \mathcal{H}):=\# \mathcal{G}-\#(\mathcal{G} \cap \mathcal{H})=n-\#(\mathcal{G} \cap \mathcal{H})
$$

Since for every hyperplane $\mathcal{H}$ in $\operatorname{PG}(k-1, q), s \leq n-\#(\mathcal{G} \cap \mathcal{H})$ holds, according to the Proposition 6 and based on the fact that the minimum distance $d$ is integer, we have $\lceil s\rceil \leq d$.

Corollary 8. Let $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ be the generator matrix of a linear $[n, k]_{q}$ code $\mathcal{C}$, and $\mathcal{G}$ be the $n$-multiset induced by code $\mathcal{C}$ with service rate $\mu(p)$ of each point $p \in \operatorname{PG}(k-1, q)$. Let $\mathcal{I} \subseteq[k]$. If for all $i \in \mathcal{I}$, there exist $s_{i} \in \mathbb{R}_{\geq 0}$ such that $\sum_{i \in \mathcal{I}} s_{i} \cdot \mathbf{e}_{i} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ and a hyperplane $\mathcal{H}$ of $\mathrm{PG}(k-1, q)$ which is not containing $\mathbf{e}_{i}$ for all $i \in \mathcal{I}$, then we have

$$
s \leq \sum_{p \in \operatorname{PG}(k-1, q) \backslash \mathcal{H}} \mu(p) .
$$

where $s=\sum_{i \in \mathcal{I}} s_{i}$.

Proof. Since $\sum_{i \in \mathcal{I}} s_{i} \cdot \mathbf{e}_{i} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$, based on Lemma 18, $s_{i} \cdot \mathbf{e}_{i} \in \mathcal{S}(\mathbf{G}, \boldsymbol{\mu})$ holds for all $i \in \mathcal{I}$. On the other hand, the hyperplane $\mathcal{H}$ of $\operatorname{PG}(k-1, q)$ does not contain any $\mathbf{e}_{i}$ for all $i \in \mathcal{I}$. Thus, by applying Lemma 19 for each $i \in \mathcal{I}$, we get $s_{i} \leq \sum_{p \in \operatorname{PG}(k-1, q) \backslash \mathcal{H}} \mu(p)$. Summing up all these inequalities gives

$$
s=\sum_{i \in \mathcal{I}} s_{i} \leq \sum_{p \in \operatorname{PG}(k-1, q) \backslash \mathcal{H}} \mu(p) .
$$

It should be noted that Corollary 8 enables us to derive upper bounds on the service rate of the first order Reed-Muller codes and simplex codes. In what follows, without loss of generality, we assume that the service rate of all servers in the coded storage system is 1, i.e., $\mu_{l}=1$ for all $l \in[n]$. Thus, by this assumption, the service rate region of a code only depends on the generator matrix $\mathbf{G}$ of the code and can be denoted by $\mathcal{S}(\mathbf{G})$.

### 6.4 Service Rate Region of Simplex Codes

In this section, by leveraging a novel geometric approach, we characterize the service rate region of the binary simplex codes which are special rate-optimal subclass of availability codes that are known as an important family of distributed storage codes. As we will show, the determined service rate region coincides with the region derived in [73, Theorem 1].

Theorem 15. For each integer $k \geq 1$, the service rate region of the $k$-dimensional binary simplex code $\mathcal{C}$, which is a linear $\left[2^{k}-1, k, 2^{k-1}\right]_{2}$ code with generator matrix $\mathbf{G}$ is given by

$$
\mathcal{S}(\mathbf{G})=\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{k}: \sum_{i=1}^{k} \lambda_{i} \leq 2^{k-1}\right\} .
$$

Proof. Note that the simplex code is projective. Since the projective space $\operatorname{PG}(k-1,2)$ contains exactly $2^{k}-1$ points, the generator matrix $\mathbf{G}$ consists of all non-zero vectors of $\mathbb{F}_{2}^{k}$. (Up to column permutations the generator matrix is unique.) Given an arbitrary $i \in[k]$, we partition the columns of $\mathbf{G}$ into $\mathbf{e}_{i}$ and $\left\{\mathbf{x}, \mathbf{x}+\mathbf{e}_{i}\right\}$ for all $2^{k-1}-1$ non-zero vectors $\mathbf{x} \in \mathbb{F}_{2}^{k}$ with $i$ th coordinate being equal to zero. Thus, for all $i \in[k], 2^{k-1} \cdot \mathbf{e}_{i} \in \mathcal{S}(\mathbf{G})$. Let $\mathbf{v}_{i}=2^{k-1} \cdot \mathbf{e}_{i}$ for $i \in[k]$. Since $\mathcal{J}=\left\{\mathbf{0}, \mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right\} \subseteq \mathcal{S}(\mathbf{G})$, based on Lemma 18 and Proposition 4, the $\operatorname{conv}(\mathcal{J})$ is contained in $\mathcal{S}(\mathbf{G})$, i.e.,

$$
\mathcal{S}(\mathbf{G}) \supseteq\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{k}: \sum_{i=1}^{k} \lambda_{i} \leq 2^{k-1}\right\}
$$

For the other direction, we consider the hyperplane $\mathcal{H}$ given by $\sum_{i=1}^{k} x_{i}=0$, which does not contain any unit vector $\mathbf{e}_{i}$. Thus, for any demand vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ in the service rate region, the Corollary 8 results in $\sum_{i=1}^{k} \lambda_{i} \leq 2^{k-1}$. The reason is that half of the vectors in $\mathbb{F}_{2}^{k}$ which are the columns of G and so the elements of $\mathcal{G}$, are not contained in $\mathcal{H}$.

### 6.5 Service Rate Region of Reed-Muller Codes

This section seeks to characterize the service rate region of the $\mathrm{RM}_{2}(1, k-1)$ code with a non-systematic and a systematic generator matrix $G$ constructed as described in section 6.2.4.

### 6.5.1 Non-Systematic First Order Reed-Muller Codes

Theorem 16. For each integer $k \geq 2$, the service rate region of first order Reed-Muller code $R M_{2}(1, k-1)$ (or binary affine $k$-dimensional simplex code) with a non-systematic generator matrix $\mathbf{G}$ constructed as described in section 6.2.4, if $k \in\{2,3\}$ is given by

$$
S(\mathbf{G})=\left\{\lambda \in \mathbb{R}_{\geq 0}^{k}: \sum_{i=1}^{k} \lambda_{i} \leq 2^{k-2}\right\}=\operatorname{conv}\left(\left\{\mathbf{0}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right\}\right)
$$

and if $k \geq 4$, is given by

$$
\begin{aligned}
S(\mathbf{G}) & =\left\{\lambda \in \mathbb{R}_{\geq 0}^{k}: \sum_{i=1}^{k} \lambda_{i} \leq 2^{k-2}, \sum_{i=1}^{k-1} \lambda_{i}+\frac{3}{2} \lambda_{k}-1 \leq 2^{k-2}\right\} \\
& =\operatorname{conv}\left(\left\{\mathbf{0}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{k-1}, \mathbf{u}_{k}, \mathbf{w}_{1}, \ldots, \mathbf{w}_{k-1}\right\}\right)
\end{aligned}
$$

where $\mathbf{v}_{i}=2^{k-2} \cdot \mathbf{e}_{i}$ for $i \in[k]$ and $\mathbf{w}_{j}=\left(2^{k-2}-2\right) \cdot \mathbf{e}_{j}+2 \cdot \mathbf{e}_{k}$ for $j \in[k-1]$. Also, $\mathbf{u}_{k}=\frac{2^{k-1}+2}{3} \cdot \mathbf{e}_{k}$.

Proof. The proof consists of a converse and an achievability.

Converse: The unit vector $\mathbf{e}_{i}$ for all $i \in[k-1]$ is not a column of $\mathbf{G}$ which means that file $f_{i}$ does not have any systematic recovery set. Therefore, for file $f_{i}, i \in[k-1]$, all recovery sets have cardinality at least two, and the minimum system capacity utilized by $\lambda_{i}, i \in[k-1]$, is $2 \lambda_{i}$. For file $f_{k}$, the cardinality of every reduced recovery set is odd since all columns of generator matrix $\mathbf{G}$ has one in the last row. Hence, for file $f_{k}$, the unit vector $\mathbf{e}_{k}$ that is a column of $\mathbf{G}$, forms a systematic recovery set of cardinality one, while all other recovery sets have cardinality at least three. Hence, the minimum capacity used by $\lambda_{k} \geq 1$ is $1+3\left(\lambda_{k}-1\right)$. Since the system has $2^{k-1}$ servers, each of service rate (capacity) 1 , based on the capacity constraints, the total capacity utilized by the requests for download must be less than $2^{k-1}$. Thus, any vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ in the service rate region must satisfy the following valid constraint,

$$
\begin{equation*}
\sum_{i=1}^{k-1} \lambda_{i}+\frac{3}{2} \lambda_{k}-1 \leq 2^{k-2} \tag{6.5}
\end{equation*}
$$

Consider the hyperplane $\mathcal{H}$ given by $\sum_{i=1}^{k} x_{i}=0$, that does not contain any unit vector $\mathbf{e}_{i}$. The columns of generator matrix $\mathbf{G}$ and so the elements of $\mathcal{G}$ which are not contained in $\mathcal{H}$, are the vectors in $\mathbb{F}_{2}^{k}$ with one in the last coordinate that satisfy $\sum_{i=1}^{k-1} x_{i}=0$. It is easy to see that there are $2^{k-2}$ such vectors. Thus, applying Corollary 8 for hyperplane $\mathcal{H}$ impose another valid constraint as follows that any demand vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ in the service rate region must satisfy,

$$
\begin{equation*}
\sum_{i=1}^{k} \lambda_{i} \leq 2^{k-2} \tag{6.6}
\end{equation*}
$$

Note that for $\lambda_{k}<2$, the Inequality (6.6) is tighter than (6.5), while for $\lambda_{k}>2$ Inequality (6.5) is tighter than (6.6). This means that for $k \in\{2,3\}$ Inequality (6.5) is redundant.

Achievability: For the other direction, we will provide solutions (constructions) for the vertices of the corresponding polytope as follows. Let $\mathcal{R}^{\prime} \subseteq \mathbb{F}_{2}^{k},\left|\mathcal{R}^{\prime}\right|=2^{k-1}$ be
the set of columns of $\mathbf{G}$ with one in the last coordinate. For all $i \in[k-1]$, consider all the $2^{k-2}$ vectors $\mathbf{x} \in \mathcal{R}^{\prime}$ with zero in the $i$ th coordinate, then $\mathbf{x}+\mathbf{e}_{i} \in \mathcal{R}^{\prime}$, and so $\left\{\mathbf{x}, \mathbf{x}+\mathbf{e}_{i}\right\}$ constitutes a recovery set of cardinality two for file $f_{i}$. Thus, for each file $f_{i}, i \in[k-1]$, the columns of $\mathbf{G}$ can be partitioned into $2^{k-2}$ pairs $\left\{\mathbf{x}, \mathbf{x}+\mathbf{e}_{i}\right\}$ which determines $2^{k-2}$ disjoint recovery sets for file $f_{i}, i \in[k-1]$. Therefore, the demand vectors $2^{k-2} \cdot \mathbf{e}_{i}$ for all $i \in[k-1]$ can be satisfied, i.e., $2^{k-2} \cdot \mathbf{e}_{i} \in S(\mathbf{G})$. For file $f_{k}$, there are exactly one systematic recovery set of cardinality one which is the column $\mathbf{e}_{k}$ of $\mathbf{G}$, and $\left(2^{k-1}-1\right) \cdot\left(2^{k-1}-2\right) / 6$ recovery sets of cardinality three which are the sets $\left\{\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{x}+\mathbf{x}^{\prime}+\mathbf{e}_{k}\right\}$ for all pairs $\mathbf{x}, \mathbf{x}^{\prime} \in \mathcal{R}^{\prime} \backslash \mathbf{e}_{k}$. Note that for $k=2$, according to Inequality (6.6), one can readily confirm that $\lambda_{k} \leq 1$. Thus, for $k=2$ the systematic recovery set of file $f_{k}$ can be utilized for satisfying the demand vector $1 \cdot \mathbf{e}_{k}$. For $k \geq 3$, it should be noted that that each column $\mathbf{x} \in \mathcal{R}^{\prime} \backslash \mathbf{e}_{k}$ is contained in exactly $\left(2^{k-1}-2\right) / 2$ recovery sets of file $f_{k}$ of cardinality three. Since the capacity of each node is one, from each recovery set the request rate of $1 /\left(2^{k-2}-1\right)$ can be satisfied without violating the capacity constraints. Thus, the demand vector $\frac{2^{k-1}+2}{3} \cdot \mathbf{e}_{k}$ can be satisfied. For the remaining part, we consider $k \geq 4$. Let $i, j \in[k-1]$ with $i \neq j$ be arbitrary. With this $\left\{\mathbf{e}_{k}, \mathbf{e}_{i}+\mathbf{e}_{k}\right\}$ and $\left\{\mathbf{e}_{j}+\mathbf{e}_{k}, \mathbf{e}_{i}+\mathbf{e}_{j}+\mathbf{e}_{k}\right\}$ are two of $2^{k-2}$ recovery sets of cardinality two for file $f_{i}$. Thus, the elements in $\mathcal{R}^{\prime} \backslash\left\{\mathbf{e}_{k}, \mathbf{e}_{i}+\mathbf{e}_{k}, \mathbf{e}_{j}+\mathbf{e}_{k}, \mathbf{e}_{i}+\mathbf{e}_{j}+\mathbf{e}_{k}\right\}$ can be partitioned into $2^{k-2}-2$ recovery sets for file $f_{i}, i \in[k-1]$. Also, the sets $\left\{\mathbf{e}_{k}\right\}$ and $\left\{\mathbf{e}_{i}+\mathbf{e}_{k}, \mathbf{e}_{j}+\mathbf{e}_{k}, \mathbf{e}_{i}+\mathbf{e}_{j}+\mathbf{e}_{k}\right\}$ can be utilized as two disjoint recovery sets for file $f_{k}$. Thus, the demand vector $\left(2^{k-2}-2\right) \cdot \mathbf{e}_{i}+2 \cdot \mathbf{e}_{k}$ can be satisfied.

### 6.5.2 Systematic First Order Reed-Muller Codes

Theorem 17. For each integer $k \geq 2$, the service rate region of first order Reed-Muller code $R M_{2}(1, k-1)$ (or binary affine $k$-dimensional simplex code) with a systematic generator matrix $\mathbf{G}$ constructed as described in section 6.2 .4 , if $k=2$ is given by

$$
\mathcal{S}(\mathbf{G})=\left\{\lambda \in \mathbb{R}_{\geq 0}^{k}: \lambda_{1} \leq 1, \lambda_{2} \leq 1\right\}=\operatorname{conv}\left(\mathbf{0}, \mathbf{e}_{1}+\mathbf{e}_{2}\right)
$$

if $k=3$, is given by
$\mathcal{S}(\mathbf{G})=\left\{\lambda \in \mathbb{R}_{\geq 0}^{k}:-\lambda_{i}+\sum_{j=1}^{3} \lambda_{j} \leq 2, \forall i \in[k]\right\}=\operatorname{conv}\left(\mathbf{0}, 2 \cdot \mathbf{e}_{1}, 2 \cdot \mathbf{e}_{2}, 2 \cdot \mathbf{e}_{3}, \mathbf{e}_{1}+\mathbf{e}_{2}+\mathbf{e}_{3}\right)$
if $k=4$, is given by

$$
\begin{aligned}
\mathcal{S}(\mathbf{G}) & =\left\{\lambda \in \mathbb{R}_{\geq 0}^{k}:-\lambda_{i}+\sum_{j=1}^{k} \lambda_{j} \leq 4,2 \lambda_{i}+\sum_{j=1}^{k} \lambda_{j} \leq 10 \forall i \in[k]\right\} \\
& =\operatorname{conv}\left(\mathbf{0}, \mathbf{p}_{i} \forall i \in[k], \mathbf{q}_{i, j} \forall i, j \in[k] \text { with } i \neq j, \frac{4}{3} \cdot \mathbf{1}\right)
\end{aligned}
$$

and if $k \geq 5, \mathcal{S}(\mathbf{G})$ lies inside the region given by

$$
\mathcal{S}(\mathbf{G}) \subseteq\left\{\lambda \in \mathbb{R}_{\geq 0}^{k}: \sum_{i \in[k] \backslash \mathcal{S}} \lambda_{i}+\sum_{j \in \mathcal{S}}\left(3 \lambda_{j}-2\right) \leq 2^{k-1} \forall \mathcal{S} \subseteq[k]\right\}
$$

where $\mathbf{p}_{i}=\frac{10}{3} \cdot \mathbf{e}_{i}$ and $\mathbf{q}_{i, j}=3 \cdot \mathbf{e}_{i}+1 \cdot \mathbf{e}_{j}$ for $i, j \in[k]$.
Proof. Based on the construction described in section 6.2 .4 for a systematic generator matrix $\mathbf{G}$ of the $\mathrm{RM}_{2}(1, k-1)$, it can be seen that the number of ones in each column of G is odd, and the constructed systematic generator matrix, up to column permutations, is unique. Let the columns of $G$ which are the set of vectors in $\mathbb{F}_{2}^{k}$ with odd number of ones, be denoted by $\mathcal{R}^{\prime} \subseteq \mathbb{F}_{2}^{k},\left|\mathcal{R}^{\prime}\right|=2^{k-1}$.

Converse: For an arbitrary file $f_{i}, i \in[k]$, the unit vector $\mathbf{e}_{i}$ is a column of $\mathbf{G}$ that forms a systematic recovery set of cardinality one, while all other recovery sets have cardinality at least three. The proof is based on the contradiction approach. Let $\mathbf{x}, \mathrm{x}^{\prime} \in \mathcal{R}^{\prime} \backslash \mathbf{e}_{i}$. Assume that $\left\{\mathbf{x}, \mathbf{x}^{\prime}\right\}$ forms a recovery set of cardinality two for file $f_{i}$, i.e., $\mathbf{x}+\mathbf{x}^{\prime}=\mathbf{e}_{i}$. Since both x and $\mathrm{x}^{\prime}$ have an odd number of ones, their sum must have an even number of ones which is a contradiction. Indeed, for all pairs $\mathbf{x}, \mathbf{x}^{\prime} \in \mathcal{R}^{\prime} \backslash \mathbf{e}_{i}$, the set $\left\{\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{x}+\mathbf{x}^{\prime}+\mathbf{e}_{i}\right\}$
forms a recovery set of cardinality three for file $f_{i}, i \in[k]$. Thus, if $\lambda_{i} \leq 1$, the requests for file $f_{i}$ can be fully satisfied by the systematic recovery set $\left\{\mathbf{e}_{i}\right\}$ and the system capacity utilized by $\lambda_{i}$ is $\lambda_{i}$. However, for $\lambda_{i} \geq 1$, the system capacity utilized by $\lambda_{i}$ is at least $1+3\left(\lambda_{i}-1\right)=3 \lambda_{i}-2$. Since the system has $2^{k-1}$ servers of capacity 1 , any vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ in the service rate region must satisfy:

$$
\begin{equation*}
\sum_{i \in[k] \backslash \mathcal{S}} \lambda_{i}+\sum_{j \in \mathcal{S}}\left(3 \lambda_{j}-2\right) \leq 2^{k-1} \quad \forall \mathcal{S} \subseteq[k] \tag{6.7}
\end{equation*}
$$

Applying Corollary 8 on all hyperplanes $\mathcal{H}_{j}, j \in[k]$, given by $\sum_{i \in[k] \backslash j} x_{i}=0$, where each hyperplane $\mathcal{H}_{j}, j \in[k]$ does not contain any unit vectors $\mathbf{e}_{i}, i \in[k] \backslash j$, yields another set of valid constraints on any demand vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ in the service rate region as follows:

$$
\begin{equation*}
\sum_{i \in[k] \backslash j} \lambda_{i} \leq 2^{k-2} \quad \forall j \in[k] \tag{6.8}
\end{equation*}
$$

Note that for $k \in\{2,3\}$, Inequality (6.8) is tighter than (6.7). For $k=2$, Inequality (6.8) gives $\lambda_{1} \leq 1$ and $\lambda_{2} \leq 1$. For $k=3$, Inequality (6.8) gives $\sum_{i=1}^{3} \lambda_{i}-\lambda_{i} \leq 2$ for all $i \in[3]$. Summing up these three inequalities and dividing them by two, results $\sum_{i=1}^{3} \lambda_{i} \leq 3$. For $k=4$, Inequality (6.8) yields $\sum_{i=1}^{4} \lambda_{i}-\lambda_{i} \leq 4$ for all $i \in$ [4]. Summing up these four inequalities and dividing by three gives $\sum_{i=1}^{4} \lambda_{i} \leq \frac{16}{3}$. Also, for $k=4$, Inequality (6.7) gives a set of constraints, among which the constraints $\sum_{i=1}^{4} \lambda_{i}+2 \cdot \lambda_{i} \leq 10$ for all $i \in[4]$, are tighter than the ones already obtained from (6.8) in some region. For $k \geq 5$, Inequality (6.7) is always tighter than (6.8).

Achievability: For $k \leq 4$, we have to provide constructions for the vertices of the corresponding polytope. As discussed, for each file $f_{i}$, with $i \in[k]$, there are one systematic recovery set of cardinality one which is the column $\mathbf{e}_{i}$ of $\mathbf{G}$, and $\left(2^{k-1}-1\right) \cdot\left(2^{k-1}-2\right) / 6$ recovery sets of cardinality three which are the sets of the form $\left\{\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{x}+\mathbf{x}^{\prime}+\mathbf{e}_{i}\right\}$ for all
pairs $\mathbf{x}, \mathbf{x}^{\prime} \in \mathcal{R}^{\prime} \backslash \mathbf{e}_{i}$. For $k=2$, the two disjoint recovery sets $\left\{\mathbf{e}_{1}\right\}$ and $\left\{\mathbf{e}_{2}\right\}$, which are the only recovery sets for files $f_{1}$ and $f_{2}$, respectively, can be used to satisfy the demand vector $\mathbf{e}_{1}+\mathbf{e}_{2}$. Now, consider $k \geq 3$. Since each column $\mathbf{x} \in \mathcal{R}^{\prime} \backslash \mathbf{e}_{i}$ is contained in exactly $\left(2^{k-1}-2\right) / 2$ recovery sets of file $f_{i}, i \in[k]$ of cardinality three, and the capacity of each node is one, from each recovery set the request rate of $1 /\left(2^{k-2}-1\right)$ can be satisfied without violating the capacity constraints. Thus, the demand vector $\frac{2^{k-1}+2}{3} \cdot \mathbf{e}_{i}$ for all $i \in[k]$ can be satisfied. This means that for $k=3$ and $k=4$, respectively the demand vectors $2 \cdot \mathbf{e}_{i}$ for all $i \in[3]$, and $\frac{10}{3} \cdot \mathbf{e}_{i}$ for all $i \in[4]$ can be satisfied. Also, for $k=3$, the demand vector $\mathbf{e}_{1}+\mathbf{e}_{2}+\mathbf{e}_{3}$ can be achieved by the disjoint systematic recovery sets $\left\{\mathbf{e}_{1}\right\},\left\{\mathbf{e}_{2}\right\}$, and $\left\{\mathbf{e}_{3}\right\}$. Now, assume $k \geq 4$. Let $i, j \in[k]$ with $i \neq j$ be arbitrary. The systematic recovery sets $\left\{\mathbf{e}_{i}\right\}$ and $\left\{\mathbf{e}_{j}\right\}$ can be used for files $f_{i}$ and $f_{j}$, respectively. Additionally, consider all the $\left(2^{k-2}-1\right) \cdot\left(2^{k-1}-4\right) / 3$ recovery sets $\left\{\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{x}+\mathbf{x}^{\prime}+\mathbf{e}_{i}\right\}$ of cardinality three for file $f_{i}$ that do not contain $\mathbf{e}_{j}$, each of which can satisfy the request rate of $1 /\left(2^{k-2}-2\right)$ for file $f_{i}$ without violating the capacity constraints. Thus, the demand vector $\frac{2^{k-1}+1}{3} \cdot \mathbf{e}_{i}+1 \cdot \mathbf{e}_{j}$ can be achieved. Therefore, for $k=4$ the demand vector $3 \cdot \mathbf{e}_{i}+1 \cdot \mathbf{e}_{j}$ for all $i, j \in[k]$ with $i \neq j$ can be satisfied. For achieving the demand vector $\frac{4}{3} \cdot \mathbf{1}$, one can use all the systematic recovery sets $\left\{\mathbf{e}_{1}\right\},\left\{\mathbf{e}_{2}\right\},\left\{\mathbf{e}_{3}\right\},\left\{\mathbf{e}_{4}\right\}$ with capacity 1 . Moreover, the remaining four columns can be used to build up four recovery sets consisting of a unique recovery set of cardinality 3 for each file $f_{i}, i \in[4]$, and from each of these recovery sets the rate of $\frac{1}{3}$ can be satisfied. This completes the proof.

### 6.6 Examples of Service Rate Region

### 6.6.1 Binary $[7,3]$ Simplex code

In this section, as an example, we show how the service rate region of the $[7,3]$ Simplex code is determined using the geometric approach. Consider a storage system using the $[7,3]$ Simplex code. W.l.o.g, assume that $\mu=1$. Let $\left(x_{1}, x_{2}, x_{3}\right)$ denote a generic non-
zero vector in $\mathbb{F}_{2}^{3}$. Observe that the hyperplane $\mathcal{H}$ given by $\sum_{i=1}^{3} x_{i}=0$ (namely, the hyperplane containing the points $(0,1,1),(1,0,1)$ and $(1,1,0)$ in the Fano plane depicted in Figure 6.1) does not contain any unit vector $\mathbf{e}_{i}, i \in\{1,2,3\}$. Thus, for any demand vector $\boldsymbol{\lambda}=\left(\lambda_{a}, \lambda_{b}, \lambda_{c}\right)$ in the service rate region, applying Corollary 8 results in $\lambda_{a}+$ $\lambda_{b}+\lambda_{c} \leq 4$. The reason is that the hyperplane $\mathcal{H}$ does not contain the points $(0,0,1)$, $(0,1,0),(1,0,0)$ and $(1,1,1)$. Thus, so far we have shown that the service rate region is contained in the polytope $\mathcal{P}=\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{3}: \sum_{i=1}^{3} \lambda_{i} \leq 4\right\}$.

For the achievability proof, since the service rate region is a convex subset of $\mathbb{R}_{\geq 0}^{3}$, we only need to show that the vertices of the polytope $\mathcal{P}$, i.e., $(0,0,0),(4,0,0),(0,4,0)$ and $(0,0,4)$, are in the service rate region of this storage system. To see that, we observe that there are four disjoint recovery sets for each data object), and thus the request rate of 1 can be assigned to each of these recovery sets without violating the node capacity constraints. Thus, the service rate region of the $[7,3]$ Simplex code consists of all demand vectors $\left(\lambda_{a}, \lambda_{b}, \lambda_{c}\right)$ such that $\lambda_{a}+\lambda_{b}+\lambda_{c} \leq 4$.

### 6.6.2 Binary Non-Systematic [8, 4] First Order Reed-Muller code

Consider a system where four objects $a, b, c$, and $d$ are stored across 8 servers using the first order Reed-Muller code $\mathrm{RM}_{2}(1,3)$ with a non-systematic generator matrix as:

$$
G=\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right]
$$

which encodes $[a, b, c, d]$ into $[a+b+c+d, a+b+d, a+c+d, a+d, b+c+d, b+d, c+d, d]$. The recovery sets for objects $a$ and $d$ are shown in Figure 6.2 and Figure 6.3, respectively. The recovery sets for objects $b$ and $c$ can be obtained similarly to those for $a$.


Figure 6.2: Recovery sets for data object $a$ in the $[8,4]$ Reed-Muller code.


Figure 6.3: Recovery sets for data object $d$ in the $[8,4]$ Reed-Muller code.

Let $\left(x_{1}, \ldots, x_{4}\right)$ be a non-zero vector in $\mathbb{F}_{2}^{4}$. Observe that the hyperplane $\mathcal{H}$ given by $\sum_{i=1}^{4} x_{i}=0$ does not contain any unit vector $\mathbf{e}_{i}, i \in[4]$. The hyperplane $\mathcal{H}$ does not contain the 4 column vectors $(1,1,0,1),(1,0,1,1),(0,1,1,1)$ and $(0,0,0,1)$ of the generator matrix. Thus, for any demand vector $\boldsymbol{\lambda}=\left(\lambda_{a}, \lambda_{b}, \lambda_{c}, \lambda_{d}\right)$ in the service rate region, applying the Corollary 8 results in the constraint below

$$
\begin{equation*}
\lambda_{a}+\lambda_{b}+\lambda_{c}+\lambda_{d} \leq 4 \tag{6.9}
\end{equation*}
$$

On the other hand, we know that the unit vector $\mathbf{e}_{i}$ for all $i \in\{1,2,3\}$ is not a column of the generator matrix which means that files $a, b$, and $c$ do not have any systematic recovery sets. Thus, for files $a, b$, and $c$, the cardinality of all recovery sets is at least two, and the minimum system capacity utilized by $\lambda_{i}$ for $i \in\{a, b, c\}$ is $2 \lambda_{i}$. For file $d$,
since all columns of the generator matrix have one in the last row, the cardinality of every recovery set is odd. Hence, for file $d$, the unit vector $\mathbf{e}_{4}$, which is a column of $G$, forms a recovery set of cardinality one, while all other recovery sets have cardinality at least three. Thus, the minimum system capacity utilized by $\lambda_{d}$ for $\lambda_{d} \leq 1$ is $\lambda_{d}$ and for $\lambda_{d} \geq 1$ is $1+3\left(\lambda_{d}-1\right)=3 \lambda_{d}-2$. Since the system has 8 servers, each of service capacity 1 , based on the capacity constraints, the total capacity utilized by the requests for download must be at most 8 . Thus, any vector $\left(\lambda_{a}, \lambda_{b}, \lambda_{c}, \lambda_{d}\right)$ in the service region must satisfy:

$$
\begin{cases}2\left(\lambda_{a}+\lambda_{b}+\lambda_{c}\right)+\lambda_{d} \leq 8 & \text { for } \lambda_{d} \leq 1  \tag{6.10}\\ 2\left(\lambda_{a}+\lambda_{b}+\lambda_{c}\right)+3 \lambda_{d}-2 \leq 8 & \text { for } \lambda_{d} \geq 1\end{cases}
$$

So far, we showed that the service rate region lies inside the polytope $\mathcal{T}$ described as follows: $\mathcal{T}=\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{4}: \boldsymbol{\lambda}\right.$ satisfies (6.5), (6.6) $\}$. Figure 6.4 depicts the service rate region of this storage scheme in the $\lambda_{a}-\lambda_{d}$ plane wherein (6.9) and (6.10) are respectively shown with the red line and the green line.


Figure 6.4: Service rate region of the $[8,4]_{2}$ first order Reed-Muller code in $\lambda_{a}-\lambda_{d}$ plane with $\lambda_{b}=\lambda_{c}=0$ where the constraints (6.9) and (6.10) are respectively shown with the red line and the green line.

For the achievability proof, one needs to provide constructions only for the vertices of polytope $\mathcal{T}$ in $\lambda_{a}-\lambda_{d}$ plane. The demand vector $\left(\lambda_{a}, \lambda_{b}, \lambda_{c}, \lambda_{d}\right)=(4,0,0,0)$ can be achieved by assigning the request rate of 1 to each of the 4 disjoint recovery sets of file $a$ shown in Figure 6.2. For the $\left(\lambda_{a}, \lambda_{b}, \lambda_{c}, \lambda_{d}\right)=(2,0,0,2)$, the $\lambda_{a}=2$ can be served by assigning the request rate of 1 to each of the recovery sets $(b+d, a+b+d)$ and $(b+c+d, a+b+c+d)$, and $\lambda_{d}=2$ can be satisfied by assigning the request rate of 1 to the systematic recovery set $(d)$, and the request rate 1 to the recovery set $(a+d, c+d, a+c+d)$ of file $d$. For the demand vector $\left(\lambda_{a}, \lambda_{b}, \lambda_{c}, \lambda_{d}\right)=\left(0,0,0, \frac{10}{3}\right)$, the $\lambda_{d}=\frac{10}{3}$ can be served without violating the node capacity constraints by assigning the request rate of 1 to the systematic recovery set $(d)$, and the request rate of $\frac{1}{3}$ to each of the 7 recovery sets of size 3 for file $d$, depicted in Figure 6.3.

## 7. STORAGE-EFFICIENT SCHEMES COVERING GIVEN RATE REGIONS*

### 7.1 Introduction

The explosive growth in the amount of data stored in the cloud data centers is accompanied by a rapid increase in the volume of users accessing it. A simple approach to handle these surging demands in a fast and reliable fashion is to replicate data at multiple storage nodes. However, replication can be expensive in terms of storage. Erasure codes have been shown to be effective in achieving various goals such as providing reliability against node failures (see e.g., [51-54]), ensuring availability of stored content during high demand (see e.g., [55-58]), enabling the recovery of a data object from multiple disjoint groups of nodes (see e.g., [59-61]), and providing fast content download (see e.g., [62-70]).

Serving a large number of users simultaneously is a major concern in cloud storage systems and so is considered as one of the most significant considerations in the design of coded distributed systems. The service rate region has been recently recognized as an important performance metric for coded distributed systems, which is defined as the set of all data access requests that can be simultaneously served by the system [1,71-76]. It has been shown that erasure coding of data objects can increase the overall volume of the service rate region through handling skews in the request rates more flexibly [1, 73, 74].

The service rate problem considers a distributed storage system where $k$ files $f_{1}, \ldots, f_{k}$ are stored across $n$ servers using a linear $[n, k]_{q}$ code. The requests to download file $f_{i}$ arrive at rate $\lambda_{i}$, and the service rate of each server is $\mu$. A goal of the service rate problem is to determine the service rate region of this system which is the set of all request rates $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ that can be handled by this system.

[^9]
## Related Work

All the existing studies on the service rate problem focus on characterizing the service rate region of a given coded storage scheme and finding the optimal request allocation, that is, the optimal policies for splitting incoming requests across the nodes to maximize the service rate region (see [1]). In [73], the service rate region was characterized for MDS codes when $n \geq 2 k$, binary simplex codes and systems with arbitrary $n$ when $k=2$. The service rate region of the systems with arbitrary $n$ when $k=3$ was determined in [74]. A connection between the service rate problem and the fractional matching problem is established in [75]. Also, it has been shown that the service rate problem can be viewed as a generalization of the multiset primitive batch codes problem. In [75], we characterized the service rate regions of the binary first order Reed-Muller codes and binary simplex codes using a novel geometric technique. Also, we showed that given the service rate region of a code, a lower bound on the minimum distance of the code can be derived.

## Our Contributions

In this work, we consider a practical setting of designing a coded distributed storage system where we are asked to store $k$ files redundantly across some number of storage nodes in the system. Also, we are given a bounded subset $\mathcal{R} \subset \mathbb{R}_{\geq 0}^{k}$ as a desired service rate region for this distributed storage system. Our goal is: 1) to find the minimum number of storage nodes $n(\mathcal{R})$ (or a lower bound on $n(\mathcal{R})$ ) required for serving all demand vectors $\boldsymbol{\lambda}$ inside the desired service rate region $\mathcal{R}$, and 2) to design the most storage-efficient redundancy scheme with the service rate region covering the set $\mathcal{R}$. In this work, we focus on designing the underlying erasure codes that cover a given service rate region with minimum storage. Towards this goal, we propose three different general lower bounds for $n(\mathcal{R})$. Also, we show that for $k=2$, these bounds are tight and we design an efficient storage scheme that achieves the desired service rate region while minimizing the storage.

### 7.2 Problem Setup and Formulation

### 7.2.1 Basic Notation

Throughout this chapter, we denote vectors by bold-face lower-case letters and matrices by bold-face capital letters. Let $\mathbb{Z}_{\geq 0}$ and $\mathbb{N}$, respectively, denote the set of non-negative integers, and the set of positive integers. For $k \in \mathbb{N}$, let $\mathbf{0}_{k}$ and $\mathbf{1}_{k}$, respectively, denote the all-zero and all-one column vectors of length $k$. Let $\mathbf{e}_{i}$ be a unit vector of length $k$, having a one at position $i$ and zeros elsewhere. For any $i \in \mathbb{N}$, we define $[i] \triangleq\{1, \ldots, i\}$. Let $\mathbb{F}_{q}$ be the finite field of order $q$, and $\mathbb{F}_{q}^{n}$ be the $n$-dimensional vector space over $\mathbb{F}_{q}$. Let $[n, k]_{q}$ denote a q-ary linear code $\mathcal{C}$ of length $n$ and dimension $k$. We denote the cardinality of a set or multiset $\mathcal{S}$ by $\# \mathcal{S}$. Let $\langle\mathcal{S}\rangle$ and $\operatorname{conv}(\mathcal{S})$, respectively, denote the span and the convex hull of the set $\mathcal{S}$ of vectors. For two vectors $\mathbf{x}=\left(x_{1}, \ldots, x_{k}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{k}\right)$, let $\mathbf{x} \leq \mathbf{y}$ define $x_{i} \leq y_{i}$ for all $i \in[k]$.

### 7.2.2 Coded Storage System

Consider a coded storage system wherein $k$ files $f_{1}, \ldots, f_{k}$ are stored redundantly across $n$ servers using a linear code of length $n$ and dimension $k$ over $\mathbb{F}_{q}$ with generator matrix G. Suppose all files are of the same size, and all servers have a storage capacity of one file. A set $Y$ is a recovery set for file $f_{i}$ if the unit vector $\mathbf{e}_{i}$ can be recovered through a linear combination of the columns of $\mathbf{G}$ indexed by the set $Y$, i.e., if there exist coefficients $\alpha_{j}$ 's $\in \mathbb{F}_{q}$ such that $\sum_{j \in Y} \alpha_{j} \mathbf{g}_{j}=\mathbf{e}_{i}$ where $\mathbf{g}_{j}$ denotes the $j$ th column of $\mathbf{G}$. For each file, w.l.o.g. we consider reduced recovery sets defined as the recovery sets that are not a proper superset of any other recovery sets for that file. In other words, the reduced recovery sets are obtained by considering non-zero coefficients $\alpha_{j}$ 's and linearly independent columns $\mathbf{g}_{j}$ 's. Let $\mathcal{Y}_{i}=\left\{Y_{i, 1}, \ldots, Y_{i, t_{i}}\right\}$ denote the $t_{i}$ recovery sets for file $f_{i}$.

We assume that the service rate of each server is $\mu$, i.e., each server can resolve the received requests at the average rate $\mu$. We further assume that the requests to download
file $f_{i}$ arrive at rate $\lambda_{i}, i \in[k]$. The request arrival rates for the $k$ files are denoted by the demand vector $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$. We consider the class of scheduling strategies that assign a fraction of requests for a file to each of its recovery sets. Let $\lambda_{i, j}$ be the portion of requests for file $f_{i}$ that is assigned to the recovery set $Y_{i, j}, j \in\left[t_{i}\right]$.

### 7.2.3 Service Rate Region

The demand vector $\boldsymbol{\lambda}$ can be served by a coded distributed storage system with generator matrix $\mathbf{G} \in \mathbb{F}_{q}^{k \times n}$ and service rate $\mu$ iff there exists a set $\left\{\lambda_{i, j}: i \in[k], j \in\left[t_{i}\right]\right\}$, referred to as a valid allocation, that satisfies the following constraints:

$$
\begin{align*}
& \sum_{j=1}^{t_{i}} \lambda_{i, j}=\lambda_{i}, \quad \text { for all } i \in[k],  \tag{7.1a}\\
& \sum_{i=1}^{k} \sum_{\substack{\in\left[t_{i}\right] \\
\ell \in Y_{i, j}}} \lambda_{i, j} \leq \mu, \quad \text { for all } \ell \in[n],  \tag{7.1b}\\
& \lambda_{i, j} \in \mathbb{R}_{\geq 0}, \quad \text { for all } i \in[k], j \in\left[t_{i}\right] . \tag{7.1c}
\end{align*}
$$

The constraints (7.1a) guarantee that the demands for all files are served, and (7.1b) ensure that the total rate assigned to each server does no exceed its service rate.

The service rate region of an erasure coded storage system with the generator matrix G and service rate $\mu$, denoted by $\mathcal{S}(\mathbf{G}, \mu) \subseteq \mathbb{R}_{\geq 0}^{k}$, is defined as the set of all demand vectors $\boldsymbol{\lambda}$ that can be served by the system. In what follows, w.l.o.g. we assume that $\mu=1$ and abbreviate $\mathcal{S}(\mathbf{G}, 1)$ as $\mathcal{S}(\mathbf{G})$.

Note that there are several generator matrices that span the same linear code, i.e., whenever the row spans of two matrices $G$ and $G^{\prime}$ coincide, they span the same code. However, the service rate regions of generator matrices $G$ and $\mathbf{G}^{\prime}$ of the same linear code might not be the same, i.e., $\mathcal{S}(\mathbf{G}) \neq \mathcal{S}\left(\mathbf{G}^{\prime}\right)$.

### 7.2.4 Geometric Description of Linear Codes

Here, we briefly review some preliminaries regarding the notions of projective space, multiset, and projective multisets induced by linear codes that we will use in Sec.7.2.5. For more details, see [121-123].

Definition 16. For a vector space $\mathcal{V}$ of dimension $v$ over $\mathbb{F}_{q}$, the projective space of $\mathcal{V}$, denoted as $\operatorname{PG}(\mathcal{V})$, is the set of equivalence classes of $\mathcal{V} \backslash\left\{\mathbf{0}_{v}\right\}$ under the equivalence relation $\sim$ defined as $x \sim y$ if there is a non-zero element $\alpha \in \mathbb{F}_{q}$ such that $x=\alpha y$.

We remark that the 1 -dimensional subspaces of $\mathcal{V}$ are the points of the projective space $\operatorname{PG}(\mathcal{V})$. The 2-dimensional subspaces of $\mathcal{V}$ are the lines of $\operatorname{PG}(\mathcal{V})$ and the $v-1$ dimensional subspaces of $\mathcal{V}$ are called the hyperplanes of $\operatorname{PG}(\mathcal{V})$.

For a vector space $\mathcal{V}$ of (geometric) dimension $v$ over $\mathbb{F}_{q}$, the projective space $\operatorname{PG}(\mathcal{V})$ is also denoted by $\operatorname{PG}(v-1, q)$, referred to as the projective space of (algebraic) dimension $v-1$ over $\mathbb{F}_{q}$. This notion makes sense since up to isomorphism, the $\operatorname{PG}(\mathcal{V})$ only depends on the order $q$ of the base field and the dimension $v$ of the vector space $\mathcal{V}$. Thus, $\operatorname{PG}(v-1, q)$ can be defined as the set of $v$-tuples of elements of $\mathbb{F}_{q}$, not all zero, under the equivalence relation given by $\left(x_{1}, \cdots, x_{v}\right) \sim\left(\alpha x_{1}, \cdots, \alpha x_{v}\right), \alpha \neq 0, \alpha \in \mathbb{F}_{q}$. The definition implies that if $\left(x_{1}, \cdots, x_{v}\right)$ is a point in $\mathrm{PG}(v-1, q)$, its scalar multiple (by any non-zero scalar $\left.\alpha \in \mathbb{F}_{q}\right)\left(\alpha x_{1}, \cdots, \alpha x_{v}\right)$ is the same point in $\operatorname{PG}(v-1, q)$.

A multiset, unlike a set, allows for multiple instances for each of its elements. A multiset $\mathcal{S}$ on a base set $\mathcal{X}$ is defined with its characteristic function, denoted as $\chi_{\mathcal{S}}: \mathcal{X} \rightarrow \mathbb{N}$, mapping $x \in \mathcal{X}$ to the multiplicity of $x$ in $\mathcal{S}$. The cardinality of the multiset $\mathcal{S}$ is computed as $\# \mathcal{S}=\sum_{x \in \mathcal{X}} \chi_{\mathcal{S}}(x)$. The multiset $\mathcal{S}$ is also called $\# \mathcal{S}$-multiset. As a simple example, consider the multiset $\mathcal{S}=\{a, a, b, b, b, c\}$ on the base set $\mathcal{X}=\{a, b, c\}$ that is identified with $\chi_{\mathcal{S}}(a)=2, \chi_{\mathcal{S}}(b)=3$ and $\chi_{\mathcal{S}}(c)=1$.

Let $\mathbf{G}$ be the generator matrix of an $[n, k]_{q}$ code $\mathcal{C}$ that is a $k$-dimensional subspace of
the $n$-dimensional vector space $\mathbb{F}_{q}^{n}$. Let $\mathbf{g}_{i}, i \in[n]$ be the $i$ th column of $\mathbf{G}$. Then, each $\mathbf{g}_{i}$ is a point in the projective space $\operatorname{PG}(k-1, q)$, and $\mathcal{G}:=\left\{g_{1}, g_{2}, \ldots, g_{n}\right\}$ is an $n$-multiset of points in $\mathrm{PG}(k-1, q)$ where each point is counted with the appropriate multiplicity. In general, $\mathcal{G}$ is called the $n$-multiset induced by $\mathcal{C}$.

Proposition 7. There exists a one-to-one correspondence between the equivalence classes of full-length q-ary linear codes and the projective equivalence classes of multisets in finite projective spaces.

An $[n, k]_{q}$ code can be described by a generator matrix $\mathbf{G}$ or as discussed by an nmultiset $\mathcal{G}$ of points in $\mathrm{PG}(k-1, q)$. In what follows, for the ease of notation, we restrict ourselves to the binary field. We associate the points of $\operatorname{PG}(k-1,2)$ with the non-zero vectors in $\mathbb{F}_{2}^{k} \backslash\left\{\mathbf{0}_{k}\right\}$, then we interpret each such vector as the binary expansion of the corresponding integer $i \in[\ell]$ where $\ell:=2^{k}-1$. We denote by $\mathbf{v}_{i}$ the vector corresponding to the integer $i \in[\ell]$. As two examples, in $\mathbb{F}_{2}^{3} \backslash\left\{\mathbf{0}_{3}\right\}$, the vectors $\mathbf{v}_{3}=(0,1,1)$ and $\mathbf{v}_{4}=(1,0,0)$ are corresponding to the integers 3 and 4 , respectively. In order to uniquely characterize a multiset of points $\mathcal{G}$ in $\mathrm{PG}(k-1,2)$, we use multiplicities $n_{i} \in \mathbb{Z}_{\geq 0}, i \in[\ell]$, counting the number of occurrences of the vector $\mathbf{v}_{i} \in \mathbb{F}_{2}^{k} \backslash\left\{\mathbf{0}_{k}\right\}, i \in[\ell]$, in the generator matrix G. Thus, we have $\sum_{i \in[\ell]} n_{i}=n$. Also, due to the correspondence between a generator matrix $G$ and a multiset of points $\mathcal{G}$ (based on the Proposition 7), we can write $\mathcal{S}(\mathcal{G})$ instead of $\mathcal{S}(\mathbf{G})$ for the service rate region and we will directly define $\mathcal{S}(\mathcal{G})$ shortly.

### 7.2.5 Geometric Interpretation of the Service Rate Region

A recovery set for file $f_{i}, i \in[k]$, is a subset $Y \subseteq[\ell]$ such that the span of the set $\left\{\mathbf{v}_{j} \mid j \in Y\right\}$ contains the unit vector $\mathbf{e}_{i}$. A recovery set $Y$ for $f_{i}$ is called reduced if there does not exist a proper subset $Y^{\prime} \subsetneq Y$ with $\mathbf{e}_{i} \in\left\langle\left\{\mathbf{v}_{j} \mid j \in Y^{\prime}\right\}\right\rangle$. For $q=2$ and a reduced recovery set $Y$, there is no need to specify the index $i$ of the file that is recovered since $\sum_{j \in Y} \mathbf{v}_{j}=\mathbf{e}_{i}$. However, this is not necessarily true for $q>2$. As an example, in $\mathbb{F}_{3}$ the set
$\left\{\mathbf{e}_{1}+\mathbf{e}_{2}, \mathbf{e}_{1}+2 \mathbf{e}_{2}\right\}$ spans a 2-dimensional subspace containing both $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$, while none of these two unit vectors are contained in the span of a proper subset. Since we assume $q=2$, we will mostly speak just of a recovery set without specifying the index $i$ of the file that it recovers. By $\mathcal{Y}_{i}$ we denote the set of all reduced recovery sets for file $f_{i}$, where $i \in[k]$. For example, for $k=3$ we have $\mathcal{Y}_{2}=\{\{2\},\{4,6\},\{1,3\},\{5,7\},\{1,4,7\}\}$. Note that the maximum cardinality of a reduced recovery set is $k$, which can indeed be attained.

Let $\alpha_{i, Y}$ be the portion of request rates for file $f_{i}$ assigned to the recovery set $Y \in \mathcal{Y}_{i}$. Given a multiset of points $\mathcal{G}$ in $\operatorname{PG}(k-1,2)$, described by the multiplicities $n_{j}, j \in[\ell]$, the service rate region $\mathcal{S}(\mathcal{G})$ is the set of all vectors $\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{k}$ for which there exist $\alpha_{i, Y}$ 's, satisfying the following constraints:

$$
\begin{array}{ll}
\sum_{Y \in \mathcal{Y}_{i}} \alpha_{i, Y}=\lambda_{i}, & \text { for all } i \in[k], \\
\sum_{i=1}^{k} \sum_{\substack{Y \in \mathcal{Y}_{i} \\
j \in Y}} \alpha_{i, Y} \leq n_{j}, & \text { for all } j \in[\ell], \\
\alpha_{i, Y} \in \mathbb{R}_{\geq 0}, & \text { for all } i \in[k], Y \in \mathcal{Y}_{i} . \tag{7.2c}
\end{array}
$$

As noted, for $q=2$, each reduced recovery set uniquely characterizes the file it recovers, that is, $\mathcal{Y}_{i}$ 's where $i \in[k]$ are pairwise disjoint and form a partition of $\mathcal{Y}:=\cup_{i \in[k]} \mathcal{Y}_{i}$. With this we can simplify the above characterization, i.e., the service rate region $\mathcal{S}(\mathcal{G})$ is the set of all vectors $\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{k}$ for which there exists $\alpha_{Y}$, satisfying the following:

$$
\begin{array}{ll}
\sum_{Y \in \mathcal{Y}_{i}} \alpha_{Y} \geq \lambda_{i}, & \text { for all } i \in[k], \\
\sum_{\substack{Y \in \mathcal{Y} \\
j \in Y}} \alpha_{Y} \leq n_{j}, & \text { for all } \quad j \in[\ell], \\
\alpha_{Y} \in \mathbb{R}_{\geq 0}, & \text { for all } i \in[k], Y \in \mathcal{Y}_{i} . \tag{7.3c}
\end{array}
$$

### 7.2.6 Problem Statement

After these preparations, we can state the problems that we explore to address in this chapter. Consider a practical scenario where we are asked to store $k$ files redundantly across some number of nodes in a coded distributed storage system. Also, we are given a bounded subset $\mathcal{R} \subset \mathbb{R}_{>0}^{k}$ as a desired service rate region for this distributed storage system. Two natural questions arising in the design of this storage system are the following: 1) What is the minimum number $n(\mathcal{R})$ of storage nodes (or servers) required for serving all demand vectors $\boldsymbol{\lambda}$ inside the desired service rate region $\mathcal{R}$ ? 2) What is the most storage-efficient redundancy scheme with the service rate region covering the set $\mathcal{R}$ (i.e., how should the files be stored redundantly in $n(\mathcal{R})$ storage nodes)?

In other words, for each desired service rate region $\mathcal{R} \subset \mathbb{R}_{\geq 0}^{k}$, the goal is to characterize the minimum number of nodes $n(\mathcal{R})$ (or derive a lower bound on $n(\mathcal{R})$ ) such that there exists a generator matrix $\mathbf{G}$ with $\mathcal{R} \subseteq \mathcal{S}(\mathbf{G})$ (or alternatively, a multiset of points $\mathcal{G}$ in $\mathrm{PG}(k-1, q)$ with $\mathcal{R} \subseteq \mathcal{S}(\mathcal{G})$ ). Thus, deriving lower bounds and constructive upper bounds for $n(\mathcal{R})$ is of great significance in the context of designing distributed storage systems, which we aim to address in this chapter.

Recall that $\mathcal{S}(\mathbf{G}) \neq \mathcal{S}\left(\mathbf{G}^{\prime}\right)\left(\right.$ or $\left.\mathcal{S}(\mathcal{G}) \neq \mathcal{S}\left(\mathcal{G}^{\prime}\right)\right)$ even if $\mathbf{G}, \mathbf{G}^{\prime}$ (or $\mathcal{G}, \mathcal{G}^{\prime}$ ) generate the same linear code. Thus, to be more precise, instead of designing an efficient code, we have to speak of the construction of storage-efficient generator matrices or multisets of points.

### 7.3 Main Results

In this section, first we investigate a few structural properties and formulate the problem of determining $n(\mathcal{R})$. Then, using a geometric approach, we derive multiple lower bounds on $n(\mathcal{R})$ and finally we show that for $k=2$ the derived lower bounds are tight by proposing an storage-efficient redundancy scheme.

### 7.3.1 Structural Properties of Service Rate Region

Here, before we present integer linear programming (ILP) formulations for the determination of $n(\mathcal{R})$ we first study a few structural properties.

Lemma 20. For $\mathcal{R} \subset \mathbb{R}_{\geq 0}^{k}$, we have $n(\mathcal{R})=n(\operatorname{conv}(\mathcal{R}))$.
Proof. It suffices to observe that the service rate region $\mathcal{S}(\mathbf{G})$ of every generator matrix $\mathbf{G} \in \mathbb{F}_{2}^{k \times n}$ is convex. For more details, see [76].

Definition 17. For a set $S \subseteq \mathbb{R}_{\geq 0}^{k}$, the set $S \downarrow:=\left\{\mathbf{x} \in \mathbb{R}_{\geq 0}^{k} \mid \exists \mathbf{y} \in S: \mathbf{x} \leq \mathbf{y}\right\}$ defines the lower set of $S$.

Consider the bounded subset $S=\operatorname{conv}(\{(0,0),(1,2),(2,1)\}) \subset \mathbb{R}_{\geq 0}^{2}$ which is a triangle with area $\frac{3}{2}$. The lower set of $S$ is $S \downarrow=\operatorname{conv}(\{(0,0),(0,2),(2,0),(1,2),(2,1)\})$ which is a pentagon with area $\frac{7}{2}$.

Lemma 21. For a subset $\mathcal{R} \subset \mathbb{R}_{\geq 0}^{k}$, we have $n(\mathcal{R})=n(\mathcal{R} \downarrow)$.
Proof. It suffices to observe that the service rate region $\mathcal{S}(\mathbf{G})$ of every generator matrix $\mathbf{G} \in \mathbb{F}_{2}^{k \times n}$ is its own lower set, i.e., $\mathcal{S}(\mathbf{G})=\mathcal{S}(\mathbf{G}) \downarrow$.

Taken the above two observations into account, we can parameterize a large class of reasonable subsets $\mathcal{R} \subset \mathbb{R}_{\geq 0}^{k}$ through a function $T: 2^{[k]} \rightarrow \mathbb{N}$ that maps the subsets of $[k]$ to integers in $\mathbb{N}$, where $T(\emptyset)=0$.

Definition 18. Let $T: 2^{[k]} \rightarrow \mathbb{N}$ with $T(\emptyset)=0$. We define

$$
\mathcal{R}(T):=\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{k} \mid \sum_{i \in S} \lambda_{i} \leq T(S), \quad \forall \emptyset \neq S \subseteq[k]\right\}
$$

By construction $\mathcal{R}(T)$ is a convex polytope and $\mathcal{R}(T) \downarrow=\mathcal{R}(T)$, i.e., $\mathcal{R}(T)$ is its own lower set. (For more details, see e.g., [76].) It should be noted that in some cases, the values of the function $T: 2^{[k]} \rightarrow \mathbb{N}$ can be modified without changing $\mathcal{R}(T)$.

Lemma 22. For each function $T: 2^{[k]} \rightarrow \mathbb{N}$ with $T(\emptyset)=0$, there exists a monotone and subadditive function $T^{\prime}: 2^{[k]} \rightarrow \mathbb{N}$ with $T^{\prime}(\emptyset)=0$, such that $R(T)=R\left(T^{\prime}\right)$.*

Proof. Obtain $T^{\prime}$ by running the following algorithm on $T: 2^{[k]} \rightarrow \mathbb{N}, T(\emptyset)=0$.
for each $S \subseteq\{1, \ldots, k\}$ do

$$
T^{\prime}(S) \leftarrow T(S)
$$

end for
changed $\leftarrow$ true
while changed $=$ true $\mathbf{d o}$
changed $\leftarrow$ false
for each $S \subseteq\{1, \ldots, k\}$ do
for each $\emptyset \neq U \subsetneq S$ do
if $T^{\prime}(S)>T^{\prime}(U)+T^{\prime}(S \backslash U)$ then
$T^{\prime}(S) \leftarrow T^{\prime}(U)+T^{\prime}(S \backslash U)$
changed $\leftarrow$ true
end if
end for
for each $S \subsetneq V \subseteq\{1, \ldots, k\}$ do
if $T^{\prime}(S)>T^{\prime}(V)$ then
$T^{\prime}(S) \leftarrow T^{\prime}(V)$
changed $\leftarrow$ true
end if
end for
end for
end while
${ }^{*} T: 2^{[k]} \rightarrow \mathbb{N}$ is monotone iff $T(U) \leq T(V)$ for all $\emptyset \subseteq U \subseteq V \subseteq[k]$, and is subadditive iff $T(U \cup V) \leq T(U)+T(V)$.

We remark that based on the above algorithm, the function $T^{\prime}$ is subadditive, i.e., we have $T^{\prime}(U \cup V) \leq T^{\prime}(U)+T^{\prime}(V)$, and monotone, that is, we have $T^{\prime}(U) \leq T^{\prime}(V)$ for all $\emptyset \subseteq U \subseteq V \subseteq[k]$. Now, we need to prove that $\mathcal{R}(T)=\mathcal{R}\left(T^{\prime}\right)$.

After the first initializing loop we obviously have $\mathcal{R}(T)=\mathcal{R}\left(T^{\prime}\right)$. Now, let us consider a single step in which $T^{\prime}(S)$ is replaced by either $T^{\prime}(U)+T^{\prime}(S \backslash U)$ or $T^{\prime}(V)$. Inductively we know that each $\boldsymbol{\lambda} \in \mathcal{R}\left(T^{\prime}\right)$ satisfies $\sum_{i \in S^{\prime}} \lambda_{i} \leq T^{\prime}\left(S^{\prime}\right)$ for all $S^{\prime} \subseteq[k]$. Since this especially holds for $S^{\prime}=U, S^{\prime}=S \backslash U$, and $S^{\prime}=V$ we also have

$$
\sum_{i \in S} \lambda_{i} \leq T^{\prime}(U)+T^{\prime}(S \backslash U)
$$

and

$$
\sum_{i \in S} \lambda_{i} \stackrel{\lambda \geq 0}{\leq} \sum_{i \in V} \lambda_{i} \leq T^{\prime}(V)
$$

So, after each replacement we still have $\mathcal{R}(T)=\mathcal{R}\left(T^{\prime}\right)$. In order to show that the algorithm terminates let

$$
\varepsilon=\min \{T(U)-T(V) \mid \emptyset \subseteq U, V \subseteq[k], T(U)-T(V)\}
$$

By induction over the number of replacements we can easily show that at each time after the initialization loop, we have

$$
\varepsilon \leq \min \left\{T^{\prime}(U)-T^{\prime}(V) \mid \emptyset \subseteq U, V \subseteq[k], T^{\prime}(U)-T^{\prime}(V)\right\}
$$

Thus, every replacement reduces the value of $\sum_{S \subseteq[k]} T^{\prime}(S)$ by at least $\varepsilon$, so that the algorithm terminates after at least $\left(\sum_{S \subseteq[k]} T(S)\right) / \varepsilon+1$ iterations of the while loop.

Note that since in the last iteration of the while loop non of the if-conditions were true, if we apply the algorithm again on $T^{\prime}$ and obtain $T^{\prime \prime}$, then $T^{\prime}=T^{\prime \prime}$.

Definition 19. For a subset $\mathcal{R} \subset \mathbb{R}_{\geq 0}^{k}$ with property $\mathcal{R} \downarrow=\mathcal{R}$, a finite set $S \subset \mathbb{R}_{\geq 0}^{k}$ is a generating set of $\mathcal{R}$ if $\operatorname{conv}(S) \downarrow=\mathcal{R}$. Moreover, we call $S$ minimal if no proper subset of $S$ is a generating set of $\mathcal{R}$.

In what follows, without explicitly mentioning, we only consider the minimal generating sets for each $\mathcal{R} \subset \mathbb{R}_{\geq 0}^{k}$. As an example, consider the function $T: 2^{[2]} \rightarrow \mathbb{N}$ given by $T(\emptyset)=0, T(\{1\})=T(\{2\})=2$, and $T(\{1,2\})=3$. Here, a generating set of $\mathcal{R}(T)$ is given by the set $\{(1,2),(2,1)\}$.

We remark that the generating set of $\mathcal{R}(T)$ is always unique, since $\mathcal{R}(T)$ is a polytope that can be written as $\mathcal{R}(T)=\operatorname{conv}(V)$, where $V$ is the set of vertices of the polytope, which is a unique minimal set. The unique generating set of $\mathcal{R}(T)$ is obtained from $V$ by removing all vectors $\mathbf{v} \in V$ such that there exists a vector $\mathbf{v}^{\prime} \in V$ with $\mathbf{v} \leq \mathbf{v}^{\prime}$.

Next, we present an ILP formulation for the determination of $n(\mathcal{R})$.

Proposition 8. For a desired service rate region $\mathcal{R} \subset \mathbb{R}_{\geq 0}^{k}$, assume that $\mathcal{R} \downarrow=\mathcal{R}$. Let $\left\{\boldsymbol{\lambda}^{(1)}, \ldots, \boldsymbol{\lambda}^{(m)}\right\}$ be the generating set of $\mathcal{R}$. Then, $n(\mathcal{R})$ coincides with the optimal target value of the following ILP

$$
\begin{align*}
& \min \sum_{j \in[\ell]} n_{j}  \tag{7.4}\\
& \text { s.t. } \quad \sum_{Y \in \mathcal{Y}^{j}} \alpha_{Y}^{i} \geq \lambda_{j}^{(i)} \quad \forall i \in[m], j \in[k] \\
& \sum_{\substack{Y \in \mathcal{Y} \\
j \in Y}} \alpha_{Y}^{i} \leq n_{j}, \quad \forall j \in[\ell], \forall i \in[m] \\
& \alpha_{Y}^{i} \in \mathbb{R}_{\geq 0}, \quad \forall i \in[m], \forall Y \in \mathcal{Y} \\
& n_{j} \in \mathbb{N}, \quad \forall j \in[\ell]
\end{align*}
$$

where $\lambda_{j}^{(i)}$ is the $j$ th element of the $\boldsymbol{\lambda}^{(i)}$ and $\alpha_{Y}^{i}$ is the portion of requests coming from $\boldsymbol{\lambda}^{(i)}$ assigned to the recovery set $Y$.

Proof. The multiset of points $\mathcal{G}$ is uniquely characterized by the integer multiplicities $n_{j}$, $j \in[\ell]$. Thus, the stated ILP formulation minimizes the code length $n=\sum_{j \in[\ell]} n_{j}$ and ensures that $\boldsymbol{\lambda}^{(i)} \in \mathcal{S}(\mathcal{G})$ by using the characterization (7.3a)-(7.3c) for each $i \in[m]$.

The ILP formulation (7.4) in the Proposition 8, underlies a massive combinatorial explosion. To be more precise, when the number of files $k$ increases, the number of recovery sets $\# \mathcal{Y}$ grows doubly exponential, that is, $\# \mathcal{Y}$ gets quite large even for moderate values of $k$. In order to obtain a lower bound on $n(\mathcal{R})$, one simple way is to consider the ceiling of the optimal target value for the LP relaxation of the ILP (7.4). However, this approach again suffers from the same drawback and runs into a similar problem since to list all the constraints of the LP relaxation of the ILP (7.4), one needs to explicitly know all possible recovery sets which becomes increasingly complex when the number of files $k$ increases. Thus, introducing a technique which is not depending on the enumeration of recovery sets is of great significance. Towards this goal, we introduce a novel geometric approach.

### 7.3.2 Using Geometric Approach to Derive Bounds on $n(\mathcal{R})$

In this section, we present three general lower bounds for $n(\mathcal{R}(T))$ that are obtained using a geometric technique. The following Lemma is the key component of the proofs.

Lemma 23. Given a service rate region $\mathcal{R}$ with the generating set $\left\{\boldsymbol{\lambda}^{(1)}, \ldots, \boldsymbol{\lambda}^{(m)}\right\}$, if an n-multiset of points $\mathcal{G}$ in $\operatorname{PG}(k-1,2)$ described by point multiplicities $n_{j}$ for $j \in$ [ $]$, covers the service rate region $\mathcal{R}$ (i.e., $\mathcal{R} \subseteq \mathcal{S}(\mathcal{G})$ ), then for every hyperplane $\mathcal{H}$ in $\mathrm{PG}(k-1,2)$ the following holds

$$
\begin{equation*}
\sum_{j: \mathbf{v}_{j} \in \mathcal{G} \backslash \mathcal{H}} n_{j} \geq \max _{i \in[m]} \sum_{s \in \mathcal{E}(\mathcal{H})} \lambda_{s}^{(i)}, \tag{7.5}
\end{equation*}
$$

where $\mathcal{E}(\mathcal{H})=\left\{h \in[k] \mid \mathbf{e}_{h} \notin \mathcal{H}\right\}$ is the set of all indices $h$ such that the hyperplane $\mathcal{H}$ does not contain the unit vector $\mathbf{e}_{h}$, i.e., $\mathbf{e}_{h}$ lies in $\mathrm{PG}(k-1,2) \backslash \mathcal{H}$.

Proof. Let $i \in[m]$ be an arbitrary index. From the ILP of Proposition 8, we conclude that

$$
\begin{equation*}
\sum_{Y \in \mathcal{Y}_{s}} \alpha_{Y}^{i} \geq \lambda_{s}^{(i)} \tag{7.6}
\end{equation*}
$$

Since $\alpha_{Y}^{i} \geq 0$, for each $s \in \mathcal{E}(\mathcal{H})$ we have

$$
\begin{equation*}
n_{j} \geq \sum_{Y \in \mathcal{Y}: j \in Y} \alpha_{Y}^{i} \geq \sum_{s \in \mathcal{E}(\mathcal{H})} \sum_{Y \in \mathcal{Y}_{s}: j \in Y} \alpha_{Y}^{i} \tag{7.7}
\end{equation*}
$$

Let $J=\left\{j \in[\ell] \mid \mathbf{v}_{j} \in \operatorname{PG}(k-1,2) \backslash \mathcal{H}\right\}$. Thus, we have

$$
\sum_{j \in J} n_{j} \geq \sum_{j \in J} \sum_{s \in \mathcal{E}(\mathcal{H})} \sum_{Y \in \mathcal{Y}_{s}: j \in Y} \alpha_{Y}^{i} \sum_{s \in \mathcal{E}(\mathcal{H})} \sum_{j \in J} \sum_{Y \in \mathcal{Y}_{s}: j \in Y} \alpha_{Y}^{i} .
$$

The unit vectors $\mathbf{e}_{s}$ with index $s \in \mathcal{E}(\mathcal{H})$ are not contained in the hyperplane $\mathcal{H}$. Thus, for each $Y \in \mathcal{Y}_{s}$ with $s \in \mathcal{E}(\mathcal{H})$ there exists certainly an index $j \in[\ell]$ with $j \in Y$ such that $\mathbf{v}_{j} \in \mathrm{PG}(k-1,2) \backslash \mathcal{H}$. Thus, from Inequality (7.6) we conclude that

$$
\sum_{j \in[\ell]: \mathbf{v}_{j} \in \mathrm{PG}(k-1,2) \backslash \mathcal{H}} n_{j} \geq \sum_{s \in \mathcal{E}(\mathcal{H})} \sum_{Y \in \mathcal{Y}_{s}} \alpha_{Y}^{i} \geq \sum_{s \in \mathcal{E}(\mathcal{H})} \lambda_{s}^{(i)}
$$

Corollary 9. If $\left\{\boldsymbol{\lambda}^{(1)}, \ldots, \boldsymbol{\lambda}^{(m)}\right\}$ is the generating set of $\mathcal{R}$, then $n(\mathcal{R})$ is lower bounded by the optimal target value of the following ILP formulation:

$$
\begin{equation*}
\min \sum_{j \in[\ell]} n_{j} \tag{7.8}
\end{equation*}
$$

s.t. (5) holds $\forall$ hyperplane $\mathcal{H}$ of $\operatorname{PG}(k-1,2)$
$n_{j} \in \mathbb{N} \quad \forall j \in[\ell]$.

Note that the ILP of Corollary 9 contains $2^{k}-1$ constraints and (integer) variables. Thus, with respect to the LP relaxation of the ILP formulation (7.4) in Proposition 8, we have obtained a smaller formulation for the determination of a lower bound on $n(\mathcal{R})$.

Definition 20. Let $P=\left\{\mathbf{x} \in \mathbb{R}^{k} \mid \mathbf{A x} \leq \mathbf{b}, \mathbf{x} \geq 0\right\}$ be a polytope in $\mathbb{R}^{k}$ with description $(\mathbf{A}, \mathbf{b})$. We say that constraint $\mathbf{a}^{(i)} \mathbf{x} \leq b_{i}$ is redundant, where $\mathbf{a}^{(i)}$ is the ith row of $\mathbf{A}$, if the polytope $P=\left\{\mathbf{x} \in \mathbb{R}^{k} \mid \mathbf{A}^{\prime} \mathbf{x} \leq \mathbf{b}^{\prime}, \mathbf{x} \geq 0\right\}$ where $\mathbf{A}^{\prime}$ and $\mathbf{b}^{\prime}$ obtained from $\mathbf{A}$ and $\mathbf{b}$ by removing the ith row, respectively. We say that a constraint $\mathbf{a}^{(i)} \mathbf{x} \leq b_{i}$ is strictly redundant if there does not exist $\overline{\mathbf{x}} \in P$ with $\mathbf{a}^{(i)} \overline{\mathbf{x}}=b_{i}$.

For example, consider $T: 2^{[2]} \rightarrow \mathbb{N}$ defined as $T(\{1\})=T(\{2\})=T(\{1,2\})=1$ and $T(\emptyset)=0$, and the polytope $P=\left\{\boldsymbol{\lambda} \in \mathbb{R}^{2} \mid \sum_{i \in U} \lambda_{i} \leq T(U), \emptyset \neq U \subseteq\{1,2\}, \boldsymbol{\lambda} \geq 0\right\}$. The inequalities $\lambda_{1} \leq T(\{1\}), \lambda_{2} \leq T(\{2\})$ are redundant, while the inequality $\lambda_{1}+\lambda_{2} \leq$ $T(\{1,2\})$ is not redundant since e.g. the vector $(1,1)$ is not contained in the polytope. Here, none of the inequalities are strictly redundant since the vectors $(1,0),(0,1)$ are contained in the polytope.

Theorem 18. Given the function $T: 2^{[k]} \rightarrow \mathbb{N}$ for some $k \in \mathbb{N}$, if none of the constraints $\sum_{i \in U} \lambda_{i} \leq T(U)$ are strictly redundant in $\mathbb{R}_{\geq 0}^{k}$, then we have

$$
n(\mathcal{R}(T)) \geq\left\lceil\frac{\sum_{\emptyset \neq U \subseteq[k]} T(U)}{2^{k-1}}\right\rceil
$$

Proof. We observe that each hyperplane $\mathcal{H}$ in $\operatorname{PG}(k-1,2)$ can be uniquely characterized by a subset $\emptyset \neq S(\mathcal{H}) \subseteq[k]$ such that $S(\mathcal{H})=\left\{i \in[k] \mid \mathbf{e}_{i} \notin \mathcal{H}\right\}$. Let w.l.o.g. $\left\{\boldsymbol{\lambda}^{(1)}, \ldots, \boldsymbol{\lambda}^{(m)}\right\}$ be the generating set of $\mathcal{R}(T)$. Due to the fact that none of the constraints $\sum_{i \in U} \lambda_{i} \leq T(U)$ is strictly redundant, we have

$$
\max \left\{\sum_{s \in S(\mathcal{H})} \lambda_{s}^{(i)} \mid i \in[m]\right\}=T(S(\mathcal{H}))
$$

Thus, for each hyperplane $\mathcal{H}$ of $\mathrm{PG}(k-1,2)$, by applying Lemma 23 and replacing $T(S(\mathcal{H}))$ in the right hand side of inequality (7.5), we get

$$
\sum_{j \in[\ell]: \mathbf{v}_{j} \in \mathrm{PG}(k-1,2) \backslash \mathcal{H}} n_{j} \geq T(S(\mathcal{H})),
$$

where $S(\mathcal{H})=\left\{i \in[k]: \mathbf{e}_{i} \notin \mathcal{H}\right\}$. Since there are $2^{k}-1$ hyperplanes in $\operatorname{PG}(k-1,2)$, we have $2^{k}-1$ such inequalities, each of which can be uniquely characterized by subset $S(\mathcal{H})$. For each $j \in[\ell]$, one can easily verify that $\mathbf{v}_{j} \notin \mathcal{H}$ for exactly $2^{k-1}$ hyperplanes $\mathcal{H}$. This means that each $n_{j}$ for $j \in[\ell]$ appears in the left side of $2^{k-1}$ inequalities. Thus, summing all of the $2^{k}-1$ inequalities, dividing by $2^{k-1}$ and replacing variable $S(\mathcal{H})$ with variable $U$, yields

$$
n=\sum_{j \in[\ell]} n_{j} \geq \frac{\sum_{\emptyset \neq U \subseteq[k]} T(U)}{2^{k-1}}
$$

Finally, since $n$ has to be an integer, we have

$$
n \geq\left\lceil\frac{\sum_{\emptyset \neq U \subseteq[k]} T(U)}{2^{k-1}}\right\rceil
$$

As we will show shortly the lower bound of Theorem 18 is indeed tight if $k=2$ and $T: 2^{[k]} \rightarrow \mathbb{N}$ is monotone and subadditive. However, this bound is not tight in general for $K \geq 3$. The following example shows that for $K=3$ this bound is not tight, while none of the constraints are strictly redundant.

Example 13. For $k=3$, consider the desired service rate region $\mathcal{R}=\mathcal{R}(T)$ for $T: 2^{[3]} \rightarrow$ $\mathbb{N}$ defined as $T(\emptyset)=0$ and $T(S)=\# S+1$ for $\emptyset \neq S \subseteq[3]$, that is, $\mathcal{R}$ is as follows
$\mathcal{R}=\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{3}: \lambda_{1}, \lambda_{2}, \lambda_{3} \leq 2, \lambda_{1}+\lambda_{2} \leq 3, \lambda_{1}+\lambda_{3} \leq 3, \lambda_{2}+\lambda_{3} \leq 3, \lambda_{1}+\lambda_{2}+\lambda_{3} \leq 4\right\}$.

A generating set $\left\{\boldsymbol{\lambda}^{(1)}, \boldsymbol{\lambda}^{(2)}, \boldsymbol{\lambda}^{(3)}\right\}$ of $\mathcal{R}$ of cardinality $m=3$ is given by $\boldsymbol{\lambda}^{(1)}=$ $(2,1,1), \boldsymbol{\lambda}^{(2)}=(1,2,1)$, and $\boldsymbol{\lambda}^{(3)}=(1,1,2)$. The possible columns of a generator matrix $\mathbf{G}$, i.e., the non-zero vectors in $\mathbb{F}_{2}^{3}$ are $\mathbf{v}_{1}=(0,0,1), \mathbf{v}_{2}=(0,1,0), \mathbf{v}_{3}=(0,1,1), \mathbf{v}_{4}=$ $(1,0,0), \mathbf{v}_{5}=(1,0,1), \mathbf{v}_{6}=(1,1,0), \mathbf{v}_{7}=(1,1,1)$. In order to write down the inequalities from Lemma 23 we describe a hyperplane $\mathcal{H}$ as a set of vectors $\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{F}_{2}^{3} \backslash\{\mathbf{0}\}$ satisfying a certain constraint $\sum_{i=1}^{3} c_{i} x_{i}$, where $\left(c_{1}, c_{2}, c_{3}\right) \in \mathbb{F}_{2}^{3} \backslash\{\mathbf{0}\}$ :
$\mathcal{H}_{1}: x_{1}=0 \Rightarrow \mathbf{e}_{1} \notin \mathcal{H}_{1} \Rightarrow n_{4}+n_{5}+n_{6}+n_{7} \geq 2=\max \left(\lambda_{1}^{(1)}, \lambda_{1}^{(2)}, \lambda_{1}^{(3)}\right)$
$\mathcal{H}_{2}: x_{2}=0 \Rightarrow \mathbf{e}_{2} \notin \mathcal{H}_{2} \Rightarrow n_{2}+n_{3}+n_{6}+n_{7} \geq 2=\max \left(\lambda_{2}^{(1)}, \lambda_{2}^{(2)}, \lambda_{2}^{(3)}\right)$
$\mathcal{H}_{3}: x_{3}=0 \Rightarrow \mathbf{e}_{3} \notin \mathcal{H}_{3} \Rightarrow n_{1}+n_{3}+n_{5}+n_{7} \geq 2=\max \left(\lambda_{3}^{(1)}, \lambda_{3}^{(2)}, \lambda_{3}^{(3)}\right)$
$\mathcal{H}_{4}: x_{1}+x_{2}=0 \Rightarrow \mathbf{e}_{1}, \mathbf{e}_{2} \notin \mathcal{H}_{4} \Rightarrow n_{2}+n_{3}+n_{4}+n_{5} \geq 3=\max _{i \in[3]}\left(\sum_{j \in\{1,2\}} \lambda_{j}^{(i)}\right)$
$\mathcal{H}_{5}: x_{1}+x_{3}=0 \Rightarrow \mathbf{e}_{1}, \mathbf{e}_{3} \notin \mathcal{H}_{5} \Rightarrow n_{1}+n_{3}+n_{4}+n_{6} \geq 3=\max _{i \in[3]}\left(\sum_{j \in\{1,3\}} \lambda_{j}^{(i)}\right)$
$\mathcal{H}_{6}: x_{2}+x_{3}=0 \Rightarrow \mathbf{e}_{2}, \mathbf{e}_{3} \notin \mathcal{H}_{6} \Rightarrow n_{1}+n_{2}+n_{5}+n_{6} \geq 3=\max _{i \in[3]}\left(\sum_{j \in\{2,3\}} \lambda_{j}^{(i)}\right)$
$\mathcal{H}_{7}: x_{1}+x_{2}+x_{3}=0 \Rightarrow \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3} \notin \mathcal{H}_{7} \Rightarrow n_{1}+n_{2}+n_{4}+n_{7} \geq 4=\max _{i \in[3]}\left(\sum_{j \in[3]} \lambda_{j}^{(i)}\right)$

Summing up inequalities (7.9)-(7.15) and dividing by four gives $n \geq\left\lceil\frac{19}{4}\right\rceil=5$. Indeed, the LP relaxation of the ILP (7.8) from Corollary 9 has an optimal solution $n_{1}=n_{2}=$ $n_{4}=\frac{5}{4}, n_{3}=n_{5}=n_{6}=n_{7}=\frac{1}{4}$ with target value $\frac{19}{4}$. Next, we show that $n \geq 6$ for the optimal target value of ILP (7.8). Assume that there exists an integral solution with $n=5$. Summing the inequalities over all hyperplanes $\mathcal{H}_{i}$ containing $\mathbf{v}_{1}=\mathbf{e}_{3}$, i.e., (7.9), (7.10), and (7.12), and dividing by two gives $\sum_{j \in[\ell] \backslash 1\}} n_{j} \geq 3.5$, so that $n_{1} \leq 1$. By symmetry, we also conclude $n_{2}, n_{4} \leq 1$. Summing the inequalities over all hyperplanes $\mathcal{H}_{i}$ not containing $\mathbf{v}_{1}=\mathbf{e}_{3}$, i.e., (7.11), (7.13), (7.14), and (7.15), and dividing by two gives $2 n_{1}+\sum_{j \in[f] \backslash\{1\}} n_{j} \geq 6$, so that $n_{1} \geq 1$. Thus, $n_{1}=1$ and, by symmetry, also $n_{2}=n_{4}=1$. Summing inequalities (7.12)-(7.14), plugging in the known values, and
dividing by two gives $n_{3}+n_{5}+n_{6} \geq 1.5$, so that $n_{7} \leq 0.5$, i.e., $n_{7}=0$. However, this contradicts Inequality (7.15).

An integral solution for $n=6$ can be attained by setting $n_{1}=n_{2}=n_{4}=2, n_{3}=$ $n_{5}=n_{6}=n_{7}=0$. It can be easily checked that the corresponding generator matrix $\mathbf{G}$ as given below satisfies $\mathcal{S}(\mathbf{G}) \supseteq \mathcal{R}$.

$$
\mathbf{G}=\left(\begin{array}{llllll}
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1
\end{array}\right)
$$

Corollary 10. For some $k \in \mathbb{N}$ and $X \in \mathbb{N}$, given the function $T: 2^{[k]} \rightarrow \mathbb{N}$ defined as $T(\emptyset)=0, T(U)=X$ for all subsets $\emptyset \neq U \subseteq[k]$, we have

$$
n(\mathcal{R}(T)) \geq\left\lceil\frac{X \cdot\left(2^{k}-1\right)}{2^{k-1}}\right\rceil
$$

Moreover, if $X=t \cdot 2^{k-1}$ for some integer $t$, then the lower bound is tight.

Proof. One can easily check that none of the constraints $\sum_{i \in U} \lambda_{i} \leq T(U)$ are strictly redundant in $\mathbb{R}_{\geq 0}^{k}$. Thus, Theorem 18 can be applied. Thus,

$$
n \geq\left\lceil\frac{\sum_{\emptyset \neq U \subseteq[k]} T(U)}{2^{k-1}}\right\rceil=\left\lceil\frac{X \cdot\left(2^{k}-1\right)}{2^{k-1}}\right\rceil
$$

The generating set of $\mathcal{R}(T)$ is given by $\left\{X \cdot \mathbf{e}_{i} \mid i \in[k]\right\}$. Thus, for $X=t \cdot 2^{k-1}$, a $t$ fold $k$-dimensional binary simplex code achieves the desired service rate region. For more details, see [76].

Next, two more general lower bounds for $n(\mathcal{R}(T))$, similar to that of Theorem 18, are provided that are obtained in the search of finding a tighter lower bound for $k \geq 3$.

Theorem 19. For some integer $k \geq 2$, let $T: 2^{[k]} \rightarrow \mathbb{N}$ be a function such that none of the constraints $\sum_{i \in U} \lambda_{i} \leq T(U)$ are strictly redundant in $\mathbb{R}_{\geq 0}^{k}$. For each $i \in[k]$, $n(\mathcal{R}(T)) \geq\left\lceil\frac{\alpha_{i}+\beta_{i}}{2}\right\rceil$ holds, where

$$
\alpha_{i}=\left\lceil\frac{\sum_{\emptyset \neq U \subseteq[k \backslash \backslash i\}} T(U)}{2^{k-2}}\right\rceil, \beta_{i}=\left\lceil\frac{\sum_{\{i\} \subseteq U \subseteq[k]} T(U)}{2^{k-2}}\right\rceil .
$$

Proof. Based on the same reasoning used in the proof of Theorem 18, it can be shown that for each hyperplane $\mathcal{H}$ of $\operatorname{PG}(k-1,2)$, we have

$$
\begin{equation*}
\sum_{j \in[]]: \mathbf{v}_{j} \in \mathrm{PG}(k-1,2) \backslash \mathcal{H}} n_{j} \geq T(S(\mathcal{H})), \tag{7.16}
\end{equation*}
$$

where $S(\mathcal{H})=\left\{i \in[k]: \mathbf{e}_{i} \notin \mathcal{H}\right\}$. Let $i \in[k]$ be arbitrary but fix and $\bar{i}=2^{k-i}$ such that $\mathbf{v}_{\bar{i}}=\mathbf{e}_{i}$. Then, we proceed by summing Inequality (7.16) for all subsets $\emptyset \neq S(\mathcal{H}) \subseteq$ $[k] \backslash\{i\}$ and replacing $S(\mathcal{H})$ everywhere with $U$, that gives

$$
\begin{equation*}
2^{k-2} \cdot \sum_{j \in[\ell] \backslash\{\bar{i}\}} n_{j} \geq \sum_{\emptyset \neq U \subseteq[k] \backslash\{i\}} T(U) . \tag{7.17}
\end{equation*}
$$

Now, summing Inequality (7.16) for all $\{i\} \subseteq S(\mathcal{H}) \subseteq[k]$ and replacing $S(\mathcal{H})$ everywhere with $U$ gives

$$
\begin{equation*}
2^{k-1} \cdot n_{\bar{i}}+2^{k-2} \cdot \sum_{j \in[\ell] \backslash\{\bar{i}\}} n_{j} \geq \sum_{\{i\} \subseteq U \subseteq[k]} T(U) . \tag{7.18}
\end{equation*}
$$

Since the $n_{j} \mathrm{~s}$ are integers, from equations (7.17) and (7.18), we get $\sum_{j \in[\ell] \backslash\{\bar{i}\}} n_{j} \geq \alpha_{i}$ and $2 n_{\bar{i}}+\sum_{j \in[\ell] \backslash\{\bar{i}\}} n_{j} \geq \beta_{i}$, respectively, where

$$
\alpha_{i}=\left\lceil\frac{\sum_{\emptyset \neq U \subseteq[k] \backslash i\}} T(U)}{2^{k-2}}\right\rceil, \quad \beta_{i}=\left\lceil\frac{\sum_{\{i\} \subseteq U \subseteq[k]} T(U)}{2^{k-2}}\right\rceil .
$$

Dividing the sum of these two inequalities by 2 gives

$$
n=n_{\bar{i}}+\sum_{j \in[\ell \backslash \backslash \bar{i}\}} n_{j} \geq \frac{\alpha_{i}+\beta_{i}}{2}
$$

Since $n$ has to be an integer, we have $n \geq\left\lceil\frac{\alpha_{i}+\beta_{i}}{2}\right\rceil$.
Theorem 20. For some integer $k \geq 2$, let $T: 2^{[k]} \rightarrow \mathbb{N}$ be a function such that none of the constraints $\sum_{i \in U} \lambda_{i} \leq T(U)$ are strictly redundant in $\mathbb{R}_{\geq 0}^{k}$. Then, for each $j \in[\ell]$ we have the following

$$
n(\mathcal{R}(T)) \geq\left\lceil\frac{\sum_{\emptyset \neq U \subseteq[k]: \#(U \cap J) \equiv 0}(\bmod 2) T(U)}{2^{k-2}}\right\rceil
$$

where $J \subseteq[k]$ such that $\mathbf{v}_{j}=\sum_{h \in J} \mathbf{e}_{h}$.

Proof. Similar to the proof of Theorems 18 and 19, it can be shown that for each hyperplane $\mathcal{H}$ in $\operatorname{PG}(k-1,2)$, we have

$$
\begin{equation*}
\sum_{i \in[\ell]: \mathbf{v}_{i} \in \mathrm{PG}(k-1,2) \backslash \mathcal{H}} n_{i} \geq T(S(\mathcal{H})), \tag{7.19}
\end{equation*}
$$

where $S(\mathcal{H})=\left\{i \in[k]: \mathbf{e}_{i} \notin \mathcal{H}\right\}$. For each index $i \in[\ell]$, it can be easily confirmed that $\mathbf{v}_{i} \notin \mathcal{H}$ for $2^{k-1}$ hyperplanes $\mathcal{H}$ and $\mathbf{v}_{i} \in \mathcal{H}$ for $2^{k-1}-1$ hyperplanes $\mathcal{H}$ of $\operatorname{PG}(k-1,2)$. Let $j \in[\ell]$ be arbitrary but fix. Our aim is to sum Inequality (7.19) over all $2^{k-1}-1$ hyperplanes $\mathcal{H}$ that contain $\mathbf{v}_{j}$.

We proceed by proving a claim that $\mathbf{v}_{j}=\sum_{h \in J} \mathbf{e}_{h} \in \mathcal{H}$ iff $\#(U \cap J) \equiv 0(\bmod 2)$, where $U=S(\mathcal{H})$. We consider two cases: (i) If $\# U=1$, then w.l.o.g. assume $U=\{x\}$ for some $x \in[k]$. A basis of $\mathcal{H}$ is given by $\left\{\mathbf{e}_{y} \mid y \in[k] \backslash\{x\}\right\}$. Thus, $\mathbf{v}_{j} \in \mathcal{H}$ iff $x \notin J$, i.e., $\#(U \cap J) \equiv 0(\bmod 2)$. (ii) If $\# U \geq 2$, then for some arbitrary element $x \in U$, a basis of $\mathcal{H}$ is given by the set $\left\{\mathbf{e}_{y} \mid y \in[k] \backslash U\right\} \cup\left\{\mathbf{e}_{x}+\mathbf{e}_{z} \mid z \in U \backslash\{x\}\right\}$.

In this case, it is easy to see that $\mathbf{v}_{j} \in \mathcal{H}$ iff $\#(U \cap J)=2 p$ for some $p \in \mathbb{Z}_{\geq 0}$, i.e., $\#(U \cap J) \equiv 0(\bmod 2)$. Thus, the claim is proved. Now, by summing Inequality (7.19) over all hyperplanes $\mathcal{H}$ that contain $\mathbf{v}_{j}$, we obtain

$$
\begin{aligned}
2^{k-2} \cdot \sum_{i \in[\ell] \backslash\{j\}} n_{i} & =\sum_{\text {hyperplane } \mathcal{H}: \mathbf{v}_{j} \in \mathcal{H}} \sum_{i \in[\ell]: \mathbf{v}_{i} \notin \mathcal{H}} n_{i} \\
& \geq \sum_{\emptyset \neq U \subseteq[k]: \#(U \cap J) \equiv 0} T(\bmod 2) .
\end{aligned}
$$

Since $n \geq \sum_{i \in[\ell] \backslash\{j\}} n_{i}$ and $n$ is an integer, we have

$$
n \geq\left\lceil\frac{\sum_{\emptyset \neq U \subseteq[k]: \#(U \cap J) \equiv 0}(\bmod 2) T(U)}{2^{k-2}}\right\rceil
$$

Example 14. For some $x \in \mathbb{N}$, let $T: 2^{[3]} \rightarrow \mathbb{N}$ be defined via $T(\{1\})=T(\{2\})=$ $T(\{3\})=T(\{1,2\})=T(\{1,3\})=x$ and $T(\{2,3\})=T(\{1,2,3\})=2 x$. Based on Theorem 18, we have $n(\mathcal{R}(T)) \geq\left\lceil\frac{9 x}{4}\right\rceil$, and according to Theorem 20, considering $j=3$ we have $n(\mathcal{R}(T)) \geq\left\lceil\frac{5 x}{2}\right\rceil$. Thus, for $x \geq 3$, the lower bound obtained from Theorem 20 is tighter than the one obtained from Theorem 18.

### 7.3.3 Storage-Efficient Schemes for $k=2$

Let w.l.o.g. (based on Lemma 22) the function $T: 2^{[2]} \rightarrow \mathbb{N}$ be monotone, subadditive, and satisfy $T(\emptyset)=0$. Note that for $k=1$ each $T: 2^{\{1\}} \rightarrow \mathbb{N}$ is monotone and subadditive, while for $k=2$ the conditions can be summarized to

$$
\max \{T(\{1\}), T(\{2\})\} \leq T(\{1,2\}) \leq T(\{1\})+T(\{2\}) .
$$

The following Lemma describes the generating set of $\mathcal{R}(T)$ for $T: 2^{[2]} \rightarrow \mathbb{N}$.

Lemma 24. If $T: 2^{[2]} \rightarrow \mathbb{N}$ is monotone, subadditive, and satisfies $T(\emptyset)=0$, the generating set of $\mathcal{R}(T)$ is given by

$$
S=\{(T(\{1\}), T(\{1,2\})-T(\{1\})),(T(\{1,2\})-T(\{2\}), T(\{2\}))\}
$$

Proof. According to the Definition $18, \mathcal{R}(T)$ is the set of all vectors $\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{2}$ that satisfy $\lambda_{1} \leq T(\{1\}), \lambda_{2} \leq T(\{2\})$ and $\lambda_{1}+\lambda_{2} \leq T(\{1,2\})$. Based on Definition 19, $S \subset \mathbb{R}_{\geq 0}^{2}$ is a generating set of $\mathcal{R}(T)$ if $\operatorname{conv}(S) \downarrow=\mathcal{R}(T)$.

The proof consists of two parts. First, we need to show that $\operatorname{conv}(S) \downarrow \subseteq \mathcal{R}(T)$. For this purpose, we check that each $\boldsymbol{\lambda} \in S$ satisfies the constraints $\lambda_{1} \leq T(\{1\}), \lambda_{2} \leq T(\{2\})$, and $\lambda_{1}+\lambda_{2} \leq T(\{1,2\})$, i.e., $\boldsymbol{\lambda} \in \mathcal{R}(T)$. Thus, $S \subseteq \mathcal{R}(T)$. Due to convex property of $\mathcal{R}(T)$ and since $\mathcal{R}(T) \downarrow=\mathcal{R}(T)$, it can be easily concluded that $\operatorname{conv}(S) \downarrow \subseteq \mathcal{R}(T)$.

Now, for the other direction, we need to show that $\mathcal{R}(T) \subseteq \operatorname{conv}(S) \downarrow$. Let $\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{2}$ satisfy the constraints $\lambda_{1} \leq T(\{1\}), \lambda_{2} \leq T(\{2\})$, and $\lambda_{1}+\lambda_{2} \leq T(\{1,2\})$. W.l.o.g. we assume that at least one of these three inequalities is satisfied with equality, since we could increase $\boldsymbol{\lambda}$ otherwise. If $\lambda_{1}+\lambda_{2}=T(\{1,2\})$, then it can be readily concluded that $\boldsymbol{\lambda} \in \operatorname{conv}(S)$ since $\lambda_{1} \leq T(\{1\})$ and $\lambda_{2} \leq T(\{2\})$. Thus, let us now consider the case where $\lambda_{1}=T(\{1\})$. If $\lambda_{2}<T(\{2\})$ and $\lambda_{1}+\lambda_{2}<T(\{1,2\})$ then we could increase $\boldsymbol{\lambda}$, so that we can assume $\lambda_{2}<T(\{2\})$ and conclude $\lambda_{1}+\lambda_{2}=T(\{1,2\})$ due to the subadditivity of $T$. The case $\lambda_{2}=T(\{2\})$ can be treated analogously. Thus, $\mathcal{R}(T) \subseteq \operatorname{conv}(S) \subseteq \operatorname{conv}(S) \downarrow$.

We remark that the cardinality of generating set of $\mathcal{R}(T)$ in Lemma 24 is 2 or 1 , where the latter happens iff $T(\{1,2\})=T(\{1\})+T(\{2\})$.

Lemma 25. Let $\{\boldsymbol{\lambda}\}$ be the generating set of $\mathcal{R}$ and $\mathbf{n}=\left(n_{1}, \cdots, n_{\ell}\right)$ be an integral solution of the ILP of Corollary 9. If $\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{2}$ and $\mathcal{G}$ is the multiset corresponding to the $\mathbf{n}$, then $\boldsymbol{\lambda} \in \mathcal{S}(\mathcal{G})$, i.e., there exists a feasible choice of $\alpha_{Y}$ satisfying (7.3a)-(7.3c).

Proof. The constraints of ILP in Corollary 9 are

$$
\begin{aligned}
n_{2}+n_{3} & \geq \lambda_{1} \\
n_{1}+n_{3} & \geq \lambda_{2} \\
n_{1}+n_{2} & \geq \lambda_{1}+\lambda_{2}
\end{aligned}
$$

and the recovery sets are given by

$$
\begin{aligned}
& \mathcal{Y}_{1}=\{\{2\},\{1,3\}\}, \\
& \mathcal{Y}_{2}=\{\{1\},\{2,3\}\} .
\end{aligned}
$$

Now, set the parameters as follows

$$
\begin{aligned}
\alpha_{\{2\}} & =\min \left\{n_{2}, \lambda_{1}\right\}, \\
\alpha_{\{1\}} & =\min \left\{n_{1}, \lambda_{2}\right\}, \\
\alpha_{\{1,3\}} & =\max \left\{0, \lambda_{1}-n_{2}\right\}, \\
\alpha_{\{2,3\}} & =\max \left\{0, \lambda_{2}-n_{1}\right\}
\end{aligned}
$$

It should be noted that since $n_{1}+n_{2} \geq \lambda_{1}+\lambda_{2}$, we cannot have $n_{2}<\lambda_{1}$ and $n_{1}<\lambda_{2}$. Thus, it is easy to verify that

$$
\begin{aligned}
\alpha_{\{2\}}+\alpha_{\{1,3\}} & =\lambda_{1}, \\
\alpha_{\{1\}}+\alpha_{\{2,3\}} & =\lambda_{2}, \\
\alpha_{\{1\}}+\alpha_{\{1,3\}} & \leq n_{1}, \\
\alpha_{\{2\}}+\alpha_{\{2,3\}} & \leq n_{2}, \text { and } \\
\alpha_{\{1,3\}}+\alpha_{\{2,3\}} & \leq n_{3} .
\end{aligned}
$$

Only the latter inequality needs a case analysis. Let us assume $n_{2} \geq \lambda_{1}$ and $n_{1} \geq \lambda_{2}$, then $\alpha_{\{1,3\}}+\alpha_{\{2,3\}}=0 \leq n_{3}$. If $n_{2}<\lambda_{1}$ and $n_{1} \geq \lambda_{2}$, then $\alpha_{\{2,3\}}=0, \alpha_{\{1,3\}}=\lambda_{1}-n_{2}$, and $\alpha_{\{1,3\}}+\alpha_{\{2,3\}}=\lambda_{1}-n_{2}$ which is at most $n_{3}$ due to $n_{2}+n_{3} \geq \lambda_{1}$. The other case, that is, $n_{2} \geq \lambda_{1}$ and $n_{1}<\lambda_{2}$ follows analogously.

Definition 21. For a set $\emptyset \neq S \subset \mathbb{N}$, we denote by $\operatorname{Simpl}(S)$ the set of all non-zero vectors in $\left\langle\left\{\mathbf{e}_{i} \mid i \in S\right\}\right\rangle$ over $\mathbb{F}_{2}$.

Proposition 9. ( [76, Theorem1]) For each $\emptyset \neq S \subseteq[k]$, $\# \operatorname{Simpl}(S)=2^{s}-1$ and $\mathcal{S}(\operatorname{Simpl}(S))=\mathcal{R}(T)$, where $s=\# S$ and $T: 2^{[k]} \rightarrow \mathbb{N}$ is given by $T(U)=2^{s-1}$ for all $U \subseteq[k]$ satisfying $U \cap S \neq \emptyset$ and $T(U)=0$ otherwise (for all $U \subseteq[k]$ with $U \cap S=\emptyset$ ).

Theorem 21. For the desired service rate region $\mathcal{R}$ given by

$$
\mathcal{R}=\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{2}: \lambda_{1} \leq X, \lambda_{2} \leq Y, \lambda_{1}+\lambda_{2} \leq \Sigma\right\}
$$

where $X, Y, \Sigma$ are non-negative integers with $\max \{X, Y\} \leq \Sigma \leq X+Y$, we have $n(\mathcal{R})=$ $\left\lceil\frac{X+Y+\Sigma}{2}\right\rceil$.

Proof of Theorem 21. The proof consists of a converse (lower bound) and an achievability (upper bound).
$\underline{\text { Converse: }}$ The desired service rate region $\mathcal{R}$ is given by:

$$
\mathcal{R}=\left\{\left(\lambda_{1}, \lambda_{2}\right) \in \mathbb{R}_{\geq 0}^{2}: \lambda_{1} \leq X, \lambda_{2} \leq Y, \lambda_{1}+\lambda_{2} \leq \Sigma\right\}
$$

It is easy to see that $\mathcal{R}=\mathcal{R}(T)$ for $T: 2^{[2]} \rightarrow \mathbb{N}$ defined as $T(\emptyset)=0, T(\{1\})=X$, $T(\{2\})=Y$, and $T(\{1,2\})=\Sigma$. Since $\max \{X, Y\} \leq \Sigma \leq X+Y$ holds, so the condition $\max \{T(\{1\}), T(\{2\})\} \leq T(\{1,2\}) \leq T(\{1\})+T(\{2\})$ is satisfied which means that the function $T: 2^{[2]} \rightarrow \mathbb{N}$ is monotone and subadditive. Thus, we can apply Lemma 24 to
obtain the generating set of $\mathcal{R}(T)$ which is given by

$$
S=\left\{\lambda^{(1)}=(X, \Sigma-X), \lambda^{(2)}=(\Sigma-Y, Y)\right\}
$$

The inequalities (7.5) from Lemma 23 read

$$
\begin{aligned}
& n_{1}+n_{3} \geq X=\max \{X, \Sigma-Y\}, \\
& n_{2}+n_{3} \geq Y=\max \{Y, \Sigma-X\}, \\
& n_{1}+n_{2} \geq \Sigma=\max \{\Sigma, \Sigma\},
\end{aligned}
$$

so that summing up and dividing by two gives

$$
n=n_{1}+n_{2}+n_{3} \geq \frac{X+Y+\Sigma}{2}
$$

Since $n$ is an integer, we obtain $n(\mathcal{R}) \geq\left\lceil\frac{X+Y+\Sigma}{2}\right\rceil$.
We could also use Theorem 18 for proving the converse. Since $\max \{X, Y\} \leq \Sigma \leq$ $X+Y$, it can be simply confirmed that none of the constraints $\lambda_{1} \leq X, \lambda_{2} \leq Y, \lambda_{1}+\lambda_{2} \leq$ $\Sigma$ are strictly redundant in $\mathbb{R}_{\geq 0}^{2}$. Thus, by applying Theorem 18 , we directly get the stated lower bound.

Achievability: First, for the ease of notation, let us define $\frac{1}{2} \cdot \operatorname{Simpl}(\{i, j\}) \triangleq\left\{\mathbf{e}_{i}, \mathbf{e}_{j}\right\}$ for two different positive integers $i$ and $j$. Note that the cardinality of $\frac{L}{2} \cdot \operatorname{Simpl}(\{i, j\})$ for some $L \in \mathbb{Z}_{\geq 0}$, is computed as $\left\lceil\frac{L}{2} \cdot \# \operatorname{Simpl}(\{i, j\})\right\rceil=\left\lceil\frac{3 L}{2}\right\rceil$ and the service rate region of $\left\{\mathbf{e}_{i}, \mathbf{e}_{j}\right\}$ contains the service rate region of the $\operatorname{Simpl}(\{i, j\})$ scaled by a factor of $\frac{1}{2}$, i.e.,

$$
\begin{aligned}
\mathcal{S}\left(\left\{\mathbf{e}_{i}, \mathbf{e}_{j}\right\}\right) & =\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{k} \mid \lambda_{i} \leq 1, \lambda_{j} \leq 1\right\} \\
& \supseteq\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{k} \mid \lambda_{i} \leq 1, \lambda_{j} \leq 1, \lambda_{i}+\lambda_{j} \leq 1\right\} .
\end{aligned}
$$

For the upper bound on $n(\mathcal{R})$, i.e., the constructive part, we need to select the multiplicities of $\mathbf{e}_{1}, \mathbf{e}_{2}$ and $\mathbf{e}_{1}+\mathbf{e}_{2}$ in $\mathcal{G}$, a multiset of points in $\operatorname{PG}(2-1,2)$, such that $\mathcal{S}(\mathcal{G}) \supseteq \mathcal{R}(T)$. Let $\mathcal{G}=\cup_{i \in[3]} \mathcal{G}^{(i)}$ where

- $\mathcal{G}^{(1)}$ consists of $\Sigma-Y$ copies of $\operatorname{Simpl}(\{1\})$
- $\mathcal{G}^{(2)}$ consists of $\Sigma-X$ copies of $\operatorname{Simpl}(\{2\})$
- $\mathcal{G}^{(3)}$ consists of $\frac{L}{2}$ copies of $\operatorname{Simpl}(\{1,2\})$
where $L=X+Y-\Sigma$. Thus, the cardinality of the multiset $\mathcal{G}$ is given by

$$
(\Sigma-Y)+(\Sigma-X)+\left\lceil\frac{3(X+Y-\Sigma)}{2}\right\rceil=\left\lceil\frac{X+Y+\Sigma}{2}\right\rceil
$$

By construction, $\mathcal{R}(\mathcal{G}) \supseteq \mathcal{R}(T)$ for $T(\emptyset)=0, T(\{1\})=X, T(\{2\})=Y, T(\{1,2\})=\Sigma$.
The reason is that

$$
\begin{aligned}
\mathcal{S}\left(\mathcal{G}^{(1)}\right) \supseteq\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{2} \mid \lambda_{1} \leq \Sigma-Y, \lambda_{2}=0\right\}, \\
\mathcal{S}\left(\mathcal{G}^{(2)}\right) \supseteq\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{2} \mid \lambda_{1}=0, \lambda_{2} \leq \Sigma-X\right\}, \\
\mathcal{S}\left(\mathcal{G}^{(3)}\right) \supseteq\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{2} \mid \lambda_{1} \leq L, \lambda_{2} \leq L, \lambda_{1}+\lambda_{2} \leq L\right\}
\end{aligned}
$$

Thus, it can be easily confirmed that

$$
\mathcal{S}(\mathcal{G}) \supseteq\left\{\boldsymbol{\lambda} \in \mathbb{R}_{\geq 0}^{2} \mid \lambda_{1} \leq X, \lambda_{2} \leq Y, \lambda_{1}+\lambda_{2} \leq \Sigma\right\}=\mathcal{R} .
$$

That is, the proposed storage scheme $\mathcal{G}$ obviously can satisfy the demands in $\mathcal{R}$.

### 7.4 Example of Storage-Efficient Schemes that Cover Given Rate Regions

Consider a scenario where $k=2$ data objects, movies " $a$ " and " $b$ ", are stored redundantly across multiple nodes in a coded storage system. At each time, each node can serve at most one request and each user can request to download at most one of the two movies $a$ and $b$. It is known that the number of users who are interested in downloading the movie $a$ and $b$ is less than or equal to $\alpha$ (i.e., $\lambda_{a} \leq \alpha$ ) and $\beta$ (i.e., $\lambda_{b} \leq \beta$ ), respectively. Also, it is known that the total number of users in the area is at most $\gamma$ (i.e., $\lambda_{a}+\lambda_{b} \leq \gamma$ ). This means that the desired service rate region of this storage system is a bounded set $\mathcal{R}$ defined as follows:

$$
\begin{equation*}
\mathcal{R}=\left\{\lambda_{a}, \lambda_{b} \geq 0, \lambda_{a} \leq \alpha, \lambda_{b} \leq \beta, \lambda_{a}+\lambda_{b} \leq \gamma\right\} \tag{7.20}
\end{equation*}
$$

Two natural questions that arise in the design of this distributed storage system are the following: 1) What is the minimum number of storage nodes $n(\mathcal{R})$ required to serve all request vectors $\left(\lambda_{a}, \lambda_{b}\right)$ in the set $\mathcal{R}$ ? 2) How should the files $a$ and $b$ be stored redundantly in $n(\mathcal{R})$ storage nodes (i.e., what is the most storage-efficient redundancy scheme)?

Using the example shown in Figure 7.1, we illustrate how the storage-minimizing scheme varies with the shape of the service rate region that we wish to cover. Let $\beta=4$


Figure 7.1: Four service rate regions defined by the constraints $\lambda_{a}, \lambda_{b} \geq 0, \lambda_{a} \leq \alpha, \lambda_{b} \leq$ $\beta, \lambda_{a}+\lambda_{b} \leq \gamma$, and their corresponding storage schemes that cover them with a minimum number of nodes.
and $\gamma=4$, and $\alpha \in\{1,2,3,4\}$. The corresponding four storage-minimizing redundancy schemes (one for each $\alpha$ ) together with their service rate regions are shown in Figure 7.1. In Figure 7.1(a), the rate region is dominated by points $\left(\lambda_{a}, \lambda_{b}\right)$ for which the demands for $a$ and $b$ are complementary to each other, that is, if $\lambda_{a}$ is high then $\lambda_{b}$ is low, and vice-versa. In this case, adding two coded nodes $a+b$ is the most storage-efficient way for achieving the service rate region. On the other hand, in Figure 7.1(d), where the demand for movie $b$ dominates the total request rate $\lambda_{a}+\lambda_{b}$, the best storage scheme does not have any coded nodes; it simply replicates object $b$ four times, and keeps just one uncoded copy of $a$.

## 8. CONCLUSIONS AND FUTURE DIRECTIONS

The emergence of flexible and affordable cloud storage and computing systems has resulted in an exponential growth in the amount of data stored and processed in the cloud data centers. To accommodate this ever growing demand for storage and computing, cloud services are implemented over a large-scale distributed data storage system. In addition to providing low-cost and reliable content access, cloud services are expected to 1) provide private data access for the users and 2) handle a large number of requests simultaneously. Achieving these goals opens up many challenges. In this thesis, we addressed some of these challenges by developing novel algorithms and analyzing the fundamental limits of their performance metrics. In what follows, we outline the contributions of this thesis briefly and provide a number of related open problems and potential future directions.

### 8.1 Privacy in Distributed Systems

In part I of this thesis, we studied the problems appear in providing private data access in distributed systems. In particular, we addressed some of the challenges that arise in the Private Information Retrieval (PIR) and Private Linear Transformation (PLT) problems.

In Chapter 2 and Chapter 3, we studied the fundamental limits of single-server and multi-server settings of single-message (information-theoretic) PIR in the presence of a coded side information, respectively. Considering two different types of privacy, namely ( $W, S$ )-privacy and $W$-privacy, we characterized the capacity of the problem under two different models depending on whether the support set of the user's coded side information includes the requested message or not. Moreover, for each of the considered settings, we developed a novel algorithm that achieves the capacity. Our capacity results uncovered the surprising insight that by having only one random linear combination of $M$ messages as side information, the privacy requirements of the user can be satisfied as efficient as (in
terms of download cost) the setting in which the user has $M$ random messages separately as side information.

One natural question that remains open is that how much the capacity will increase if we relax the assumption that the servers know the considered model, i.e., whether the side information is a function of the demand or not. Characterizing the capacity for the settings in which the distributions of the demand and side information support index sets as well as the coding coefficients are nonuniform remains as another open problem. Such settings can find application in PIR scenarios where the data items can have different popularities, such as hot data. Another practically motivated, yet not studied, scenario of PIR with side information is when the support size of side information is a random variable whose realization is initially unknown at the server(s). The problem of PIR with side information has been mainly studied for the two types of uncoded and linearly coded side information in the literature. However, it remains open whether different types of side information, such as nonlinear-coded side information, can be leveraged in order to further reduce the download cost. Another potential direction for future work is to characterize the capacity of the single-server PIR when the user has multiple coded side information and/or wants multiple messages from the server. Our initial attempts at studying these settings suggest that there is a close relation between these problems and the problem of single-server private computation with coded side information.

In Chapter 4, we studied the fundamental limits of the multi-server setting of PLT problem under the joint privacy guarantee, where the identity of the entire set of messages in the support set of the demanded linear combinations must be kept private. We focused on the setting in which the coefficient matrix of the required linear combinations is a MDS matrix. For this setting, we established an upper bound on the capacity of the PLT for the whole range of problem parameters, and we showed the tightness of the proposed upper bound for some special cases of the problem. Several related problems remained opened.

An immediate future direction is to characterize the capacity of the multi-server PLT problem in general for all problem parameters. It is also interesting to explore the capacity of single-server or multi-server PLT problem in the presence of a prior side information. Characterizing the capacity of multi-server PLT under the individual privacy guarantee remains as another open problem. The multi-server PLT has been studied only for the replicated databases where the database is replicated over all servers. Another interesting future direction is to investigate the fundamental limits of the PLT problem for the settings in which the databases are coded. In the single-server and multi-server settings of the PLT problem, it has been assume that the user wishes to compute multiple linear combinations of a subset of the files in the database. However, the capacity of the practically motivated scenario where the user wants to compute non-linear functions of files remains open.

### 8.2 Service Rate of Distributed Systems

In part II of this thesis, we studied the problem of handling a large number of concurrent data access requests in distributed storage and computing systems. In particular, we addressed some of the challenges arise in the context of using the service rate region as a metric to design erasure-coded distributed systems.

In Chapter 5, we introduced a graph representation of codes, referred to as recovery graph, to capture recovery sets of a linear code, and showed that the problem of service rate allocation for a given linear code is equivalent to the fractional matching problem on the recovery graph associated with the code. This enabled us to characterize the service rate region for binary Simplex codes. We also introduced the notion of integral service rate region, where allocations are constrained to be integers. We proved that the problem of characterizing an integral service rate region can be viewed as a generalization of the problem of designing primitive multiset batch codes. A natural future direction is to analyze the service rate region for non-binary Simplex codes and other coding schemes that
are implemented in practice using the graph-based techniques. Exploring connections between the general batch codes and the problem of (integral and general) service rate region is another interesting future direction.

In Chapter 6, we proposed a novel geometric technique for addressing the problem of characterizing the service rate region of a given linear storage scheme without explicitly knowing the list of all possible recovery sets. The proposed geometric technique provides a set of half-spaces whose intersection (forms a polytope) surrounds the service rate region of a given linear storage scheme. In particular, by leveraging the introduced geometric technique, we derived upper bounds on the service rate regions of the binary first order Reed-Muller codes and binary simplex codes. Moreover, we showed how the derived upper bounds can be achieved by developing an efficient request allocation schemes for the vertices of the corresponding polytope. Utilizing the geometric technique to investigate the service rate regions of other common coding schemes such as MDS codes, second order Reed-Muller codes, non-binary Reed-Muller codes, and non-binary simplex codes are amongst the most natural future directions. It is also interesting to explore the service rate region of non-linear storage schemes.

In Chapter 7, we studied the problem of designing the underlying linear storage scheme for a coded distributed storage system storing $k$ files where a desired service rate region $\mathcal{R}$ of the system is given and the goal is 1 ) to determine the minimum number of storage nodes $n(\mathcal{R})$ (or a lower bound on $n(\mathcal{R})$ ) for serving all data access vectors inside the set $\mathcal{R}$ and 2) to design the most storage-efficient redundancy scheme with the service rate region that covers $\mathcal{R}$. Toward this goal, we proposed three general lower bounds for $n(\mathcal{R})$. Also, for $k=2$, we characterized $n(\mathcal{R})$, i.e., we showed that the proposed lower bounds are tight via designing a novel storage-efficient redundancy scheme with $n(\mathcal{R})$ storage nodes and the service rate region covering $\mathcal{R}$. A natural future direction is to characterize the minimum number of storage nodes $n(\mathcal{R})$ for any arbitrary number of files $k$. Depending
on the application, one may be interested in using a particular code with some desired properties. Then, one interesting open problem is to find the best generator matrix of a code (the service rate regions of two generator matrices of the same linear code might not be the same) with respect to the service rate region, that is the generator matrix that maximizes the volume of the service rate region with a given number of nodes/servers or covers a given service rate region with the minimum number of storage nodes.
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