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ABSTRACT

In chemical process industries (CPIs), rare events are low-frequency high-consequence events

caused by process disturbances (i.e., root causes). To alleviate the impact of rare events, it is crucial

to understand their effects through consequence estimation and provide an efficient troubleshooting

advice through root cause diagnosis. For these analyses, traditional data-driven methods cannot be

used due to a lack of database for low-frequency rare events. This entails the use of a first-principle

method or a Bayesian network (BN)-based probabilistic model. However, both of these models are

computationally expensive due to solving coupled differential equations and the presence of a high

number of process variables in CPIs. Additionally, although probabilistic models deal with data

scarcity, they do not account for source-to-source variability in data and the presence of cyclic

loops that are prevalent in CPIs because of various control loops and process variable couplings.

Unaccountability of these factors results in inaccurate root cause diagnosis.

To handle these challenges, we first focus on developing computationally efficient models for

consequence estimation of rare events. Specifically, we use reduced-order modeling techniques to

construct a computationally efficient model for consequence estimation of rare events. Further, for

computational efficiency in root cause diagnosis, we identify key process variables (KPVs) using

a sequential combination of information gain and Pearson correlation coefficient. Additionally, we

use the KPVs with a Hierarchical Bayesian model that considers rare events from different sources,

and hence, accounts for source-to-source variability in data. After achieving computational effi-

ciency, we focus on improving the diagnosis accuracy. Since existing BN-based probabilistic mod-

els cannot account for cyclic loops in CPIs due to the acyclic nature of BN, we design a modified

BN which converts the weakest causal relation of a cyclic loop into a temporal relation, thereby

decomposing the network into an acyclic one over time horizon. Next, to discover significant

cyclic loops in BN, we develop a direct transfer entropy (DTE)-based methodology to learn BN.

Since the key to discover cyclic loops is finding correct causality between process variables, DTE

quantifies the causality effectively by accounting for the effects of their common source variables.
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1. INTRODUCTION

1.1 Rare events

Rare events are low-frequency high-consequence events such as toxic gas release (Bhopal

methyl isocyanate release, 1984), explosions (BP Texas City refinery explosion, 2005), oil spills

(BP Deepwater Horizon accident, 2010), and extreme weather events (Texas winter storm, 2021)

[4, 5]. A recent example, Texas winter storm in 2021 has caused an abrupt shutdown of several oil

wells and refineries resulting in burst pipes, leaks, and damaged equipment [6]. Due to their high

environmental, economic, and social impacts, rare events have been studied in many fields such as

aviation, pipeline, nuclear, and chemical process industries (CPIs).

In CPIs, the extent of human and financial losses due to rare events is staggering – the U.S.

Chemical Safety and Hazard Investigation Board website lists about 130 rare events with serious

consequences that occurred over the past two decades [7, 8]. A rare event is a result of poor

management process faults. A process fault leads to an abnormal event, which is defined as a

deviation of an observed process variable from the normal operating condition (NOC)[9, 10]. An

abnormal event may progress into a rare event as shown in Fig. 1.1 [11]. Hence, to avoid them or

to reduce the impact of rare events, it is crucial to understand their consequences as well as take

appropriate maintenance and troubleshooting decisions to bring the process back to NOC [12, 13,

14]. Therefore, two aspects of rare events, consequence estimation and root cause diagnosis have

been widely explored in the past two decades.

1.2 Background and challenges

Due to low-frequency nature of rare events, there is a data scarcity for rare events which inhibits

the use of traditional data-driven models in their consequence estimation and root cause diagnosis.

1.2.1 Consequence estimation

For consequence estimation of rare events, computational fluid dynamics (CFD) models have

been extensively used as an alternative of data-driven methods. Since a rare event may result in
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Figure 1.1: Schematics of timeline for rare event evolution.

a release of toxic and flammable materials, the CFD model is used to obtain the concentration

profile of the material released and then, use it to quantify the consequence of a rare event [15, 16].

However, CFD models are computationally expensive since they solve a set of coupled differential

equations [15].

To reduce computational requirement, there have been recent studies to develop computation-

ally efficient models for studying various aspects of rare events such as detector layout and emer-

gency evacuation [17, 18, 19, 20]. In these studies, the particular interest was to obtain the con-

centration profile of materials released during rare events at a specific time (e.g., when released

materials reach a detector). However, it is important to compute the temporal concentration pro-

file of released materials at multiple locations, which is helpful in providing more comprehensive

information of consequences to the facility and nearby neighbors. In this context, the existing com-

putationally efficient models, which are temporally static in nature, are not adequate for studying

consequence estimation.

Additionally, as multiple factors affect the concentration profile of materials released during

rare events, it is challenging to develop a dynamic model for consequence estimation that accounts
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for all these factors. Specifically, there are two types of factors affecting the concentration profiles:

input (e.g., release rate) and parameter (e.g., orifice diameter). It is important to note that the input

may vary with time, while the parameter is fixed during operation and may vary with different

release scenarios. To capture the effect of both the inputs and parameters on the concentration

dynamics, it is not affordable to develop a new dynamic model for every parameter value [21, 22,

23].

1.2.2 Root cause diagnosis

Due to their low-frequency nature, root cause diagnosis of rare events using traditional data-

driven methods is not precise. To deal with this issue, Bayesian-based probabilistic models have

been widely used for statistical uncertainty analysis [24, 25, 26]. In Bayesian model (BM), firstly,

a causal network of process variables, i.e., a Bayesian network (BN), is constructed that represents

causality in the process. Then, the BN is updated using alarm data to diagnose the root cause [2,

27, 28].

Since a rare event can trigger deviations in various process variables, it is computationally

challenging to simultaneously monitor hundreds of measured variables, and use Bayesian-based

probabilistic models for their root cause diagnosis. Moreover, Bayesian-based probabilistic mod-

els cannot handle source-to-source variability; although root causes are attributed to a variety of

sources (e.g. equipment malfunctions, operator errors, sensor errors with different underlying pa-

rameters of interest), the Bayesian-based approaches treat these data as if they came from a single

source [29, 28]. Thus, root cause diagnosis results become inaccurate.

To deal with this source-to-source variability in data, Hierarchical Bayesian Model (HBM) was

proposed by Kaplan [30], and it has been widely used in various fields to incorporate source-to-

source variability in data [31, 32]. In HBM, an additional level of BM is imposed on the parameters

of the root cause probability distribution. Specifically, the parameters of the root cause probability

are considered to be drawn from a prior distribution, which accounts for the source-to-source vari-

ability in root causes. However, the existing probabilistic approaches use non-informative prior

distributions about root causes, which assign equal probabilities to all possible root causes, and
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thus, they may lead to extremely nonconservative and unreliable bounds on the posterior distribu-

tions of root causes. While its counterpart, informative prior, can provide reliable bounds for root

cause diagnosis, identifying hyperparameters of an informative prior is a challenge, particularly

for chemical processes with data scarcity (i.e., rare events).

Additionally, in Bayesian-based approaches, the accuracy of root cause diagnosis depends on

the accuracy of causal network. However, BN is a directed acyclic graph. Due to its acyclic nature,

the existing methods do not account for cyclic causal relationship of process variables, leading to

inaccurate root cause diagnosis [33]. This is because of the presence of a high number of cyclic

loops in chemical processes due to material and heat integration, recycle streams, feedback control

and coupling among process variables.

Because of the importance and prevalence of cyclic loops in chemical processes, the cyclic

causal relationships have been explored in the fields such as root cause diagnosis of process

faults [2, 34]. In these studies, a cyclic loop is converted into an acyclic BN by adding a dummy

variable. Specifically, to handle a cyclic loop, one of the causal relations in the cyclic loop is

broken. Then, in the resultant chain of process variables, a dummy variable identical to the first

process variable in the chain is added after the last process variable. Though the above-described

methods are effective in diagnosing root causes of process faults, they do not provide a systematic

approach to add dummy variables and to remove the causal relation, and hence, these works do not

provide a systematic method to deal with cyclic loops.

Moreover, although there have been several works to learn the structure of a causal network

to be used in root cause diagnosis, there are only a few works that discover cyclic loops in the

causal network [35]. In these approaches, the causal network is learned using the score and search

algorithm where the search algorithm is utilized to create a search space of candidate networks

whose fitness to data is measured by the scoring function [36]. The existing scoring functions

quantify the fitness of a network to data as causality in the network [37, 38]. A major limitation of

the existing scoring functions for discovering cyclic loops is that they cannot distinguish between

a direct and indirect causal relation between process variables. Since the ability of the scoring
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function to measure causality determines the effectiveness of the discovery of cyclic loops in the

causal network, only some of the significant cyclic loops are discovered in the causal network

utilizing the existing score. It results in an inaccurate causal network, and thus, reducing the

diagnosis accuracy. Therefore, it becomes important to discover cyclic loops in causal network for

accurate diagnosis.

1.3 Research objectives

The primary objective of this dissertation is to develop computationally efficient and holis-

tic models for an accurate consequence estimation and root cause diagnosis of rare events. The

specific objectives of this dissertation are to:

1. To develop a computationally efficient dynamic model for consequence estimation of rare

events, which can replace computationally demanding CFD models for consequence model-

ing and handle any changes in parameters.

2. To identify key process variables (KPVs) whose deviations indicate the occurrence of the

rare event in order to avoid monitoring hundreds of measured variables in a process, and

enhance the computational efficiency in root cause diagnosis of rare events.

3. To implement HBM with an informative prior for addressing the source-to-source variability

in data, and improve the diagnosis accuracy of root cause diagnosis of rare events.

4. To discover and incorporate cyclic loops in BN for root cause diagnosis of rare events for

improving the diagnosis accuracy.

1.4 Dissertation layout

Following this chapter, Chapter 2 outlines our work towards developing a computationally

efficient dynamic consequence estimation model which is robust to change in parameters. The ob-

tained concentration profile from the developed model is used with a well-developed dose-response

model to estimate consequences. The applicability of the developed model is demonstrated for a

case study of supercritical carbon dioxide (CO2) release rare event.
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Chapter 3 presents a computationally efficient and holistic framework to implement HBM with

an informative prior for root cause diagnosis of rare events. The proposed methodology first iden-

tifies key process variables (KPVs) and eliminates the need to monitor all measured process vari-

ables. Second, we construct an informative prior of root cause probabilities from process data.

Third, this informative prior is used within the HBM framework for root cause analysis of the

rare event by addressing the source-to-source variability in data. The performance of the proposed

framework is compared with those of BM (with informative and non-informative priors) and HBM

(with non-informative prior).

After accomplishing enhanced computational efficiency, in order to improve root cause diagno-

sis accuracy, Chapter 4 presents a modified Bayesian network (mBN) to handle cyclic loops in root

cause diagnosis of rare events. The proposed method systematically handles cyclic loops, which

enhances the accuracy of root cause diagnosis of process faults. The performance of the proposed

mBN is compared with that of dynamic Bayesian network (DBN), a state-of-the-art BN-based

approach in the field of root cause diagnosis of rare events.

Chapter 5 presents a new methodology to discover cyclic loops in BN which utilizes an im-

proved scoring function, direct transfer entropy (DTE). Since DTE quantifies the causality effec-

tively by accounting for effects of common source variables, it can distinguish between direct and

indirect causal relations between process variables. This results in an accurate causal network.

Since the accuracy of causal network plays a vital role in discovery of cyclic loops, significant

cyclic loops are discovered in the causal network. Finally, the developed methodology’s perfor-

mance is demonstrated through an industrial benchmark case study.
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2. COMPUTATIONALLY EFFICIENT CONSEQUENCE ESTIMATION MODEL

2.1 Introduction

As discussed earlier, multiple factors (inputs and parameters) affect the concentration profile

of materials released during rare events. Hence, it is not affordable to develop a new dynamic

model for every parameter value to capture their effects on the concentration dynamics. Therefore,

in this chapter, we propose a computationally efficient dynamic model for accurate consequence

estimation of rare events.

While dynamic models have not received much attention in the field of consequence analysis,

there is an entire body of the literature on dynamic reduced-order models (ROMs) that capture

the important process dynamics at a fraction of the original simulation time [39]. Among dif-

ferent ROM approaches, the two most widely used ones are projection-based models [22] and

subspace models [40]. The projection-based methods seek to find a ROM for a high-fidelity model

by projecting the state-space description of the system to a low-dimensional subspace. Some of

the popular projection-based methods are proper orthogonal decomposition [41, 42, 43], dynamic

mode decomposition [44, 45, 46] and balanced truncation [47]. Though these methods retain the

underlying structure of the original model, they require a state-space description of the high-fidelity

model, which may not be available in all the cases [48, 49]. On the other hand, subspace identi-

fication methods such as canonical variate analysis [50], N4SID [51], and MOESP [52] provide

a ROM directly from input-output data as a black-box representation. Because of their ease of

implementation, these methods are successfully applied to various applications such as process de-

sign [53], process control [54], and fault detection [55]. Thus, in this chapter, a subspace modeling

technique is utilized for dynamic modeling of the concentration profile.

In this chapter, we focus on developing a dynamic k-nearest neighbor (kNN)-based paramet-

ric reduced-order model (PROM), which can replace computationally demanding CFD models for

*Reprinted with permission from “Development of parametric reduced-order model for consequence estimation
of rare events" by Kumari et al., 2021. Chemical Engineering Research and Design, 169, 142-152, Copyright 2021 by
Elsevier.
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consequence modeling and handle any changes in parameters. Here, a kNN algorithm is selected

among various machine learning algorithms because of its ease of implementation and good per-

formance in modeling a physical system with a limited availability of data [56]. This chapter is

organized as follows. First, a detailed description of the proposed methodology to develop a ROM

that approximates the full-order CFD model over a wide range of input and parameter values is

presented. Then, an overview of the consequence estimation using the proposed methodology is

presented. Further, application of the proposed method to a supercritical Carbon dioxide (CO2)

release scenario based on BP DF1 field test [57] is described. The performance of the proposed

model is analyzed, validated and then compared with that of another dynamic ROM. The proposed

model is further used with the dose-response model to estimate the consequences of supercritical

CO2 release, which is followed by the conclusions.

2.2 Proposed methodology

In this section, the proposed method is detailed to develop a ROM which approximates the

complex process dynamics governed by a CFD model over a range of input and parameter values.

Specifically, the proposed approach interpolates local (with respect to parameters) ROMs con-

structed for a range of parameters. First, local ROMs are constructed using multivariable output-

error state space (MOESP) algorithm. Then, the concentration profile for a new parameter value is

obtained by interpolating the concentration profiles obtained from k-nearest local ROMs.

2.2.1 MOESP-based local ROM

To develop a local (with respect to parameters) ROM at a given parameter value p, the MOESP

algorithm [58, 59] is employed to regress the following state-space model:

x(t+ 1) = Apx(t) + Bpu(t)

yp(t) = Cpx(t) + Dpu(t)

(2.1)

where x(t) ∈ IRn, u(t) ∈ IRm and yp(t) ∈ IRl are the state, input and output of the local ROM

at p ∈ IRr at time t, respectively, and Ap, Bp, Cp and Dp are the state-space matrices at p that

8



are estimated via the MOESP algorithm utilizing the available input-output data. Here, p = pj ∀

j ∈ {1, · · · , N}, whereN denotes the total number of local ROMs. For the MOESP algorithm, the

model order, n, is an important parameter that is determined by the number of dominant singular

values of the Hankel matrix, obtained using the input-output data matrices. As the singular value

of the Hankel matrix measures the contribution of each state to the input-output behavior, the state

with a small singular value can be discarded to simplify the model, and an optimum n value can

be selected as the number of remaining states.

After obtaining the local ROM, its goodness-of-fit is quantified using normalized root mean

square error (NMRSE) [60]. For an operating condition at parameter p, NMRSE is defined as

NRMSEp =

√∑tf
t=0(ŷp(t)− yp(t))2

ymaxp − yminp

(2.2)

where ŷp and yp are the output predicted by the local ROM and the CFD model at parameter p,

respectively, and tf is the total time of analysis. If the NMRSEp value is close to 0, it suggests

that the local ROM can approximate the dynamics well. It is to be noted that the MOESP-based

local ROM is trained to learn the input-output relation at parameter p. Because of this limitation,

it is not robust to variation in parameter values, and thus, cannot be effectively used for different

operating conditions. Moreover, it is possible that the process has to run at a different operating

condition (i.e., under different input profiles and parameter values). In such circumstances, it is

essential to have a ROM that can accurately approximate the high-fidelity CFD model over a wide

range of input as well as parameter values. To this end, a kNN-based PROM is proposed in this

chapter.

2.2.2 kNN-based PROM

In order to develop the proposed kNN-based PROM, multiple local ROMs given by Eq. (2.1)

are utilized. To predict the output at a new parameter value pnew, y(pnew, t), the outputs obtained

from the local ROMs at a few parameters, particularly the k-nearest neighbors of pnew, are weighted

9



as follows:

y(pnew, t) =

∑k
j=1wjypj(t)∑k

j=1wj
(2.3)

where wj is the weight assigned to ypj(t), defined as follows:

wj =
1

|pj − pnew|
(2.4)

where | · | denotes the euclidean distance.

In the kNN method, it is important to determine an optimal value of k. A small k increases

the sensitivity of output with respect to the parameter (overfitting) and a large k may ignore small

but important relations between the output and the parameter (underfitting). Hence, to select an

optimum k, the kNN-based PROMs are constructed for multiple k values, and their performances

are compared. In particular, the performance of each model is measured using NMRSEp in

response to a testing input profile at parameter values p = pj ∀ j ∈ {1, · · · , N}, and the obtained

NMRSEp values are averaged to compute a NMRSEavg, given by

NRMSEavg =
1

N

N∑
j=1

NRMSEpj (2.5)

where NRMSEpj is the NMRSEp at p = pj (from Eq. (2.2)). The k corresponding to the

minimum NMRSEavg is selected as the optimal value of k.

Further, in order to establish the credibility of the developed kNN-based PROM, a linear

parameter-varying state-space model (LPVSS) [61, 62] is developed which seeks to find a global

ROM to represent the CFD model over a range of input and parameter values, and its performance

is compared with that of the proposed kNN-based PROM.

The proposed kNN-based PROM and LPVSS model represent the CFD model over a range

of input and parameter values. Based on these models, the concentration profiles at selected dis-

tances from the source of release are obtained. Using the estimated concentration profiles, the

consequence estimation is performed, as presented in the next section.
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2.3 Consequence estimation

The economic consequences of rare events are quantified and represented in terms of a standard

risk metric such as maximum loss incurred due to a rare event [63]. To quantify the maximum loss,

the impact of a rare event has been categorized into seven categories: (a) public injury or fatality,

(b) environmental impairment, (c) plant and equipment damage, (d) social and heritage damage, (e)

business and customer impact, (f) legal cost, and (g) reputation and outrage impact [64]. Among

these categories, (c), (e), (f), and (g) are not considered within the scope of process safety studies.

Categories (b) and (d) are together termed as environmental social cost (ESC) of emission caused

by the material released during a rare event. ESC is defined by Environmental protection agency

(EPA), USA, as the measure of economic harm caused by the emission on climate and society,

which is expressed in dollar value as mgas × Cgas [65]. Here, mgas and Cgas are the total mass

emitted and the unit damage cost of emission, respectively. However, in the case of rare events,

ESC is very low as compared to the economic loss caused by category (a), i.e., public injury or

fatality [66]. Hence, the maximum loss incurred due to a rare event, Lmax, can be approximately

quantified using the cost of public injury or fatality, which is defined as follows [64, 67]:

Lmax = Prmax × VMR (2.6)

where Prmax is the maximum probability of fatality due to the rare event, and VMR is the value

of mortality risk reduction.

2.3.1 Maximum probability of fatality

In order to calculate the maximum probability of fatality due to the rare event, the probability

of fatality at selected distances from the source of release is obtained using the dose-response

model. The dose-response model is a statistical model used for quantifying unwanted effects such

as fatality, caused by material released during a rare event [68]. Specifically, the probability of
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fatality at a distance x from the source of release is calculated as follows:

Pr(x) =
1√
2π

∫ Y−5

−∞
e

−z2
2 dz (2.7)

where Y is the lethality of the material released at a distance x from the sources of release, which

is given by

Y (x) = A+B ln

∫ tf

0

Cn(x, t)dt (2.8)

where C is the concentration in mg/m3, and tf is the time frame of analysis. Here, A, B and n are

constants, and their value depend on the material released during a rare event. In this manner, the

maximum probability of fatality due to the rare event is obtained.

2.3.2 VMR

VMR has been widely used in several studies to analyze benefit of a new policy or regulation

that may affect public health and consequences [69, 70], and is calculated by various methods [71].

Specifically, VMR is defined as the marginal rate of substitution between wealth and mortality risk

[72, 73]. In other words, VMR indicates how much an individual is willing to pay (WTP) for

small reduction in mortality risk. Since the WTP varies among countries, different countries have

different VMRs. For instance, the VMRs of Australia, the United Kingdom, and the USA are

$3.8 million, $3.0 million, and $8.8 million, respectively [74]. Assuming we are interested in rare

events taking place within the USA for this study, the VMR is selected as $8.8 million.

This consequence estimation procedure in conjugation with the ROMs obtained from the pro-

posed methodology can be utilized to estimate consequences due to the material released during a

rare event in a computationally efficient manner.

2.4 Case study: Supercritical Carbon dioxide release

The proposed methodology of consequence estimation using the proposed ROMs has been

demonstrated on a case study of CO2 release. Since CO2 which is primarily stored in supercritical

phase, acts as an asphyxiant above its tolerable limit and can be fatal under extreme conditions of
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exposure, its release is one of the well-studied rare events. Therefore, the release of supercritical

CO2 is considered as the case study in this chapter. Specifically, the case study considered in this

chapter is the BP DF1 field test conducted by [57]. In order to develop the proposed ROMs, a CFD

model of the supercritical CO2 release from the BP DF1 field test is used as a first-principle model

to generate data.

2.4.1 CFD model

The CFD model for this case study has been taken from [75] and [76]. The setup for the CFD

model and other operating conditions are presented in Fig. 2.1. The CFD model is developed

for a region of 100×50×80 m3 around the release, using ANSYS Fluent. For validation of the

CFD model, its simulation results are compared with the experimental results from the BP DF1

field test. The comparison results for the CO2 concentration profiles at 5, 10 and 20 m are shown

in Fig. 2.2. It can be observed that the concentration profiles obtained from the CFD model are

appreciably close to the profiles obtained from the BP DF1 field test. It is to be noted that the

fluctuations observed in the field test concentration profile are due to sensor noise. As the distance

from the source of release increases, the fluctuations in the concentration profiles also increase

because sensor noise is relatively large in comparison to small concentration values [77]. Further,

the validated CFD model of supercritical CO2 release has been simulated for a range of inputs

and parameters to obtain the corresponding concentration profiles. These profiles are utilized to

construct a ROM representing the CFD model over a range of inputs and parameters.

2.4.2 Inputs, parameters and outputs

Broadly speaking, the concentration profiles of materials released during rare events are af-

fected by various factors such as release rate, release temperature, atmospheric pressure, atmo-

spheric temperature, wind velocity, and orifice diameter. Among these factors, the release rate and

release temperature vary with time and affect the system, and hence, are selected as inputs in this

case study. The remaining factors vary with release scenarios and affect the system in the form of

parameters. Among them, wind velocity and orifice diameter are crucial in shaping the concentra-
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Figure 2.1: The CFD model setup for the case study of supercritical CO2 release (dimensions not
to be scaled).
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Figure 2.2: Concentration profiles at (a) 5m, (b) 10m and (c) 20m from the source of release.
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tion profile so they have been selected as parameters that may vary in this case study. Furthermore,

as the density of CO2 is higher than that of air, the released CO2 has a tendency to have a higher

concentration at a location nearer to the source of release [75]. Hence, the concentration profiles

at 5, 10, 20 and 50 m from the source of release are selected as the outputs.

2.5 Model results

This section presents the performance of the MOESP-based local ROM, the proposed kNN-

based PROM and the LPVSS model in predicting the concentration profile. Subsequently, the

consequence estimation of the supercritical CO2 release is presented. In this chapter, all the simu-

lations are carried out using MATLAB R2018b programming platform.

2.5.1 MOESP-based local ROM

The input–output data required for training the local (with respect to parameters) ROM is gen-

erated by simulating the CFD model. The release rate and release temperature profiles (i.e., inputs)

used for training the model are shown in Fig. 2.4(a). During the release, the release rate and release

temperature monotonically decrease with time from 3.427 kg/s to 2.227 kg/s and 421 K to 357 K,

respectively, due to the monotonically decreasing pressure difference between the CO2 tank and

atmosphere. The parameters, wind velocity and orifice diameter are kept constant at p = [5.51

m/s, 11.94 mm]. A simulation time step of 5× 10−2 seconds is considered within the CFD solver,

and the data is collected at every simulation step. The outputs yp = [y5, y10, y20, y50]p, the con-

centrations at a distance of 5, 10, 20 and 50 m, respectively, from the source of release at p, are

presented in Fig. 2.4(c). Here, the input, parameter and output dimensions, m, r and l are 2, 2 and

4, respectively.

Using the MOESP algorithm on the training input–output data, the local ROM is identified by

evaluating the Ap, Bp, Cp and Dp matrices (Eq. (2.1)). In order to select an optimal model order,

n, the singular values of the Hankel matrix are compared and the results are presented in Fig. 2.3.

Since the singular value measures the contribution of each state to the input-output behavior, the

states whose orders are greater than 4 can be discarded without significant loss in model accuracy.
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Hence, the optimal n value is selected to be 4.
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Figure 2.3: Singular values of the Hankel matrix at different model orders.

Next, the goodness-of-fit of the developed local ROM is evaluated using the training data, and

the results are presented in Fig. 2.4(c). It can be observed that all the concentration profiles pre-

dicted by the local ROM closely match with those obtained from the CFD model. For quantitative

comparison of the local ROM and the CFD model, the NRMSEp statistic is used (Eq. (2.2)) and

presented in Table 2.1. The NRMSEp values are considerably low for all the concentration pro-

files, which indicate that the obtained local ROM represents a good model fit compared to the CFD

model.

y5 y10 y20 y50
Training data 1.42 1.38 2.46 5.53
Testing data 1 1.54 1.43 2.67 5.91
Testing data 2 1.41 1.66 2.66 4.23
Testing data 3 1.59 1.55 2.47 6.63

Table 2.1: NMRSEp statistics for the MOESP-based local ROM at p = [5.51 m/s, 11.94 mm]
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Figure 2.4: Performance evaluation of the MOESP-based local ROM using the training data and
the testing data 1: the concentration profiles at selected distances from the source of release for p
= [5.51 m/s, 11.94 mm].

Further, the local ROM is tested on three cases of testing data, whose input profiles are repre-

sented in Figs. 2.4(b), 2.5(a) and 2.5(b). It can be seen that the concentration profiles predicted by

the local ROM are very close to those obtained using the CFD model for all the three testing data

(Figs. 2.4(d), 2.5(c), and 2.5(d)). Table 2.1 shows the quantitative comparison between the perfor-

mances of both the models. It can be observed that the NRMSEp statistics for all concentration

profiles are low (i.e., close to 0) in all the three testing data. This proves the generalization ability

of the developed local ROM.
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Figure 2.5: Performance evaluation of the MOESP-based local ROM using the testing data 2 and
3: the concentration profiles at selected distances from the source of release for p = [5.51 m/s,
11.94 mm].

Remark 1. In this chapter, the MOESP algorithm approximates the CFD model using a linear

time-invariant (LTI) state-space model (i.e., linear with state-space matrices that are constant

with respect to time). During a rare event, the material released takes some time to reach a

location which is far from the source of release. Because of this time-varying nature of the system,

the LTI approximation is not entirely valid at a location which is far from the source of release,

and hence, the concentration predicted by MOESP differs from that obtained by the CFD model.

Consequently, the prediction error is larger at a greater distance from the source of release, y50,
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than y5, y10, and y20 as shown in Figs. 2.4(c), 2.4(d), 2.5(c), and 2.5(d).

It is to be noted that the identified MOESP-based local ROM quantifies the impact of variation

in release rate and temperature on the concentration profiles at fixed values of wind velocity and

orifice diameter, 5.51 m/s and 11.94 mm, respectively. However, the local ROM may not perform

well for different values of wind velocity and orifice diameter, as it is trained for a fixed set of

parameter values. To address this issue, the proposed kNN-based PROM is developed, and its

performance is discussed in the following subsection.

2.5.2 kNN-based PROM

To develop a kNN-based PROM, firstly, local ROMs are constructed for a range of wind ve-

locity and orifice diameter values. Since the usual range of wind velocity in atmosphere is 3 -

8 m/s, the following wind velocity values, pj1 ∈ {3.00, 3.63, 4.25, 4.88, 5.51, 6.13, 6.75, 7.38,

8.00} m/s, are selected to obtain the local ROMs. The range of orifice diameter considered is 6.46

- 25.62 mm, which is taken from similar CO2 release field test [57]. Accordingly, the following

orifice diameter values, pj2 ∈ {6.46, 9.20, 11.94, 15.35, 18.78, 22.20, 25.62} mm, are selected.

For all values of parameter pj = [pj1, pj2] ∀ j ∈ {1, · · · , 63}, 63 local ROMs are constructed using

the MOESP algorithm, and their corresponding local state-space matrices, Apj
, Bpj

, Cpj
and Dpj

,

are obtained from Eq. (2.1). To calculate the concentrations for different values of wind velocity

and orifice diameter, first, k-nearest neighbors of the new parameter value (i.e. wind velocity and

orifice diameter) are obtained by calculating its distances from all the parameter values, sorting

them in ascending order of distance, and selecting the first k parameter values. Then, the con-

centrations obtained from local ROMs at the k-nearest neighbors of the new parameter value are

weighed following Eqs. (2.3) and (2.4). It is suggested to use a finer grid of parameters (i.e., more

parameter values within a specified range of parameters) to construct local ROMs for a system

whose dynamics change significantly with a variation in parameter.

To select an optimum k, the kNN-based PROMs are constructed for every k between 1 and 10,

and their performances are compared. Specifically, the performance of each model is measured at

all values of parameter pj ∀ j ∈ {1, · · · , 63} using a testing input profile as shown in Fig. 2.4(b),
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and the prediction error is calculated using Eq. (2.5). The prediction error profiles obtained for

every k value are presented in Fig. 2.6. It can be observed that as k increases, the prediction

error monotonically decreases until k = 3, and later it starts increasing. As the prediction error is

minimum for k = 3, it is selected as the optimal k in this case study.
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Figure 2.6: NMRSEavg of the kNN-based PROM with respect to k.

Next, the obtained kNN-based PROM is tested for the following four parameter cases: pnew =

[4.00 m/s, 10.57 mm], [4.00 m/s, 13.65 mm], [5.80 m/s, 10.57 mm], and [5.80 m/s, 13.65 mm].

A monotonically decreasing release rate and release temperature profiles (used in the testing data

1 case) are used in all the four parameter cases as shown in Fig. 2.4(b). The concentration pro-

files predicted by the kNN-based PROM are compared with those obtained using the CFD model,

and the results are presented in Figs. 2.7(a)-(d). It can be observed that the concentration profiles

predicted by the kNN-based PROM are very close to those obtained using the CFD model. How-

ever, the prediction error observed for y50 is higher than that for y5, y10, and y20. It is because the

proposed kNN-based PROM uses the concentrations predicted by the MOESP-based local ROMs,
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which has a higher prediction error for y50 (as described in Remark 1). For a quantitative compar-

ison of both the concentration profiles, the NRMSEp statistics are used and presented in Table

2.2. It can be observed that the NRMSEp statistics are close to 0, implying that the kNN-based

PROM is a good approximate model to the CFD model for all the parameter testing cases. Further,

the performance of the kNN-based PROM is compared with that of the LPVSS model.

Remark 2. As the LPVSS model is obtained by regressing the state-space matrices of local ROMs,

the LPVSS model represents a global state-space model. Additionally, the state-space matrices

of the LPVSS model are considered as linear functions of parameters. Hence, the LPVSS model

approximates the CFD model using a global linear function. On the other hand, the kNN-based

PROM interpolates the outputs of local ROMs at the parameter values neighboring to the new

parameter of interest.

2.5.3 Comparison with LPVSS

The performances of the kNN-based PROM and the LPVSS model are compared for the four

parameter cases, which are previously used in testing the kNN-based PROM. The concentration

profiles predicted by both the models at a distance of 5, 10, 20 and 50 m from the source of release

are presented in Figs. 2.7(a)-(d). It can be observed that there is a significant discrepancy between

the concentration profiles predicted by the LPVSS model and those obtained using the CFD model.

On the contrary, the concentration profiles predicted by the kNN-based PROM are closer to those

obtained using the CFD model. Additionally, a quantitative comparison of NRMSEp values for

both the models is presented in Table 2.2. It can be observed that the NRMSEp values for the

kNN-based PROM are much lower than those for the LPVSS model. From these results, it can

be inferred that the kNN-based PROM is observed to have better performance than the LPVSS

model. This observation can be explained on the basis of the inherent nature of these two models.

As the system of supercritical CO2 release rare event is governed by complex nonlinear dynamics,

the approximation of such a system behavior by interpolating multiple local ROMs is more precise

than its global counterpart. Hence, the performance of the kNN-based PROM is regarded to be
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Figure 2.7: Performance evaluation of the kNN-based PROM and the LPVSS model: the concen-
tration profiles at selected distances from the source of release for (a) pnew = [4.00 m/s, 10.57
mm], (b) pnew = [4.00 m/s, 13.65 mm], (c) pnew = [5.80 m/s, 10.57 mm], and (d) pnew = [5.80
m/s, 13.65 mm].

superior than that of the LPVSS model for the prediction of concentration profiles of materials

released during rare events.

For consequence estimation, the concentration profiles obtained by the kNN-based PROM, the

LPVSS model and the CFD model are utilized to calculate the maximum losses as described in

Section 3. Here, the consequence estimation is performed for the previously mentioned four pa-
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LPVSS model kNN-based PROM
pnew y5 y10 y20 y50 y5 y10 y20 y50

[4.00 m/s, 10.57 mm] 7.7 13.4 8.9 11.3 5.7 4.9 5.1 5.5
[4.00 m/s, 13.65 mm] 6.9 15.9 13.6 9.9 4.1 3.2 3.6 5.6
[5.80 m/s, 10.57 mm] 7.2 5.8 7.1 12.2 5.4 3.3 4.2 6.3
[5.80 m/s, 13.65 mm] 5.5 8.4 7.9 9.6 1.4 1.3 2.4 5.7

Table 2.2: Comparison of NMRSEp for the LPVSS model and the kNN-based PROM

rameter testing cases. To calculate maximum loss, A = -90.8, B = 1.01 and n = 8 are considered

[78]. The results for the probabilities of fatality with respect to distance from the source of release

and the maximum losses are presented in Fig. 2.8 and Table 2.3, respectively. It can be observed

that the probability of fatalities and the maximum loss predicted by the kNN-based PROM are

closer to those obtained using the CFD model than those predicted by the LPVSS model for all

the parameter testing cases. The success of the kNN-based PROM can be attributed to its superior

ability to predict the concentration profiles as compared to the LPVSS model. Thus, the proposed

methodology is proved to be capable in approximating the concentrating profiles of released ma-

terials, and hence, can be effectively employed for consequence estimation of rare events.

pnew LPVSS model kNN-based PROM CFD model
[4.00 m/s, 10.57 mm] 6.11 8.17 8.33
[4.00 m/s, 13.65 mm] 1.98 4.02 3.94
[5.80 m/s, 10.57 mm] 7.54 8.67 8.67
[5.80 m/s, 13.65 mm] 7.15 4.67 4.88

Table 2.3: Comparison of the maximum loss predicted by the LPVSS model, the kNN-based
PROM, and the CFD model (in $106)

2.6 Conclusions

In this chapter, a dynamic model for the consequence estimation of rare events is proposed to

achieve the following two objectives: (a) handling the high computational requirement incurred by

CFD models used in the chemical process industry; and (b) being robust with respect to changes
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Figure 2.8: Probability of fatality with respect to distance from the source of release for (a) pnew =
[4.00 m/s, 10.57 mm], (b) pnew = [4.00 m/s, 13.65 mm], (c) pnew = [5.80 m/s, 10.57 mm], and (d)
pnew = [5.80 m/s, 13.65 mm].

in inputs and parameters. First, the proposed model developed a MOESP-based local (with respect

to parameters) ROM to identify the effect of inputs such as release rate and release temperature on

the consequences of a rare event. Next, the capability of the constructed local ROM was extended

to make it robust with respect to changes in parameters such as wind velocity and orifice diameter

by developing a kNN-based PROM. To validate the effectiveness of the proposed model, the per-

formance of the kNN-based PROM was compared with that of the LPVSS model for a case study

of supercritical CO2 release. When compared to the LPVSS model, the kNN-based PROM show-

cased superior performance in predicting the concentration profiles and estimating the maximum

loss of the supercritical CO2 release. In conclusion, this chapter contributes towards the develop-

ment of consequence models by proposing a new kNN-based PROM, which is a computationally

efficient dynamic model capable of quantifying the effect of inputs as well as parameters.
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3. COMPUTATIONAL EFFICIENCY AND SOURCE-TO-SOURCE VARIABILITY IN

ROOT CAUSE DIAGNOSIS

3.1 Introduction

Since a rare event triggers deviations in various process variables, it is computationally chal-

lenging to simultaneously monitor hundreds of measured variables. Additionally, root causes of

rare events are attributed to a variety of sources (e.g. equipment malfunctions, operator errors,

sensor errors with different underlying parameters of interest). However, the Bayesian-based ap-

proaches treat these data as if they came from a single source [29, 28], and hence, do not account

for source-to-source variability. Thus, root cause analysis results become inaccurate. To deal with

this computational challenge and source-to-source variability, in this chapter, we propose to first

identify KPVs whose deviations indicate the occurrence of the rare event. Then, we use a fault tree

to represent a deviation in KPV as a result of root causes since fault tree is a simple, and hence, a

computationally efficient way to represent root cause propagation [79]. Next, we propose to utilize

a HBM to handle source-to-source variability in root cause diagnosis.

In HBM, an additional level of BM is imposed on the parameters of the root cause probability

distribution. Specifically, the parameters of the root cause probability are considered to be drawn

from a prior distribution, which accounts for the source-to-source variability in root causes. A

traditional HBM uses non-informative prior distributions of root causes, which assign equal prob-

abilities to all possible root causes, and thus, they may lead to extremely nonconservative and

unreliable bounds on the posterior distributions of root causes. While its counterpart, informative

prior, can provide reliable bounds for root cause diagnosis, identifying hyperparameters of an infor-

mative prior is a challenge, particularly for chemical processes with data scarcity (i.e., rare events).

Hence, in this chapter, we construct an informative prior of root cause probabilities from process

data. Then, this informative prior is used within the HBM framework for root cause analysis of

*Reprinted with permission from “Root cause analysis of key process variable deviation for rare events in the
chemical process industry" by Kumari et al., 2020. Industrial & Engineering Chemistry Research, 59 (23), 10987-
10999, Copyright 2020 by Americal Chemical Society.
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the rare event by addressing the source-to-source variability in data. The proposed framework is

summarized in Fig. 3.1.

Process variable data

Root cause analysis of KPV deviation by HBM

RIG analysis

PCC analysis

Process disturbance 
data

Identification of KPV for rare event

Informative prior of 
root cause probability

EvidenceInformative hyper-
prior for root cause 

source variability

Posterior of root cause 
probability

Figure 3.1: Flowsheet of the proposed informative-prior based HBM methodology

The remaining parts of this chapter are organized as follows. The mechanisms of fault tree,

BM, and HBM are introduced in Section 3.2. Then the proposed methodology that consists of KPV

identification and estimation of the hyperparameter of informative prior is illustrated in Section 3.3.

For the purpose of demonstration, the proposed framework is applied to the Tennessee Eastman

process (TEP) described in Section 3.4, for root cause analysis of a runaway reaction (i.e., rare

event). The major findings and conclusions of this study are summarized in Section 3.5 and 3.6,

respectively.

Remark 3. It is to be noted that in CPI, an abnormal event leads to a near-miss (such as high

alarm, high-high alarm, and emergency shutdown) or a rare event in an increasing order of the

severity of its consequences [80]. In other words, a near-miss is an abnormal event with high
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consequences [81]. Since a near-miss has a lower severity than a rare event, but occurs prior to

the rare event and contains information about the rare event, the data for these abnormal events

with high consequences are used for root cause diagnosis of rare events [82, 83, 84].

3.2 Background

Fault tree represents propagation of basic events to an abnormal event through logic gates,

where basic events or root causes are the underlying causes of an abnormal event[85, 86, 87]. A

simple fault tree example is shown in Figure 3.2a. This structure enables quantitative reasoning of

causality between basic events and an abnormal event in forward direction only; in other words,

the probability of occurrence of an abnormal event, π, can be estimated if the probabilities of

occurrence of basic events, θ = {θ1, θ2}, are known, using

π = θ1θ2 (3.1)

but not vice versa.

In a fault tree, probabilistic approaches have been utilized to quantitatively estimate the un-

certainty caused by data scarcity in root cause analysis. Specifically, utilizing θ1, θ2 and π in

Eq. (3.1), the numbers of occurrences for both basic events and an abnormal event are described

by the following binomial distributions[32].

p(nt|N t, π) =

(
N t

nt

)
πn

t

(1− π)N
t−nt (3.2)

p(mt
i|N t, θi) =

(
N t

mt
i

)
θ
mti
i (1− θi)N

t−mti (3.3)

where mt
i, n

t, and N t are the numbers of occurrences of basic event i, an abnormal event, and all

the basic events during tth time period, respectively. By combining Eqs. (3.1) and (3.2), the joint

likelihood function of occurrence of basic events, p(nt|N t,θ), is estimated as follows:

p(nt|N t,θ) =

(
N t

nt

)
(θ1θ2)

nt(1− θ1θ2)N
t−nt (3.4)
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Figure 3.2: (a) A simplified fault tree, and (b) Bayesian network

3.2.1 BM

While a conventional fault tree does not allow the backward quantitative reasoning due to

the unidirectional property of logic gates, the BM framework is able to compute the root cause

probability through a backward propagation from an abnormal event [88, 89]. Specifically, the

BM framework converts basic events into parent nodes, and an abnormal event into a child node.

The relationship between the parent and child nodes is represented by arcs. The Bayesian network

of the fault tree presented in Fig. 3.2(a), is shown in Fig. 3.2(b). In the BM framework, initially,

prior distributions for the parent nodes are needed. Since θi follows a binomial distribution, the

following beta distribution (i.e., conjugate prior to a binomial distribution) is chosen for the prior

distribution of θi:

p(θi) =
Γ(αi + βi)

Γ(αi)Γ(βi)
θαi−1i (1− θi)βi−1 (3.5)

whereα = {α1, α2} and β = {β1, β2} are the hyperparameters of the prior distribution in Eq. (3.5).

Here, a gamma function, Γ(a), is defined as
∫∞
0
xa−1e−xdx. It is noted that in the BM framework,

the hyperparameters, α and β, are constant.

The occurrences of basic events are assumed to be independent, and their joint prior distribution

is obtained by multiplying them as shown below:

p(θ) =
∏

p(θi) (3.6)

Subsequently, the joint prior distribution (Eq. (3.6)) and the joint likelihood function (Eq. (3.4)) are
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used to obtain the joint posterior distribution of occurrence of basic events using Bayes’ theorem:

p(θ|nt, N t) =
p(nt|N t,θ)p(θ)∫
p(nt|N t,θ)p(θ)dθ

(3.7)

In order to compute the individual posterior distribution of occurrence of basic event i, the joint

posterior distribution should be integrated with respect to θj , ∀ j 6= i, as follows:

p(θi|nt, N t) =

∫
p(θ|nt, N t)dθj (3.8)

Using Markov Chain Monte Carlo (MCMC) sampling technique, θi is sampled from Eq. (3.8),

and the mean and standard deviation of the individual posterior distribution of occurrence of basic

event i, µθi and σθi , are computed as follows [90]:

µθi =
1

N

N∑
i=1

θi (3.9a)

σθi =

√√√√ 1

N

N∑
i=1

(θi − µθi)2 (3.9b)

where N is the total number of samples.

3.2.2 HBM

Although the BM framework performs well under data scarcity of abnormal events, it does not

account for the source-to-source variability in basic events which may propagate to abnormal event

data as described in the fault tree structure. Previous studies classify the sources of basic events

broadly in four categories: structural causes, process causes, external causes and human errors [28].

These sources have different tendencies to cause each basic event. To account for the source-to-

source variability in the basic events of Fig. 3.2(a), instead of using constant hyperparameters for

the prior distribution of θ = {θ1, θ2}, HBM samples α = {α1, α2} and β = {β1, β2} from another
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beta distributions as follows:

p(αi) =
Γ(ααi + βαi)

Γ(ααi)Γ(βαi)
α
ααi−1
i (1− αi)βαi−1 (3.10a)

p(βi) =
Γ(αβi + ββi)

Γ(αβi)Γ(ββi)
β
αβi−1
i (1− βi)ββi−1 (3.10b)

where αα = {αα1 ,αα2} and βα = {βα1 ,βα2} are constant parameters obtained from a distribution

of hyperparameter α, and αβ = {αβ1 ,αβ2} and ββ = {ββ1 ,ββ2} are constant parameters obtained

from a distribution of hyperparameter β. Sampled hyperparameters from Eq. (3.10) are then used

to construct the prior distributions of occurrence of basic events using

p(θi|αi, βi) =
Γ(αi + βi)

Γ(αi)Γ(βi)
θαi−1i (1− θi)βi−1 (3.11)

Assuming that the occurrence of basic events originated from different sources is independent

from each other, the joint prior distribution of occurrence of basic events and the joint prior distri-

butions of hyperparameters are obtained using the following expressions:

p(θ|α,β) =
∏

p(θi|αi, βi) (3.12)

p(α) =
∏

p(αi) (3.13a)

p(β) =
∏

p(βi) (3.13b)

As per Bayes’ theorem, the joint prior distribution of occurrence of basic events (Eq. (3.12)) and

the joint likelihood function of occurrence of basic events (Eq. (3.4)) are used to obtain the joint

likelihood function of hyperparameters:

p(nt|N t,α, β) =

∫
p(nt|N t,θ)p(θ|α,β)∂θ (3.14)

The joint likelihood function of hyperparameters (Eq. (3.14)) is used along with the joint prior

distribution of hyperparameters (Eq. (3.13)) for obtaining the joint posterior distribution of hyper-
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parameters:

p(α, β|nt, N t) =
p(α)p(β)p(nt|N t,α, β)∫ ∫
p(α)p(β)p(nt|N t,α, β)∂α∂β

(3.15)

After accounting for source-to-source variability using sampled hyperparameters, the joint pos-

terior distribution of hyperparameters (Eq. (3.15)) and the joint prior distribution of occurrence of

basic events (Eq. (3.12)) are used to obtain the joint posterior distribution of occurrence of basic

events, p(θ|nt, N t), as follows:

p(θ|nt, N t) =

∫ ∫
p(θ|α, β)p(α, β|nt, N t)∂α∂β (3.16)

Similar to BM, the individual posterior distributions of occurrence of basic events, p(θi|nt, N t),

can be obtained by plugging Eq. (3.16) into Eq. (3.8). Using θi sampled from Eq. (3.8) by MCMC

sampling technique, the means and standard deviations of the individual posterior distributions of

occurrence of basic events are computed utilizing Eq. (3.9).

3.3 Proposed methodology

As described in Fig. 3.1, this chapter proposes a new HBM-based framework for root cause

analysis of rare, abnormal events. To construct a fault tree, significant basic events which can lead

to the rare event of interest and KPV whose deviation indicates occurrence of an abnormal event

will be selected.

In this chapter, the process data for significant basic events are utilized for KPV identification

because significant basic events, which may lead to rare, abnormal events, take place more fre-

quently than rare, abnormal events; the number of available data samples for the latter may not be

sufficient for KPV identification and root cause analysis.
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3.3.1 Significant basic event

Significant basic events are selected based on their significance indices. In this chapter, the

significance index of basic event i is defined by

Si =

nX∑
j=1

N∑
k=1

(
xijk −mj

mj

)2

(3.17)

where xijk is the kth measurement of process variable Xj in the presence of basic event i, mj is the

mean measurement of process variable Xj under normal operating conditions. Here, N is the total

number of measurements, nX is the total number of process variables, and X = {X1, · · · , XnX} is

the set of all process variables.

Basic events are sorted in decreasing order of their significance indices, and the significant

basic events are selected based on their relative marginality indices, which are defined as

rSi = 1− Si∑
j Sj

∀j where Sj ≥ Si (3.18)

A smaller rSi value implies that basic event i is more correlated with the process dynamics, and

therefore, they are selected as the significant basic events.

3.3.2 KPV identification

Among statistical quantities available for KPV identification, information gain and Pearson

correlation coefficient (PCC) have been widely used in the literature [91, 92, 93, 94]. Information

gain captures the overall relationship between a significant basic event and process variables, but

it requires probability density functions for the analysis; hence, its accuracy highly depends on

the number of collected data samples [95]. On the other hand, while PCC captures the linear

relationship between variables, it has the ability to perform well with small data sets [96].

Once relative information gain (RIG), which is defined by dividing the information gain for

each process variable with the total information gain for all process variables, initially screens out

all process variables weakly correlated to the rare event of interest, the final identification of the

32



KPV is performed by PCC analysis. However, since PCC only detects linear correlations, it may

not effectively identify the KPV with strong nonlinear correlations. Hence, as RIG is not accurate

with small datasets, the combination of RIG and PCC analysis has been proposed in this chapter

to balance the trade-off between accuracy and correlation.

3.3.2.1 RIG analysis

The statistical information theory proposed by Shannon defines information entropy as the

amount of information contained within a random variable [97]. If xj is the measurement of a

process variable Xj , the information entropy of process variable Xj can be obtained using

H(Xj) = −
∑
xj⊂Xj

p(xj) log2 p(xj) (3.19)

where p(xj) is the probability density function of Xj . For process variable Xj and significant basic

event occurrence condition Y, H(Xj|Y) is the entropy of process variable Xj given significant basic

event Y has occurred, which is given by [98]

H(Xj|Y ) =
∑
y⊂Y

p(y)H(Xj|Y = y) (3.20a)

H(Xj|Y = y) = −
∑
xj⊂Xj

p(xj|y) log2 p(xj|y) (3.20b)

where y is the state of Y. Asssuming only one significant basic event occurs at a time, if there are n

significant basic events, then Y has n+ 1 states: y = y0 (occurrence of no significant basic event);

y = y1 (occurrence of significant basic event 1); · · · ; and y = yn (occurrence of significant basic

event n). Here p(y) is the probability of Y = y, and it is assumed to have a uniform distribution to

give equal weight to each p(y = yi); in other word, p(y = y0) = · · · = p(y = yn) = 1
n+1

.

The information gain, IG(Xj , Y), is the amount of information gained for process variable Xj

from observing Y, which is defined as follows:

IG(Xj, Y ) = H(Xj)−H(Xj|Y ) (3.21)
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where IG(Xj, Y ) is computed for all process variables in the presence of significant basic events

from the process data using Eq. (3.21).

The RIG is calculated by dividing the information gain for each process variable with the total

information gain for all process variables. If a significant basic event is correlated to a rare events,

its occurrence will increase the entropy of the process variables that are highly related to the rare

event. Therefore, the process variables with greater RIGs in response to significant basic events

have a higher chances to become KPV.

For screening of redundant process variables, they are sorted in decreasing order of their RIGs

and are selected based on their relative marginality indices:

rRIGj = 1− RIGj∑
iRIGi

∀i where RIGi ≥ RIGj (3.22)

where RIGj is the RIG of process variable Xj . The process variables with smaller rRIG are selected

for PCC analysis.

3.3.2.2 PCC analysis

In the next step, a PCC analysis is carried out between the process variables selected by the

RIG analysis and significant process states. The significant process states for a rare event are

defined as the process states which are directly impacted by the rare event, and typically they are

selected based on our prior process knowledge. In order to minimize the possible error for the use

of process knowledge, multiple significant process states are selected.

PCC, ρXj ,W , captures the linear correlation between a process variable Xj and a significant

process state W:

ρXj ,W =

∑N
k=1(xjk − x̄j)(wk − w̄)√∑N

k=1(xjk − x̄j)2
∑N

k=1(wk − w̄)2
(3.23)

where xjk and wk are the measurements of process variable Xj and significant process state W,

respectively, at time k. The process variable with the highest PCC magnitude, | ρXj ,W |, is selected
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as KPV.

3.3.3 Root cause analysis of KPV deviation by probabilistic approach

Once KPV is identified, the root cause analysis of KPV deviation is performed by a proba-

bilistic approach. In any probabilistic approach, the choice of prior distribution is one of the most

important steps [99]. Usually, the prior distribution is approximated by a conjugate prior to its

likelihood family distribution. For example, if the likelihood of a random variable Z follows a

binomial distribution, its prior distribution can be represented by a beta distribution, which is a

conjugate prior to the likelihood family of binomial distribution:

p(z) =
Γ(a+ b)

Γ(a)Γ(b)
za−1(1− z)b−1 (3.24)

where a and b are the hyperparameters of a beta distribution such that a, b > 0, and z is the

measurement of random variable Z.

The hyperparameter values classify a prior distribution into two categories: non-informative

and informative priors. A non-informative prior assumes a lack of information about the system.

The most commonly used non-informative prior for root cause analysis is Jeffrey’s prior [100,

101, 102]. For a beta distribution, the hyperparameters of Jeffrey’s prior are a = b = 0.5 [103].

On the other hand, an informative prior expresses specific information about a variable. To our

best knowledge, an informative prior has never been integrated with HBM, so we will estimate the

hyperparameters of an informative prior from process data and utilize it with HBM to account for

source-to-source variability while performing root cause analysis of KPV deviation.

3.3.3.1 Hyperparameter estimation of informative prior for BM

The hyperparameters of an informative prior can be estimated by applying the method of mo-

ments (MoM) to sampled data points[104]. Specifically, the MoM uses the sample moments to

determine the hyperparameters of an informative prior. For a random variable Z, the first and
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second sample moments, M1(Z) and M2(Z), are the mean and variance, respectively [90]:

M1(Z) =
1

N

N∑
i=1

zi (3.25a)

M2(Z) =
1

N − 1

N∑
i=1

(zi −M1)
2 (3.25b)

where zi and N are the sampled data points and the total number of sampled data points, respec-

tively. For example, the first and second moments of a beta distribution with parameters a0 and b0

are given by:

µ =
a0

a0 + b0
(3.26a)

σ2 =
a0b0

(a0 + b0)2(a0 + b0 + 1)
(3.26b)

where equating Eqs. (3.25) and (3.26) determines the hyperparameters of an informative prior.

3.3.3.2 Hyperparameter distribution estimation of informative prior for HBM

To account for source-to-source variablility in basic events, the hyperparameters of HBM are

rendered to be subjective to distributions. For the purpose of this study, we assume a and b to

follow uniform distributions in the range of [0.1a0, 1.9a0] and [0.1b0, 1.9b0], respectively:

p(a) =


1

1.8a0
if 0.1a0 < a < 1.9a0

0 otherwise
(3.27a)

p(b) =


1

1.8b0
if 0.1b0 < b < 1.9b0

0 otherwise
(3.27b)

Then, hyperparameters sampled from their distributions (Eq. ( 3.27)) are used in Eq. ( 3.11) to

perform the HBM analysis with an informative prior.
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Remark 4. In this chapter, the rules of thumb used to construct hyperparameter distributions,

following Ref [105], are:

1. Hyperparameter distributions are uniform distributions.

2. The means of hyperparameter distributions, p(a) and p(b), are a0 and b0, respectively.

3. The distributions should be diffused to reflect the lack of knowledge about variances of hy-

perparameters.

4. a, b > 0

As per these rule of thumbs, the range of the uniform distribution of a is centered around a0

with a spread of 0.9 times a0 in both the directions, that is, [a0-0.9a0, a0+0.9a0]. The spread factor,

which is 0.9 in this case, should be kept close to 1 to ensure a wide distribution[105]. The same is

true for b.

3.4 Case study: Tennessee Eastman Process

The Tennessee Eastman Process (TEP) problem is a benchmark industrial case. It has four

main units: reactor, condenser, separator, and stripper. Fig. 3.3 represents the schematic diagram

of the process. Feed A, C, D and E react to form main products G and H, and a byproduct F. All

reactions are irreversible and exothermic.

A(g) + C(g) +D(g)→ G(l)

A(g) + C(g) + E(g)→ H(l)

A(g) + E(g)→ F (l)

3

2
D(g)→ F (l)

Process disturbances, measured process variables, and states of the TEP are listed in Tables A.1,

A.2 and A.3, respectively. Further information on the TEP and its control structure can be found in
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Ref [1, 106]. The codes to simulate the TEP are downloaded from https://depts.washington.

edu/control/LARRY/TE/download.html#Multiloop.

Figure 3.3: TEP schematics [1]

Basic process control system (BPCS) regulates process variables to setpoint values. In case

of its failure, undesired rare, abnormal events may occur. In the TEP, the possible rare events are

the runaway reaction, spills from process vessels, and explosions in process units. Among the

possible rare events in the TEP, the runaway reaction will produce liquid products, which may

increase the heat and liquid levels of the entire process network. The increase in the liquid level

may cause spills from the process vessels, and the increase in heat may trigger explosions in the

process vessels. Since the runaway reaction may trigger the other rare events as well, it is selected

as the main rare event in this case study.

3.5 Results and Discussion

While there are many disturbances associated with the TEP (Table A.1) that may lead to the

runaway reaction, only the disturbances that can directly affect the runaway reaction (i.e., the

main rare event) are considered in this study. Among these considered disturbances, significant

disturbances are selected on the basis of their significance and relative marginality indices, which

are calculated by Eqs. (3.17) and (3.18), respectively, where N is 40, and presented in Fig. 3.4.

38

https://depts.washington.edu/control/LARRY/TE/download.html#Multiloop
https://depts.washington.edu/control/LARRY/TE/download.html#Multiloop


Disturbances with relative marginality indices lower than 0.9 are expected to disrupt the process

dynamics more; hence, they are selected as the significant disturbances and are listed in Table 3.1.
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Figure 3.4: Significance and relative marginality indices of process disturbances

ID Disturbance Type
IDV1 A/C feed ratio, B composition constant (stream 4) Step change
IDV2 B composition, A/C ratio constant (stream 4) Step change
IDV4 Reactor cooling water inlet temperature Step change
IDV5 Condenser cooling water inlet temperature Step change
IDV6 Flow rate of A to the reactor Step change
IDV14 Reactor cooling water valve Stiction

Table 3.1: Significant disturbances for runaway reaction

The root cause analysis of the runaway reaction has been divided into two tasks. The first task

is to identify a KPV that is directly related to the runaway reaction. The second task is to find the

root cause of KPV deviations.
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3.5.1 Data generation

Although process data for the rare event (i.e., runaway reaction) are usually not available,

process data for the significant disturbances that can lead to the rare event are readily available

through historical database as they take place more frequently than the rare event. Hence, process

data for the significant disturbances are used to identify KPV. For data collection, the TEP process

is simulated by introducing the significant disturbances (Table 3.1) at random times with various

magnitudes [107]. Specifically, the magnitude and subsequent time of introduction of disturbances

are sampled from uniform distributions, unif [0, 1] and unif [1, 24] hrs, respectively, where unif

[a, b] represents a uniform distribution between a and b. The collected data samples include the

number of occurrences of high alarm, high high alarm, emergency shutdown (ESD), runaway reac-

tion, KPV deviation, and significant disturbances in the TEP (Table 3.2). The process is simulated

for 10 time periods for data collection where each time period is of 4 weeks. It is noted that the

number of runaway reactions listed in the last column of Table 3.2 is zero, which makes sense

because most process plants may not experience any rare, abnormal event in their lifetime.

Time IDV1 IDV2 IDV4 IDV5 IDV6 IDV14 ∆KPV H HH ESD RR

1 3 2 4 0 2 6 11 9 1 1 0
2 9 2 4 2 3 3 10 8 2 0 0
3 3 3 4 4 3 6 10 7 2 1 0
4 3 1 3 4 1 5 10 10 0 0 0
5 8 5 5 5 0 4 11 9 1 1 0
6 2 6 3 6 3 3 8 7 1 0 0
7 2 5 6 4 5 4 10 9 1 0 0
8 2 6 4 0 3 4 12 10 0 2 0
9 5 3 3 4 1 4 13 11 2 0 0
10 3 3 5 4 4 3 11 9 1 1 0
∆KPV: KPV deviation; H: High alarm; HH: High-high alarm; RR: Runaway reaction

Table 3.2: Simulated data for TEP
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3.5.2 Identification of KPV for the runaway reaction

The KPV for the runaway reaction in the TEP can be identified by sequentially removing mon-

itored process variables which are not significantly related to the runaway reaction. As described

earlier, RIGs are used for an initial screening of redundant variables. Specifically, RIGs are calcu-

lated for the process variables listed in Table A.2 in the presence of significant disturbances from

the process data, and the process variables with higher RIGs are selected for further analysis by

the PCC method.

While performing the identification of KPV from Table A.2, feed flows (PV 1-4, 6) and com-

positions (PV 23-28) are excluded as they are the input variables. RIGs are obtained for the rest of

the process variables and the significant process disturbances listed in Table 3.1 using Eqs. (3.19)-

(3.21). Since the number of the significant process disturbances is 6, Y has 7 states in Eq. (3.20)

and (3.21): y = y0 (occurrence of no process disturbance); y = y1 (occurrence of IDV1); y = y2

(occurrence of IDV2); y = y3 (occurrence of IDV4); y = y4 (occurrence of IDV5); y = y5 (occur-

rence of IDV6); and y = y6 (occurrence of IDV14). The calculated RIGs are presented in Fig. 3.5

(as well as in Fig. 3.6), where it is observed that the RIGs of the product composition variables

(PV 29-41) are lower than those of a majority of the rest of the variables (PV 5, 7, 8, 9, 11, 12,

13, 15, 16, 18, 19, 20, 21, 22). It is because the product composition variables are measured less

frequently with the sampling intervals of 6 - 15 minutes and thus cannot fully reflect the effects of

the process disturbances on the process composition variables.

For the initial screening of redundant process variables, all of the process variables are ar-

ranged according to their RIGs in decreasing order. The relative marginality indices of the process

variables are calculated using Eq. (3.22) and presented in Fig. 3.5. For the process variables with

relative marginality indices greater than 0.95, a significant decrease in their RIGs is observed, and

thus, the process variables with relative marginality indices less than 0.95 are selected for further

analysis (Table 3.3).

In the next step, a PCC analysis is carried out between the selected process variables (Table

3.3) and the significant process states. The significant process states are defined as the process
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Figure 3.5: Relative information gains and relative marginality indices of process variables for
runaway reaction
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Figure 3.6: Relative information gain of process variables for runaway reaction
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PV No. Process variable
11 Product separator temperature
21 Reactor cooling water outlet temperature
7 Reactor pressure

18 Stripper temperature
16 Stripper pressure
15 Stripper level
13 Seperator pressure
22 Separator cooling water outlet temperature
19 Stripper steam flow
9 Reactor temperature
8 Reactor level
5 Recycle flow (stream 8)

12 Separator Level
20 Compressor work

Table 3.3: Process variables with relative marginality index < 0.95

states which are directly impacted by the runaway reaction. Specifically in the TEP, as G and H

are the main products, the hold-up levels of product G and H in the reactor are selected as the

significant process states. Additionally, as the runaway reaction also impacts the internal energy of

the reactor, the internal energy is also selected as one of the significant process states. Moreover,

since the separator is the only unit which primarily contains reaction products, the hold-up levels

of product G and H, and the internal energy in the separator are also considered as the significant

process states.

The PCC analysis is carried out using Eq. (3.23). The PCC values between the selected process

variables (Table 3.3) and the significant process states are presented in Fig. 3.7. If the magnitude

of the PCC between two variables is 1, the two variables are in a perfect linear correlation. If it

is zero, the two variables have no linear correlation. Here, the process variable with the highest

PCC magnitude is selected as the KPV for the runaway reaction. It can be seen from Fig. 3.7 that

the PCC values of the reactor temperature (PV 9) are the highest. This analysis concludes that the

reactor temperature is the KPV for the runaway reaction.

43



Product G
 in

 re
actor

Product H
 in

 re
actor

Internal e
nergy of re

actor

Product G
 in

 separator

Product H
 in

 separator

Internal e
nergy of s

eparator

Significant process state

11

21

7 

18

16

15

13

22

19

9 

8 

5 

12

20

P
ro

c
e

s
s
 v

a
ri
a

b
le

 n
u

m
b

e
r

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
C

C
 m

a
g
n
it
u
d
e

Figure 3.7: PCC values of significant process states and process variables in Table 3.3

3.5.3 Root cause analysis of KPV deviation

In this section, the objective is to determine the root cause of KPV deviation. The probabilities

of occurrence of process disturbances are estimated, and the process disturbance with the highest

probability of occurrence is diagnosed as the root cause. In this case study, the number of KPV

deviations, the numbers of occurrences of all the selected disturbances over a period of time (2nd

to 8th columns of Table 3.2), and the fault tree are used for root cause analysis.

A fault tree, which maps the significant disturbances to KPV deviation, is constructed based on

the process knowledge. Since the significant disturbances in Table 3.1 are selected based on their

significance to the runaway reaction, it is assumed that they are all connected by an OR logic gate.

However, based on careful observation of the effects of various logical combinations of IDV4 and

IDV5 on the TEP, IDV4 and IDV5 are found to be connected by an AND logic gate. Additionally,

since disturbances IDV1 and IDV2 can not occur at the same time, they are connected by a separate

OR logic gate. The constructed fault tree is presented in Fig. 3.8. Based on Fig. 3.8, the probability
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of occurrence of KPV deviation, π, can be expressed as follows:

π = (θ1 + θ2) + θ4θ5 + θ6 + θ14

− (θ1 + θ2)θ4θ5 − (θ1 + θ2)θ6 − (θ1 + θ2)θ14 − θ4θ5θ6 − θ4θ5θ14 − θ6θ14

+ (θ1 + θ2)θ4θ5θ6 + (θ1 + θ2)θ4θ5θ14 + (θ1 + θ2)θ6θ14 + θ4θ5θ6θ14 − (θ1 + θ2)θ4θ5θ6θ14

= f(θ)

(3.28)

where θ = {θ1, θ2, θ4, θ5, θ6, θ14} are probabilities of occurrence of process disturbances IDV1,

IDV2, IDV4, IDV5, IDV6, and IDV14, respectively, and f(θ) is the analytical expression of the

fault tree.

The numbers of occurrences for both KPV deviation and process disturbances are considered to

follow binomial distributions as described in Eqs. (3.2) and (3.3);mt
i, n

t, andN t are the numbers of

occurrences of the process disturbance IDVi, ∀ i∈ {1, 2, 4, 5, 6, 14}, the number of KPV deviation,

and the sum of occurrences of all the process disturbances during tth time period, respectively.

The joint likelihood function of occurrence of process disturbances, p(nt|N t,θ), is estimated by

substituting Eq. (3.28) into Eq. (3.2) as follows:

p(nt|N t,θ) =

(
N t

nt

)
(f(θ))n

t

(1− f(θ))N
t−nt (3.29)

3.5.3.1 BM with an informative prior

The BM uses informative prior distributions of occurrence of process disturbances to update

the joint likelihood function. Here, α = {α1, α2, α4, α5, α6, α14} and β = {β1, β2, β4, β5, β6, β14}

are the hyperparameters of informative prior distributions of occurrence of process disturbances

IDV1, IDV2, IDV4, IDV5, IDV6, and IDV14, respectively, which need to be estimated by the

MoM as described in Eqs. (3.25) and (3.26).

The process disturbance data listed in the 2nd to 7th columns of Table 3.2 are used for hyper-

parameter estimation. The probabilities of occurrence of process disturbances are calculated by
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Figure 3.8: Simplified fault tree for runaway reaction

dividing the numbers of their occurrences in a time period by the sum of occurrences of all of

the process disturbances in that time period. Subsequently, utilizing the moments as described in

Eqs. (3.25) and (3.26), the hyperparameters of informative prior distributions, α and β, are ob-

tained (Table 3.4) and are substituted in Eq. (3.5) to obtain the informative prior distributions. The

computed means and standard deviations of the informative prior distributions are listed in the 4th

and 5th columns of Table 3.5.

IDV1 IDV2 IDV4 IDV5 IDV6 IDV14
α 2.77 3.91 25.33 2.37 3.37 5.75
β 12.41 19.99 108.42 13.69 25.91 22.76

Table 3.4: Hyperparameters of informative priors for BM

The obtained informative prior distributions of occurrence of process disturbances (Eq. (3.5))

are used to calculate the joint prior distribution using Eq. (3.6) where i ∈ {1, 2, 4, 5, 6, 14}.

Subsequently, the joint prior distribution (Eq. (3.6)) and the joint likelihood function (Eq. (3.29))

are used to obtain the joint posterior distribution of occurrence of process disturbances, p(θ|nt, N),

using Eq. (3.7). In order to compute the individual posterior distributions of occurrence of process
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disturbances, p(θi|nt, N), the joint posterior distribution is integrated as follows:

p(θi|nt, N) =

∫ ∫ ∫ ∫ ∫
p(θ|nt, N)∂θj∂θk∂θl∂θq∂θr (3.30)

Subsequently, in order to compute the means and standard deviations of the individual posterior

distributions, 50,000 samples of θi are generated from Eq. (3.30) by MCMC sampling technique

and used in Eq. (3.9). The computed means and standard deviations of the individual posterior

distributions using BM with the informative prior are listed in the 4th and 5th columns of Table

3.6.

3.5.3.2 HBM with an informative prior

One of the potential limitations with BM is that the source-to-source variability is ignored; in

other words, while the process disturbances are caused by a variety of sources (e.g. equipment

malfunction, operator error, sensor error with different underlying parameters), BM assumes that

they come from a single source, and uses constant hyperparameters, αi, and βi. As a result, the

computed posterior distributions of occurrence of process disturbances tend to be too narrow. To

account for the source-to-source variability in disturbances, HBM samples α = {α1, α2, α4, α5,

α6, α14} and β = {β1, β2, β4, β5, β6, β14} from distributions.

As described earlier, Eq. (3.27) is used to construct hyperparameter distributions for HBM.

Here, it is assumed that these distributions are uniform with their means to be equal to the hyper-

parameters computed by the MoM method. Using hyperparameters sampled from their constructed

distributions (Eq. (3.27)), the informative prior distributions of occurrence of process disturbances

are obtained (Eq. (3.11)). The means and standard deviations of the informative prior distributions

are listed in the 4th and 5th columns of Table 3.7.

After accounting for the source-to-source variability of process disturbance using sampled hy-

perparameters, the joint prior distribution (Eq. (3.12)) and the joint likelihood function (Eq. (3.29))

are used to compute the joint posterior distribution of occurrence of process disturbances, p(θ|nt, N),

using Eqs. (3.14)-(3.16). By plugging Eq. (3.16) into Eq. (3.30), the individual posterior distribu-
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tions of occurrence of process disturbances, p(θi|nt, N), are obtained.

Subsequently, in order to compute the means and standard deviations of the individual posterior

distributions, 50,000 samples of θi are generated from Eq. (3.30) by MCMC sampling technique

and used in Eq. (3.9). The computed means and the standard deviations of the individual posterior

distributions using HBM with the informative prior are listed in the 4th and 5th columns of Table

3.8.

In order to see the effects of informative priors, the individual posterior distributions of occur-

rence of process disturbances, p(θi|nt, N t), using BM and HBM with non-informative priors are

considered. The computed means and standard deviations of the individual posterior distribution

using these two methods are listed in the 2nd and 3rd columns of Tables 3.6 and 3.8, respectively.

HBM is observed to produce the probability of occurrence of process disturbances with a stan-

dard deviation (3rd column of Table 3.8) higher than that of BM (3rd column of Table 3.6). This

signifies that HBM provides non-conservative bounds on the probability of occurrence of process

disturbances as it incorporates the source-to-source variability (i.e., the fact that the process distur-

bances originate from different sources). Additionally, in both of the BM and HBM analysis, the

standard deviations of probabilities of occurrence of process disturbances significantly decrease

when the informative prior is used (5th column of Tables 3.6 and 3.8) as compared to the cases

with the non-informative prior (3rd column of Tables 3.6 and 3.8). Since standard deviation is the

measure of uncertainty, a smaller standard deviation implies less uncertainty and higher reliability.

Hence, using HBM with an informative prior has the advantage of obtaining reliable bounds due

to a hierarchical structure of the model and incorporation of process knowledge in the form of an

informative prior.

Similarly, in both of the BM and HBM analysis, it is observed that the standard deviations

of the prior distributions of occurrence of process disturbances are reduced when the informative

prior (5th column of Tables 3.5 and 3.7) is used against the non-informative prior (3rd column of

Tables 3.5 and 3.7). Also, the standard deviations of the prior distributions are higher when HBM

is used (3rd and 5th columns of Table 3.7) than BM (3rd and 5th columns of Table 3.5), in both
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of the informative and the non-informative prior. Since the posterior distributions of occurrence

of process disturbances are estimated by updating the prior distributions with the same data, the

similar trend of changes in standard deviations is observed in the prior as well as the posterior

distribution.

The expected probabilities of occurrence of process disturbances are obtained using HBM with

the informative prior and presented in the 4th column of Table 3.8. It can be seen that IDV4 and

IDV5 (i.e. reactor and condenser cooling water inlet temperature change) have similar expected

values which are higher than the probabilities of occurrence of other process disturbances. IDV4

and IDV5 affect the cooling of the reactor, thereby, the reactor temperature. On the other hand,

IDV1, IDV2 and IDV6 affect the reactor concentrations, and IDV14 (i.e., reactor cooling water

valve stiction) affects the process dynamics at a rate slower than the other process disturbances.

Hence, IDV4 and IDV5 are expected to be the root causes of the runaway reaction as the rate of

exothermic reaction is an Arrhenius function of (exponential with respect to) the reaction tem-

perature, but only the first order with respect to the reactant concentrations. Therefore, it can

be concluded that they both are the root causes of KPV deviations that may lead to the runaway

reaction.

BM with non-informative prior BM with informative prior
ID Mean Std. dev. Mean Std. dev.
IDV1 0.5 0.3532 0.1827 0.0965
IDV2 0.5 0.3540 0.1628 0.0736
IDV4 0.5 0.3536 0.1896 0.0339
IDV5 0.5 0.3531 0.1477 0.0857
IDV6 0.5 0.3530 0.1149 0.0579
IDV14 0.5 0.3521 0.2021 0.0738

Table 3.5: Comparison of means and standard deviations of prior distributions for BM

Remark 5. Among six mode of operations of the TEP, this case study has used mode 1. Since

steady state operating conditions and the process dynamics for mode 1 are very different from
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BM with non-informative prior BM with informative prior
ID Mean Std. dev. Mean Std. dev.
IDV1 0.1287 0.1273 0.1411 0.0615
IDV2 0.1072 0.1139 0.1406 0.0555
IDV4 0.3116 0.3068 0.2889 0.0333
IDV5 0.3266 0.2145 0.2451 0.0851
IDV6 0.1320 0.1171 0.1061 0.0495
IDV14 0.1436 0.1379 0.1831 0.0586

Table 3.6: Comparison of means and standard deviations of posterior distributions for BM

HBM with non-informative prior HBM with informative prior
ID Mean Std. dev. Mean Std. dev.
IDV1 0.5 0.4044 0.2102 0.1675
IDV2 0.5 0.4041 0.1893 0.1460
IDV4 0.5 0.4033 0.2153 0.1325
IDV5 0.5 0.4039 0.1738 0.1507
IDV6 0.5 0.4044 0.1386 0.1189
IDV14 0.5 0.4044 0.2285 0.1557

Table 3.7: Comparison of means and standard deviations of prior distributions for HBM

HBM with non-informative prior HBM with informative prior
ID Mean Std. dev. Mean Std. dev.
IDV1 0.1311 0.1345 0.1409 0.0906
IDV2 0.0692 0.1927 0.1265 0.0826
IDV4 0.3351 0.3464 0.3158 0.1320
IDV5 0.3298 0.3329 0.2505 0.1329
IDV6 0.1188 0.1660 0.1155 0.0842
IDV14 0.1980 0.1646 0.1725 0.0904

Table 3.8: Comparison of means and standard deviations of posterior distributions for HBM
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those for the rest of the modes, the disturbances may affect the process variables in other modes

differently[108]. As a result, the KPV identified in this chapter may not be applicable to other

modes. In order to diagnose root cause in other modes of operation, KPVs should be identified

using data from the corresponding modes. Then the proposed HBM framework should be followed

using the data consisting of number of occurrences of the identified KPV deviation.

3.6 Conclusions

This chapter presents a new a computationally efficient root cause diagnosis method for rare

events which handles source-to-sourse variability in data. The proposed technique first eliminates

the need to monitor all measured process variables by a two step KPV identification method us-

ing RIG and PCC analysis. Specifically, after filtering redundant process variables using RIG, it

circumvents the requirement of a large dataset using PCC analysis since PCC can perform well

with small datasets. The method deals with unavailability of rare event data by utilizing process

disturbance data and efficiently identifies KPVs. To find the root cause of KPV deviations, the

informative prior based HBM technique is used.

The proposed informative prior based-HBM technique extends the capability of the traditional

fault tree technique to enable both forward and backward analysis while the static structure of

fault tree only allows the forward analysis in quantitative reasoning. Another major advantage

of the proposed technique lies in its ability to handle data uncertainty originated from source-

to-source variability in process disturbances, which is otherwise not possible to achieve in the

traditional Bayesian based fault tree analysis. Lastly, the proposed technique also integrates an

informative prior in the HBM approach to minimize uncertainty in root cause analysis results

using process knowledge. To validate effectiveness of the proposed technique, a TEP case study

has been presented for the root cause analysis of the runaway reaction in TEP. In conclusion, the

cooling water temperature change is identified as the root cause of the runaway reaction using

the informative prior based HBM technique. This technique can be extended to other process

systems to handle source-to-source variability and minimize uncertainty in root cause analysis of

rare events.
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4. HANDLING CYCLIC LOOPS IN ROOT CAUSE DIAGNOSIS

4.1 Introduction

In a causal network, considering cyclic loops provides an accurate structure of the causal net-

work which is important for correctly identifying causality among process variables [35]. Hence,

unaccountability of cyclic loops in BN-based methods leads to an inaccurate root cause diagnosis.

Motivated by the key challenge to systematically handle cyclic loops for root cause diagnosis of

rare events, in this chapter, we propose a modified Bayesian network (mBN). The proposed mBN

handles cyclic loops by converting the weakest causal relations of cyclic loops into temporal rela-

tions, thereby converting a causal network with cyclic loops into an acyclic network. Specifically,

the mBN first identifies the weakest causal relations in cyclic loops using a transfer entropy (TE)-

based score index. Then, it converts the identified weakest causal relations into temporal relations.

The basis of this conversion is that it takes time for an effect to be realized when the causal re-

lation is weak, particularly during a rare event with slow dynamics. The modification due to this

conversion in the causal network with cyclic loops results in an acyclic network over the time hori-

zon. In this manner, the proposed method systematically handles cyclic loops, which enhances the

accuracy of root cause diagnosis of rare events. Since the cyclic loops have not been handled in

a structured manner in the field of rare event diagnosis by the existing literature, the major con-

tribution of this chapter is to propose a systematic method that handles cyclic loops in root cause

diagnosis of rare events. The performance of the proposed mBN is compared with that of dynamic

Bayesian network (DBN), a state-of-the-art BN-based approach in the field of root cause diagnosis

of rare events.

The remaining parts of this chapter are organized as follows. The TE score and the DBN are

introduced in Section 4.2. Next, the proposed mBN methodology is detailed in Section 4.3. For the

purpose of demonstration, the proposed methodology is applied to a benchmark chemical process

*Reprinted with permission from “A modified Bayesian network to handle cyclic loops in root cause diagnosis
of process faults in the chemical process industry" by Kumari et al., 2022. Journal of Process Control, 110, 84-98,
Copyright 2022 by Elsevier.
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for root cause diagnosis of rare events in Section 4.4. Finally, the major findings and conclusions

of this study are summarized in Section 4.5.

4.2 Background

BN is a graphical model that represents causal relations among process variables [109]. It is

comprised of nodes and directed arcs denoting process variables and causal relations among the

process variables, respectively. The node from which the arc is originated is called the parent node,

and the node to which the arc is directed is called the child node [110]. An arc from a child node

can never come back to its parent nodes. The node which does not have any parent node is called

a root node, and it represents a root cause. For example, in a BN shown in Fig. 4.1, root nodes y1

and y2 represent root causes. Also, root node y1 is the parent node of node x1, and root node y2 is

the parent node of nodes x1 and x2. Similarly, node x2 is the parent node of node x1, and node x1

is the parent node of node x3.

x1

y1 y2

x2

x3

Figure 4.1: A simplified BN

In the BN, the strength of a causal relation can be quantified using several score indexes such

as Granger causality [111], cross-correlation function [112], and TE [113]. Among these widely

used score indexes, TE is known to provide accurate information about the causal networks when

the data are limited [111, 114]. Hence, considering less data availability for process faults leading

to rare events, a TE-based score is utilized in this chapter to capture causal relations for root cause

diagnosis of process faults.
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4.2.1 TE-based score

To quantify the strength of a causal relation between two process variables xi and xj , the TE

score measures information flow from one process variable to another. Specifically, it describes the

degree to which the information about process variable xi allows one to predict the future values

of process variable xj . To this end, the TE score utilizes the ratio of the conditional probability of

xj given all the past samples of both xi and xj , p(xt+1
j |x0:tj , x0:ti ), to the conditional probability of

xj given only its own past values, p(xt+1
j |x0:tj ), as follows [37]:

Txi→xj =
T∑
t=1

p(xt+1
j , x0:tj , x

0:t
i ) log2

p(xt+1
j |x0:tj , x0:ti )

p(xt+1
j |x0:tj )

(4.1)

where x0:ti = [x0i , x
1
i , · · · , xti], x0:tj = [x0j , x

1
j , · · · , xtj], and xti and xtj are the process variables xi

and xj , respectively, at time t.

In a process with a negligible transport delay and time lag, the negligible transport delay and

time lag do not affect the strength of information flow quantified by TE [115]. On the other hand, in

a process with a significant transport delay and time lag, the causality between xi and xj should be

quantified by accounting for the transport delay and time lag, as described in [116]. By accounting

for transport delay and time lag in its calculation, the modified TE score by [116] quantifies the

true causality between process variables in a delayed process.

4.2.2 State of the art: Dynamic Bayesian network

Although BN has been widely used for root cause diagnosis of process faults, BN fails to

capture the dynamics of chemical processes due to its static nature. To capture the dynamics nature

of a process, a static BN can be extended to a DBN by adding temporal relations between root

nodes at consecutive time instants (at time t-1 and t) [117]. Consequently, the DBN is represented

as (B0, B→). Here, B0 is a BN that defines the prior or initial probability of all the nodes, p(y0, x0),
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as follows:

p(y0, x0) =
m∏
i=1

p(y0i )×
n∏
j=1

p(x0j |Pa(x0j)) (4.2)

where y0i ∈ y0 = [y01, y
0
2, · · · , y0m] and x0j ∈ x0 = [x01, x

0
2, · · · , x0n] are the ith root node and

the jth node at time t = 0, respectively, m is the total number of root nodes, and m + n is the

total nodes in the BN [118]. On the right hand side of Eq. (4.2), the first term denotes the prior

probability of all the root nodes at time t = 0 (y0i ) that do not have any parent nodes. As conditional

probability quantifies the dependence of a node on its parent nodes, the second term on the right

hand side of Eq. (4.2) denotes the conditional probabilities of the remaining nodes at time t = 0

(x0j ) given their parent nodes. Here, the parent nodes of node x0j , Pa(x0j) ∀ j ∈ {1, · · · , n}, are in

the same time slice. On the other hand, B→ is a temporal BN that defines the transition probability

between time t-1 and t. Specifically, the transitional probability, p(yt, xt|yt−1), is the probability

of yt and xt given yt−1, which is calculated as follows:

p(yt, xt|yt−1) =
m∏
i=1

p(yti |yt−1i )×
n∏
j=1

p(xtj|Pa(xtj)) ∀ t > 0 (4.3)

where yti ∈ yt = [yt1, y
t
2, · · · , ytm] and xtj ∈ xt = [xt1, x

t
2, · · · , xtn] are the ith root node and the

jth node at time t, respectively. On the right hand side of Eq. (4.3), the first and second terms denote

the conditional probabilities of all the root nodes at time t (yti) and the remaining nodes at time t

(xtj) given their parent nodes, respectively. Here, the parent nodes of yti , y
t−1
i ∀ i ∈ {1, · · · ,m}, are

in the previous time slice, while the parent nodes of xtj , Pa(xtj) ∀ j ∈ {1, · · · , n}, are in the same

time slice. It is to be noted that the parent nodes of xtj are determined by causality in a process,

while the parent nodes of yti are fixed (i.e., yt−1i ) in the DBN. Due to its fixed parent nodes, a

specified term, yt−1i , is used to represent the parent nodes of yti , unlike a general term, Pa(xtj), for

the parent nodes of xtj . Further, the joint probability density function of the DBN from t = 0 to T
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is expressed as

p(y0:T , x0:T ) = p(y0, x0)×
T∏
t=1

p(yt, xt|yt−1) (4.4)

A DBN derived from the BN in Fig. 4.1 is shown in Fig. 4.2 for which p(y0, x0) and p(yt, xt|yt−1)

can be given using Eqs. (4.2) and (4.3), respectively, as follows:

p(y0, x0) = p(x01|x02, y01, y02)× p(x02|y02)× p(x03|x01)× p(y01)× p(y02) (4.5a)

p(yt, xt|yt−1) = p(xt1|xt2, yt1, yt2)× p(xt2|yt2)× p(xt3|xt1)× p(yt1|yt−11 )× p(yt2|yt−12 ) (4.5b)

Here, m = 2 and n = 3. On the right hand side of Eq. (4.5a), the last two terms denote the prior

probability of the root nodes at time t = 0, which do not have any parent nodes; and the first

three terms denote conditional probabilities of the remaining nodes given their parent nodes. Since

parent nodes of the remaining nodes at time t = 0 are in the same time slice, these conditional

probabilities are associated with intra-slice causal relations at time t = 0. The intra-slice causal

relations at any time t are represented by solid arcs, as shown in Fig. 4.2. Similarly, on the right

hand side of Eq. (4.5b), the last two terms and the first three terms denote the conditional proba-

bilities of the root nodes and the remaining nodes, respectively, at time t, given their parent nodes.

Here, parent nodes of root nodes at time t are in the previous time slice, while parent nodes of the

remaining nodes at time t are in the same time slice. Therefore, the conditional probabilities of

root nodes at time t are associated with the inter-slice temporal relations between time t-1 and t

(dashed arcs in Fig. 4.2), and the conditional probabilities of the remaining nodes are associated

with the intra-slice causal relations at time t (solid arcs at time t in Fig. 4.2).

In DBN, the following parameters need to be specified: prior probabilities of all the root nodes

at t = 0, p(y0i ), conditional probabilities of the remaining nodes at t = 0, p(x0j |Pa(x0j)), and con-

ditional probabilities of all the nodes for all t > 0, p(yti |yt−1i ) and p(xtj|Pa(xtj)). Assuming the

DBN structure to be constant over time, conditional probabilities are considered time-invariant.

Further, these parameters are estimated from historical alarm data using maximum likelihood esti-
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mation (MLE) method. Specifically, the MLE method estimates prior and conditional probabilities

corresponding to DBN nodes by solving an optimization problem that maximizes the likelihood

of observing an alarm in DBN nodes based on the available training data (historical alarm data).

The likelihood of observing an alarm in DBN nodes is obtained from the joint probability density

function of all the nodes for the entire training data using Eq. (4.4). The dynamic alarm data for

normal and faulty conditions are used as the training data to estimate the DBN parameters. If alarm

data is not available, process variable data can be used to obtain alarm data. For example, if the

value of process variable is less than µ − 6σ or greater than µ + 6σ, the process variable can be

considered to be in low and high states, respectively, where µ and σ are the mean and standard de-

viation, respectively, of the process variable measured at normal operating conditions. The detailed

DBN parameter estimation procedure can be found in [118]. After a DBN is constructed and its

parameters are estimated from training alarm data, the DBN can be used for root cause diagnosis

whenever new alarm data is available, using a belief propagation algorithm.

At time t-1 At time t

x1

y1 y2

x2

x3

x1

y1 y2

x2

x3

Figure 4.2: A DBN derived from the BN in Fig. 4.1 (dashed arcs represent temporal relations)

In BN-based approaches, a belief propagation algorithm is used for message-passing among

nodes of the network and inference from the network. Among various belief propagation algo-

rithms [118, 119], the forward-backward algorithm [120] is the most widely used message-passing

algorithm for BN utilizing discrete data such as alarm data. Hence, the forward-backward algo-

rithm has been used in this chapter.
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4.2.3 Forward-backward algorithm

The forward–backward algorithm recursively computes the messages from the parent nodes to

their child nodes in the forward pass, and the messages from the child nodes to their parent nodes

in the backward pass. Then, all the messages for each node are combined to produce their updated

beliefs. In this algorithm, the messages going from the parent to child nodes are called π messages,

and the messages going from the child to parent nodes are called λ messages. Here, the π and λ

messages define the prior, likelihood, and posterior (i.e., updated belief) probability of a node z,

π(z), λ(z), and BEL(z), respectively, as follows:

π(z) =
∑
u

p(z|u)
a∏
k=1

πz(uk) (4.6a)

λ(z) =
b∏

j=1

λvj(z) (4.6b)

BEL(z) = α λ(z) π(z) (4.6c)

where u = [u1, u2, · · · , ua] are the parent nodes of node z, v = [v1, v2, · · · , vb] are the child nodes

of node z, a and b are the total number of parent and child nodes of node z, respectively, πz(uk)

and λvj(z) denotes the π message from parent node uk to node z, and the λ message from child

node vj to node z, respectively (as shown in Fig. 4.3), and α is a normalization constant. At time

t = 0, πz(uk) and λvj(z) are initialized as p(z|uk) and 1, respectively [121].

When an alarm is recorded for node z, the λ messages to its parent nodes, λz(ui) ∀ i ∈

{1, · · · , a}, and the π messages to its child nodes, πvj(z) ∀ j ∈ {1, · · · , b}, (shown in blue in

Fig. 4.3) are updated as follows:

λz(ui) = βi
∑
z

λ(z)
a∑
k=1
k 6=i

p(z|u)
a∏
k=1
k 6=i

πz(uk) (4.7a)

πvj(z) = γj

b∏
k=1
k 6=j

λvk(z)π(z) (4.7b)
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where βi and γj are normalization constants. The updated λ and π messages are used to calculate

the updated posterior probabilities of all the parent and child nodes using Eq. (4.6).

z

u1 uk ua

vjv1 vb

�z(uk) �z(uk)

�vj(z) �vj(z)

Figure 4.3: Inference from forward-backward algorithm (messages shown in blue are updated after
an alarm data for node z is available)

Using the recorded alarms at time t, the posterior probabilities for all the nodes at t are cal-

culated following the forward-backward algorithm. Among all the root nodes, the one with the

highest posterior probability to be in the faulty state is diagnosed as the root cause. It is to be

noted that the root nodes are the ultimate parent nodes of all the nodes. Therefore, the λ messages

passed to the root nodes from the remaining nodes after an alarm, i.e., back-propagation in the op-

posite direction of causal relations, are particularly important for root cause diagnosis in BN-based

approaches.

4.3 Proposed modified Bayesian network (mBN) methodology

The existing BN-based approaches do not account for cyclic loops in chemical processes due

to their acyclic nature. As a result, they show limited performance in diagnosing root causes of

process faults. To accurately diagnose the root causes of process faults, a mBN is proposed in

this chapter. The root cause diagnosis methodology based on the proposed mBN is illustrated in

Fig. 4.4. The proposed mBN first identifies the weakest causal relation in the cyclic loop. Then,

the identified weakest causal relation is converted into a temporal relation based on a property that

the effect of a fault in the parent variable takes more time to be realized by the child variable when
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the causal relation is weak, particularly for a fault propagating with slow dynamics. Because of

this conversion, the mBN decomposes the cyclic loop into an acyclic one over a time horizon. In

this manner, the proposed mBN accounts for cyclic loops, thus enhancing root cause diagnosis

accuracy of process faults.

Figure 4.4: The root cause diagnosis methodology based on the proposed mBN

4.3.1 Identification of the weakest causal relation in a cyclic loop

Strengths of all the causal relations in a cyclic loop are calculated using the TE score as de-

scribed in Eq. (4.1). Here, the TE score quantifies the strength of a causal relation using the amount

of information flow from the parent variables to the child variables that are connected by the causal

relation [113]. Since TE score represents the degree of influence for a causal relation, the causal

relation with the lowest TE score in the cyclic loop is identified as the weakest one. For each

cyclic loop in a causal network, the weakest causal relation is identified. Consequently, in the

causal network with cn cyclic loops, the total number of the weakest causal relations is cn. Next,

each weakest causal relation is converted into a temporal relation where the parent variable at the
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present time instant affects the child variable at the subsequent time instant.

4.3.2 Conversion of the weakest causal relation into a temporal relation

The basis of converting the weakest causal relation into a temporal relation in the causal net-

work used for process fault diagnosis is that if a causal relation is strong, the effect of a fault in a

parent variable on its child variable(s) is realized instantaneously, while it takes more time to be

realized by the child variable(s) when the causal relation is weak. This assumption is particularly

valid for a fault propagating with slow dynamics [122, 123, 124]. Therefore, in the causal network

used for process fault diagnosis, it can be assumed that the evolution of a child variable of the

weakest causal relation in a cyclic loop depends on the state of its parent variable at the previous

time instant instead of its parent variable at the current time instant. For example, consider the

cyclic causal loop, x2 → x1 → x3 → x2, shown in Fig. 4.5(a). If the causal relation from the

process variable x3 to x2 is the weakest one in the cyclic loop, x2 at time instant t does not depend

on x3 at the same time instant t, but it depends on x3 at the previous time instant t-1.

x1

y1 y2

x2

x3

(a)

At time t-1 At time t

x1

y1 y2

x2

x3

x1

y1 y2

x2

x3

(b)

Figure 4.5: (a) A simplified causal network with cyclic loop, and (b) its corresponding mBN
(dashed arc represents temporal relation)

As a consequence of this conversion, the mBN can be represented by a pair of networks, (B0,

M→). Here, similar to the DBN, B0 is a BN that defines the prior or initial probability of nodes,

p(y0, x0) as described in Eq. (4.2). On the other hand, M→ is a temporal BN that defines the
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transition probability, p(yt, xt|xt−1), i.e., the probability of yt and xt given xt−1, which is calculated

as follows:

p(yt, xt|xt−1) =
cn∏
k=1

p(xtk|Pa(xt−1k ))×
n∏
j=1

p(xtj|Pa(xtj)) ∀ t > 0 (4.8)

where the second term on the right hand side denotes the conditional probabilities of xtj , given their

parent nodes, Pa(xtj), which are in the same time slice. Hence, these conditional probabilities are

associated with the intra-slice causal relations at time t (solid arc at time t in Fig. 4.5(b), similar to

the DBN). The first term on the right hand side in Eq. (4.8) denotes the conditional probabilities

of xtk, given their parent nodes, Pa(xt−1k ), which are in the previous time slice. Therefore, these

conditional probabilities are associated with the inter-slice temporal relations between the parent

node of the identified weakest causal relation at time t-1 and its child node at time t (dashed arc in

Fig. 4.5(b)).

The assumption taken in thischapter, i.e., the conversion of the weakest causal relation into

a temporal one, is valid when the process variables in the weakest causal relation follow a slow

dynamic behavior. However, this assumption is not valid when the process variables in the weak-

est causal relation follow a fast dynamic behavior. The specific scenarios exploring the validity

of this conversion are illustrated through an example in the Appendix B. Due to the conversion

of the weakest causal relation into a temporal relation, a cyclic network is decomposed into an

acyclic network. As a result, the obtained acyclic network can effectively account for the cyclic

causal relationships among process variables. Accounting cyclic causal relationships among pro-

cess variables leads to an accurate causal structure for process fault diagnosis, thus improving the

accuracy of root cause diagnosis of process faults.

In the proposed mBN, the following parameters need to be specified: prior probabilities of

all the root nodes at t = 0, p(y0i ), conditional probabilities of the remaining nodes given their

parent nodes in the same time slice, p(xtj|Pa(xtj)) ∀ t > 0, and conditional probabilities of the

child nodes of the weakest causal relations given their parent nodes in the previous time slice,
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p(xtk|Pa(xt−1k )) ∀ t > 0. These parameters are estimated from historical alarm data using the

MLE method. In a causal network that has process variables with dissimilar sampling rates, the

expectation maximization algorithm can be utilized to learn mBN parameters [125]. The dynamic

alarm data for normal and faulty conditions are used to estimate the mBN parameters. After the

mBN is constructed and the model parameters are estimated from the training alarm data, the mBN

can be used for root cause diagnosis and can be updated whenever new alarm data is available,

utilizing the forward-backward algorithm.

The proposed mBN-based root cause diagnosis methodology is demonstrated on a widely-

used benchmark chemical process, the Tennessee Eastman process (TEP). The performance of the

proposed mBN is compared with the existing DBN for the root cause diagnosis of process faults.

Remark 6. In a process with a significant transport delay and time lag, the identified weakest

causal relation can be converted into a higher-order temporal relation to handle the transport

delay and time lag, i.e., the child variable at the current time instant is affected by the parent

variable at a few time instants back [126]. However, higher-order temporal dependency increases

the computational cost significantly [127]. In the case of uncertainty, the time lags are to be

tracked with time, and the network structure should be adaptively generated as proposed by [128].

In such cases, to reduce the computation expenses, an efficient inference algorithm is utilized to

update the network and perform root cause diagnosis.

4.4 Case study: Tennessee Eastman process

The TEP has been used in the academic community for various research applications, such as

process control design, process optimization, and process safety [108, 129]. The Simulink model

for the TEP and its control structure, developed by [1] and [106], are used to carry out the root

cause simulation in this research. The schematic diagram of the TEP is presented in Fig. 4.6.

The TEP has 41 process variables and 12 manipulated inputs shown with numbers 1-41 and

42-53, respectively, in Fig. 4.6. These variables and inputs are listed in Tables A.2 and A.4 (see

Appendix A). In the case of a change in the manipulated input, i.e., root cause, process variables

deviate from their normal operating conditions. Since two of the manipulated variables, agitator
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Figure 4.6: Process flow diagram of TEP [1]

speed and reactor cooling water flow are strongly correlated, they are difficult to manipulate inde-

pendently, and therefore, agitator speed has been dropped as a root cause for this case study [130].

Further, using the continuous process variables and the remaining 11 manipulated inputs as root

causes, a causal network for the TEP is adopted from the literature [2, 3]. Here, the structure of the

causal network is determined by the mutual cause and effect relationship between pairs of process

variables. Since the dependence between any two process variables in a process can be assumed to

be consistent, the structure of the causal network of the process can be taken as fixed [131, 132].

The adopted causal network for the TEP is presented in Fig. 4.7, wherein the gray nodes represent

the root causes. Since the process quality variables are not measured as frequently as the continu-

ous process variables, they provide less information about the causality in the process. Hence, in

the proposed method, only the continuous process variables are utilized for developing the causal

network. It is noted that six cyclic loops, C1-C6, are present in this causal network as listed in

Table 4.1. Here, C1 and C2 are present due to the recycle stream, C4 and C5 are present due to the

controllers, and C3 and C6 are present due to the coupling among the process variables. Here, the

structure of the causal network is determined by the mutual cause and effect relationship between

pairs of process variables.

64



D feed 
(stream 2)

A feed 
(stream 1)

Reactor feed 
rate (stream 

6)

Reactor 
pressure

Reactor level

E feed 
(stream 3)

Total feed 
(stream 4)

Compressor 
work

Reactor CW 
outlet 

temperature

Separator 
pressure

Purge rate 
(stream 9)

Separator 
temperature

Stripper 
temperature

Stripper 
steam valve

Stripper 
pressure

Separator 
CW outlet 

temperature

Recycle flow 
(stream 8)

Reactor 
temperature

Stripper 
level

Separator 
level

Separator 
underflow

Stripper 
underflow 
(stream 11)

Compressor 
recycle valve

Purge valve

Separator 
pot valve

Stripper pot 
valve

Reactor CW 
flow valve

Condenser 
CW flow 

valve

Figure 4.7: Causal network of the TEP (gray nodes represent the root causes, and CW denotes
cooling water) [2, 3]

Cyclic
loop

Causal relations in cyclic loop

C1 Reactor feed→ Reactor pressure→ Reactor temperature→ Separator tempera-
ture→ Separator pressure→ Compressor work→ Recycle flow→ Reactor feed

C2 Reactor feed→ Reactor pressure→ Reactor temperature→ Separator tempera-
ture→ Separator pressure→ Separator level→ Separator underflow→ Stripper
level→ Stripper pressure→ Recycle flow→ Reactor feed

C3 Compressor work→ Purge rate→ Compressor work
C4 Separator level→ Separator underflow→ Separator level
C5 Stripper level→ Stripper underflow→ Stripper level
C6 Stripper pressure→ Stripper temperature→ Stripper pressure

Table 4.1: Cyclic loops in the TEP
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To collect training data for estimating the parameters of the causal network, all the root causes

listed in Table 4.2 are introduced into the process, and in response to the root causes, alarms

triggered in various continuous process variables are recorded at a sampling time of 3 minutes. For

this case study, a rare event alarm is set to trigger when the process variables go beyond 6 standard

deviations from the mean value measured at normal operating conditions. A total of 10 sequences

of alarm data for each root cause is used to estimate the parameters of the causal network using

the MLE method. Similarly, testing data is collected for the diagnosis of the root causes listed in

Table 4.2. The root causes presented in Table 4.2 are selected to be studied in this case study since

they violate one or more safety constraints and eventually lead to rare events.

4.5 Results

Firstly, the effect of cyclic loops on the root cause diagnosis performance of process faults is

explored using DBN which is known to be suitable for the systems with time-varying properties

such as chemical processes [133].

4.5.1 DBN diagnosis results

For the processes with cyclic loops, the DBN-based approach performs root cause diagnosis

using an acyclic network. If a cyclic loop is to be considered acyclic, one of the causal relations in

the cyclic loop is usually ignored. Following this, a DBN corresponding to the causal network of

the TEP (Fig. 4.7) at a particulat time instant is presented in Fig. 4.8. Here, each node of the DBN

has three states, states 0, 1, and 2 representing normal, high, and low alarm statuses of the nodes,

respectively. In the presented DBN, there are temporal relations between root causes (represented

by gray nodes in Fig. 4.8) at consecutive time instants (at time t-1 and t).

First, the parameters of the DBN, i.e., the prior probabilities of all the root nodes, p(y0i ) ∀ i

∈ {1, · · · , 11}, and the conditional probabilities, p(yti |yt−1i ) and p(xtj|Pa(xtj)) ∀ j ∈ {1, · · · , 17},

are estimated using the MLE method. Next, the obtained DBN is utilized for the diagnosis of the

root causes presented in Table 4.2. These root causes are introduced in the TEP at t = 0. Initially,

at t = 0, BEL(yti) and BEL(xtj) are calculated using Eq. (4.6). It can be observed that all the
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Figure 4.8: DBN of the TEP (gray nodes represent root causes, and CW denotes cooling water)
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Figure 4.9: DBN under normal condition at t = 0
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root causes in the DBN have the maximum probability to be in state 0, i.e., in the normal state

(Fig. 4.9). After the introduction of root causes in the TEP, alarm data are collected, and the DBN

is updated after each sampling time to perform root cause diagnosis. Particularly, using the alarm

data recorded at time t, the DBN is updated to obtain the updated λ and π messages using Eq. (4.7).

The updated λ and π messages are substituted in Eq. (4.6) to obtain the posterior probabilities of all

the nodes, BEL(yti) and BEL(xtj). Specifically, utilizing back-propagation in the DBN through

causal relations, the posterior probabilities of the root causes,BEL(yti), are obtained for diagnosis.

After the DBN update, the root node, yti , corresponding to the highestBEL(yti), i.e., the maximum

probability to be in a faulty state 1 or 2 (a high or low state), is diagnosed as the root cause. If more

than one root node has the maximum probability to be in a faulty state, i.e., the difference in their

faulty state probability is <10%, all of them are regarded as the diagnosed root causes. The root

cause diagnosis results are presented in Table 4.2.

From Table 4.2, it can be observed that the DBN diagnoses the root causes accurately for

A feed loss, deviation in A/C feed ratio, B composition, reactor cooling water valve opening, and

condenser cooling water valve opening. It can be seen from the updated DBNs for these root causes

(Figs. B.4-B.8 in the Appendix B) that among all the root nodes, the root node corresponding to

the true root cause has the highest posterior probability to be in the faulty state at t = 1. However,

in the cases of deviations in purge, separator liquid, and stripper steam valve opening, the DBN

True root cause Diagnosed root cause Cyclic loop involved
in fault propagation

A feed loss (Stream 1) A feed loss (Stream 1) -
A/C feed ratio (Stream 4) A/C feed ratio (Stream 4) -
B composition (Stream 4) B composition (Stream 4) -
Reactor cooling water valve Reactor cooling water valve -
Condenser cooling water valve Condenser cooling water valve -
Purge valve E feed, Condenser cooling water valve C3, C1
Separator pot valve Stripper steam valve C4, C6, C2
Stripper steam valve E feed C6, C1

Table 4.2: Root cause diagnosis results using the DBN
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(a) DBN (updated using alarms recorded at t = 2) for the deviation in purge valve opening in the TEP

(b) DBN (updated using alarms recorded at t = 2) for the deviation in separator pot valve opening in the TEP

(c) DBN (updated using alarms recorded at t = 2) for the deviation in stripper steam valve opening in the
TEP
Figure 4.10: Updated DBN using recorded alarms for root causes (black and red highlighted nodes
represent the true root cause, and the diagnosed root cause, respectively

does not diagnose the root causes accurately. The updated DBNs for these three root causes are

presented in Figs. 4.10(a)–(c). Note that only the fault propagation pathways are illustrated in

these figures where the nodes highlighted in black and red represent the true root cause and the

diagnosed root cause, respectively; and the alarms in a process variable due to the root causes are
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represented with 100% probability of the process variable to be in the faulty state 1 or 2 (a high

or low state). It can be observed from these figures that among all the root nodes, the root node

corresponding to the true root cause does not have the highest probability to be in the faulty state.

As a result, the diagnoses of these root causes are not accurate.

The reason for the inaccurate diagnosis of the deviations in purge, separator liquid, and stripper

steam valve opening root causes can be explained on the basis of cyclic loops involved in their fault

propagation. As shown in the last column of Table 4.2, unlike the other root causes, these three

root causes propagate through cyclic loops in the TEP. Since the DBN does not account for the

cyclic loops due to its acyclic nature, the root causes are not accurately diagnosed. Hence, these

results demonstrate the importance of accounting for the cyclic loops to accurately diagnose the

root causes of process faults.

4.5.2 mBN diagnosis results

Since considering cyclic loops in a causal network is crucial for finding the correct causal-

ity among the process variables, the proposed mBN accounts for cyclic loops by converting the

weakest causal relation of each cyclic loop into a temporal relation. Such a systematic approach

results in an accurate root cause diagnosis of process faults. Accordingly, the root cause diagnosis

of process faults using the mBN is divided into two tasks: (a) identification of the weakest causal

relation in each cyclic loop, and (b) conversion of all the identified weakest causal relations into

temporal ones.

Firstly, the TE score is used to identify the weakest causal relation in all the six cyclic loops,

C1-C6. In particular, the TE scores are calculated for all the causal relations in a cyclic loop using

Eq. (4.1), where T = 500. The causal relation with the lowest TE score in the cyclic loop is

identified as the weakest one. Following this, the weakest causal relations identified in C1-C6 are

presented in Table 4.3.

Next, these six weakest causal relations are converted into temporal relations. In other words,

the child variable of the weakest causal relation in a cyclic loop depends on the state of its parent

variable at the previous time instant instead of its parent variable at the current time instant. This
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Cyclic loop Weakest causal relation TE score
C1 Separator pressure→ Compressor work 0.09
C2 Separator underflow→ Stripper level 0.28
C3 Purge rate→ Compressor work 0.38
C4 Separator underflow→ Separator level 0.37
C5 Stripper underflow→ Stripper level 0.17
C6 Stripper temperature→ Stripper pressure 0.69

Table 4.3: The weakest causal relations of the cyclic loops in the TEP and their TE scores

is because when a fault propagates with slow dynamics, it takes more time for the effect from a

parent variable to reach its child variable when the causal relation is weak. For example, since the

causal relation from separator pressure to compressor work is the weakest one in the C1, the child

variable, i.e, compressor work at time instant t, does not depend on its parent variable, separator

pressure at the same time instant t, but it depends on separator pressure at the previous time in-

stant t-1 (Fig. 4.11). Here, each node of the mBN has three states, states 0, 1, and 2 representing

normal, high, and low alarm statuses of the nodes, respectively. The parameters of the mBN, i.e.,

the prior probabilities of all the root nodes, p(y0i ) ∀ i ∈ {1, · · · , 11}, and the conditional proba-

bilities, p(xtj|Pa(xtj)) ∀ j ∈ {1, · · · , 17} (for intra-slice causal relations), and p(xtk|Pa(xt−1k )) ∀

k ∈ {c1, · · · , c6} (for inter-slice temporal relations) are estimated using the MLE method. The

nodes xk and Pa(xk) are listed in the second column of Table 4.3 in the form of Pa(xk)→ xk. To

perform the root cause diagnosis, the mBN is updated using alarm data recorded at time t to obtain

the posterior probabilities of root nodes, BEL(yti), using the forward-backward algorithm. Here,

the mBN is updated at t = {1, 2}. After the mBN update, among all the root nodes, the root node

with the maximum probability to be in a faulty state 1 or 2, i.e., a high or low state, is diagnosed

as the root cause.

The proposed mBN-based root cause diagnosis methodology is utilized for the diagnosis of the

root causes in the TEP presented in Table 4.2. Similar to the DBN, the mBN diagnoses the root

causes accurately for A feed loss, deviation in A/C feed ratio, B composition, reactor cooling water

valve opening, and condenser cooling water valve opening. For the deviations in purge, separator
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Figure 4.11: (a) Cyclic loop C1 in the TEP, and (b) handling C1 using the mBN (dashed arc
represents temporal relation)

pot, and stripper steam valve opening, i.e., the root causes that are inaccurately diagnosed using

the DBN, the proposed mBN results in accurate diagnosis. The updated mBNs for these three

root causes are presented in Figs. 4.12(a)–(c). Note that only the fault propagation pathways are

illustrated in these figures where the nodes highlighted in black represent the true root cause, and

the alarms in a process variable due to the root causes are represented with 100% probability of the

process variable to be in the faulty state (i.e., state 1 and 2). It can be observed from these figures

that among all the root nodes, the root node corresponding to the true root cause has the highest

probability to be in the faulty state. As a result, the diagnosis of these root causes is accurate.

It is to be noted that the proposed mBN diagnoses the deviations in purge and separator pot

valve opening at time t = 1 (Figs. 4.12(a)–(b)), while the deviation in stripper steam valve opening
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(a) mBN (updated using alarms recorded at t = 1) for the deviation in purge valve opening in the TEP

(b) mBN (updated using alarms recorded at t = 1) for the deviation in separator pot valve opening in the TEP

(c) mBN (updated using alarms recorded at t = 2) for the deviation in stripper steam valve opening in the
TEP
Figure 4.12: Updated mBN using recorded alarms for root causes (black highlighted nodes repre-
sent the true root cause

is not diagnosed at t = 1, but is diagnosed at t = 2 (Fig. 4.12(c)). A delay in the diagnosis of

the deviation in stripper steam valve opening can be attributed to a larger delay in information

transfer than the other two root causes. Generally speaking, the information stored in an alarm is

needed instantly to diagnose a root cause. However, for a root cause propagating through a cyclic
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loop, since a causal relation is converted into a temporal one in the cyclic loop, the information

transfer occurs at the next time step. Therefore, the information transfer is delayed in the mBN

when a causal relation is converted into a temporal relation. This delay in information transfer is

directly proportional to the strength of the causal relation converted into a temporal one. In other

words, conversion of a comparatively stronger causal relation among the identified weakest causal

relations into a temporal one delays its effect significantly since an effect of a strong causal relation

is realized instantly. Here, the stripper steam valve opening (i.e., a root cause) propagates through

a temporal relation of C6 with a very high TE score of 0.69 as compared to the other two root

causes propagating through a temporal relation of C3 and C4 with TE scores of 0.38 and 0.37,

respectively (Table 4.3). Therefore, a larger delay is introduced in information transfer for the

stripper steam valve opening root cause as compared to the other two root causes, which further

results in a delayed diagnosis of the deviation in the stripper steam valve opening. As a result, the

deviation in stripper steam valve opening is diagnosed at time t = 2, while the deviations in purge

and separator pot valve opening are diagnosed at time t = 1.

Remark 7. When a causal relation is converted into a temporal relation in the cyclic loop, a delay

in diagnosis is observed for some root causes (as observed in the case of the deviation in stripper

steam valve opening). Hence, to avoid any delay in diagnosis, only the least required number of

causal relations, i.e., one causal relation, is converted into a temporal relation in the proposed

method.

4.5.2.1 Comparison of DBN and mBN diagnosis results

To further illustrate the capability of the proposed method in diagnosing the root causes of

process faults, the mBN diagnosis results are compared with that of the DBN for the example

root cause of deviation in stripper steam valve opening. Using the causal network of the TEP

(Fig. 4.7), it can be seen that a deviation in stripper steam valve opening propagates to stripper

temperature and stripper pressure. From stripper pressure, it propagates to two directions, one to

stripper temperature through C6 and the other to recycle flow and reactor feed through C1. This
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root cause triggers an alarm in stripper pressure, recycle flow, reactor feed, and the other process

variables.

The difference between the DBN and the mBN structures is that the causal relations resulting

in cyclic loops are absent in the DBN, while they are present in the form of temporal relations in

the mBN. Particularly, there are two causal relations involved in the propagation of the deviation

in stripper steam valve opening which are absent in the DBN (Fig. 4.8) and present in the mBN

(Fig. 4.7). These causal relations are from recycle flow to reactor feed, and from stripper temper-

ature to stripper pressure (due to C1 and C6, respectively). Due to the absence of these causal

relations in the DBN, (a) the λ message from reactor feed could only be propagated to E feed and

not to recycle flow, and (b) the λ message from stripper pressure could not be propagated to strip-

per temperature, and further to stripper steam valve. Consequently, the posterior probability of E

feed to be in the faulty state is increased to 65%, while that of stripper steam valve is not increased

significantly (41%, as shown in Fig. 4.10(c)). Therefore, E feed is diagnosed as the root cause

using the DBN. On the other hand, due to the presence of those causal relations in the mBN, (a)

the λ message from reactor feed is propagated to recycle flow, and further to stripper steam valve,

and (b) the λ message from stripper pressure is propagated to stripper temperature, and further

to stripper steam valve. As a result, the posterior probability of stripper steam valve is increased

significantly (93%, as shown in Fig. 4.12(c)), and it is accurately diagnosed as the root cause using

the mBN.

As another example, the performance of the proposed mBN is compared with that of DBN

with dummy variables which is also capable of handling cyclic loops. In this chapter, both these

methods are compared for the case of root cause diagnosis of the deviation in separator pot valve

opening. First, the DBN with dummy variables is constructed by adding dummy variables in the

existing DBN (Fig. 8). Specifically, the dummy variables are added corresponding to the recycle

flow, separator underflow, stripper underflow, stripper temperature and purge rate. The parameters

of the obtained network are estimated using the MLE method, and the obtained network is updated

using alarms to perform root cause diagnosis. After the update, the root node corresponding to the
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maximum probability to be in a faulty state 1 or 2 (a high or low state) is diagnosed as the root

cause.

The DBN with dummy variables updated using alarms at t = 2 is presented in Fig. 4.13. Here,

the DBN with dummy variables predicts the probability of true root cause to be in the faulty state

as 63%, demonstrating an enhanced diagnosis accuracy in comparison with the DBN which pre-

dicted the probability of the true root cause to be in the faulty state as only 45%. This improvement

in diagnosis using the DBN with dummy variables is attributed to the addition of dummy variables

in the DBN. A dummy variable increases the message propagation in the network through the ad-

ditional causal relation, which enhances the diagnosis performance. However, this improvement

does not result in the true root cause being the root node corresponding to the maximum proba-

bility to be in the faulty state, as observed from the Fig. 4.13. This observation can be explained

by the absence of a direct relationship between the dummy variables and the root causes. It can

be seen from Fig. 4.13 that there is a direct relationship from the true root cause to the separator

underflow, but no direct relationship from the true root cause to the dummy separator underflow.

Due to this difference in network structure, the backward propagation of messages to the true root

cause only takes place from the separator underflow and not from the dummy separator underflow.

Therefore, information contained in the dummy separator underflow about the cyclic loop cannot

be propagated back to the root cause. On the other hand, in the mBN, there are no dummy vari-

ables, and hence, the variable (separator underflow) is directly related to the true root cause (Fig.

12(b)). Therefore, there is an efficient backward propagation of messages in the network. Since

the mBN handles cyclic loops without an obstruction in the message propagation in the network,

the probability of the true root cause to be in the faulty state is 87%.

4.5.2.2 Effect of sampling time on the mBN

Since the mBN introduces the temporal relations to account for cyclic loops in root cause

diagnosis of process faults, the time taken for diagnosis is sensitive to the size of the time step

(i.e., the sampling time). Specifically, as the sampling time is reduced, the frequency of the causal

structure update increases resulting in an increase in the amount of information transferred through
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Figure 4.13: DBN with dummy variables (updated using alarms recorded at t = 2) for the deviation
in separator pot valve opening in the TEP (black, red and blue highlighted nodes represent the
true root cause, the diagnosed root cause, and dummy variable corresponding to the separator
underflow, respectively.)

temporal relations in a given time. Due to the increased information transfer, the total time required

for diagnosis decreases. It can be observed from Table 4.4 that as the sampling time is reduced

from 3 to 2.4 and 1.8 minutes, the total time taken for the root cause diagnosis decreases for the

root causes (the second to fourth column of Table 4.4).

When the sampling time is further reduced, although there is an increase in information transfer

per unit time, its effect is countered by root cause characteristics. For the diagnosis of different

root causes, different significant alarms that are specific to a particular root cause are required to be

triggered. It may be possible that the alarms specific to a particular root cause may take more time

to get triggered than the other root causes. Therefore, at a smaller sampling time, the root cause

characteristics become significant. If all the characteristic alarms for a root cause have not been

triggered, further reduction in the sampling time results in no further reduction in the total time

required for the diagnosis of this root cause. In the considered TEP example, a significant alarm,

i.e., an alarm in recycle flow and separator pressure, is not present for separator pot and purge

valve opening deviations, respectively, before 1.8 minutes. Due to the absence of a significant

alarm before 1.8 minutes, no further reduction in the time taken for diagnosis is observed for
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further reduction in the sampling time from 1.8 to 1.2 and 0.6 minutes. On the other hand, for

stripper steam valve opening deviation, although all the significant alarms are present at a smaller

sampling time, the delay in information transfer is very high as compared to the other two root

causes propagating through cyclic loops as discussed above. Therefore, even if all the alarms

required for its diagnosis are triggered for the reduced sampling times, a high delay in information

transfer leads to a high minimum time for diagnosis of 1.8 minutes.

Sampling time (in minutes)
Root causes 3.0 2.4 1.8 1.2 0.6
Separator pot valve opening 3.0 2.4 1.8 2.4 1.8
Purge valve opening 3.0 2.4 1.8 2.4 1.8
Stripper steam valve opening 6.0 4.8 3.6 2.4 1.8

Table 4.4: Total time taken (in minutes) for the diagnosis using the mBN at different sampling
times

4.6 Conclusions

This chapter presents a new methodology, mBN, for accurate root cause diagnosis of process

faults in the CPI. The proposed mBN enhances the accuracy of root cause diagnosis of process

faults by handling cyclic loops present in chemical processes because of various control loops and

coupling of process variables. The proposed technique first identifies the weakest causal relation

in a cyclic loop using the TE score that quantifies the strength of a causal relation. Since the ef-

fect of a fault in the parent variable takes more time to be realized by the child variable when the

causal relation is weak, especially when a fault propagates with slow dynamics, the weakest causal

relation of a cyclic loop is converted into a temporal one. As a consequence of this conversion, the

causal network with cyclic loops is decomposed into an acyclic causal network over time-horizon,

thereby systematically and successfully handling cyclic loops in root cause diagnosis of process

faults. Because of handling the cyclic loops, the resultant mBN can effectively account for the

cyclic causal relationships among the process variables. As a result, the root causes of a process
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fault can be accurately diagnosed. To validate the effectiveness of the proposed methodology, the

performance of the proposed mBN-based diagnosis method was compared with that of the DBN-

based diagnosis method for a case study using TEP. When compared to the DBN-based diagnosis

method, the mBN-based diagnosis method showcased superior performance in diagnosing the root

causes of process faults accurately. In conclusion, thischapter contributes towards the develop-

ment of an accurate BN-based process fault diagnosis method to handle cyclic loops prevalent in

chemical processes.
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5. DISCOVERING CYCLIC LOOPS IN CAUSAL NETWORK FOR ROOT CAUSE

DIAGNOSIS

5.1 Introduction

The accuracy of root cause diagnosis using a BN-based technique depends on the accuracy

of causal network. For an accurate causal network, it is important to meticulously incorporate

cyclic loops into the causal network that are prevalent in the CPI due to intensive material and heat

integration, feedback control, and coupling among process variables [2, 134, 135]. Among the

data-driven approaches to determine the causal network, score and search algorithms are one of

the most effective methods [136, 137]. In these algorithms, firstly, a scoring function is utilized to

quantify the fit of a candidate network to observed data. Then, among several candidate networks,

search algorithms (such as Greedy search) are utilized to determine the optimal network structure,

i.e., the network with the highest score [138].

To develop an improved scoring function, transfer entropy (TE) has been used to assess the

fit of a candidate network by quantifying information transfer in the network. Since information

transfer can be measured efficiently with less data, TE gives accurate information regarding causal

networks even with a minimal amount of data. Also, while measuring information transfer, TE

accounts for the overall dependence of a process variable on both its parent variables and its own

values at previous time steps. In the CPI, several variants of TE have been proposed for learning

causal networks [113, 139, 140]. Recently, TE score has been utilized to learn a causal network

while incorporating cyclic loops into it [35]. However, TE score does not account for the effects of

common source variables on a pair of parent and child variables. Since a common source variable

affects both the parent and child variables, not accounting for its effect may lead to a spurious

causal relation between the parent and child variables, resulting in an inaccurate causal network.

Since an inaccurate causal network inhibits the discovery of cyclic loops in the causal network,

only some of the significant cyclic loops are discovered in the causal network utilizing TE score.
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To effectively discover significant cyclic loops in the causal network, in this chapter, we pro-

pose a direct transfer entropy (DTE)-based methodology. While quantifying information transfer

in the network, DTE considers the effects of common source variables on a pair of parent and

child variables. Hence, it can distinguish if there exist direct or indirect causal relations between

the parent and child variables, which was impossible to be done by TE. Therefore, DTE score pro-

vides a precise quantification of the fit of candidate networks to data, and thus aids in obtaining an

accurate causal network. Furthermore, learning the causal network for an entire process is a com-

plex task, especially for large-scale processes [141, 142, 143]. To address these two challenges

simultaneously, we develop a DTE-based multiblock BN methodology, wherein the process is first

segmented into blocks based on process knowledge. In doing so, the block-level causal networks

can be easily learned by utilizing DTE to accurately capture important causal relations in blocks.

When the accurate block-level BNs obtained using DTE are fused, significant cyclic loops are

discovered in the BN for the process.

The outline of this chapter is summarized as follows. The BN and the score and search algo-

rithm used in this work are introduced in Section 5.2. Next, the developed DTE-based multiblock

BN methodology is presented in Section 5.3. A benchmark chemical process is discussed in Sec-

tion 5.4 that is utilized as a case study in this work. In the following subsections, the performance

of the developed methodology is analyzed and compared with a method based on TE score. Finally,

a few conclusions are presented in Section 5.5.

5.2 Background

A BN is a probabilistic graphical model utilized to represent causality among process variables

in a process. Mathematically, a BN is represented as 〈G,Θ〉. The graph G = 〈X,A〉 denotes the

structure of BN where X is a set of process variables, Xi ∈ X , that are represented by nodes.

A is a set of causal relations among process variable in X , represented by arcs aij ∈ A. Arc aij

denotes the causal relation among process variables Xi and Xj (i.e., Xi → Xj). Here, Θ is a set

of BN parameters. In a graph G, each Xi has a set of parent variables defined as Pa(Xi) = {Xj ∈

X|Xj → Xi ∈ X}. A process variable Xi with a null Pa(Xi) is considered a root cause. As an
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example, in a BN presented in Fig. 5.1, the graph G is comprised of X = {X1, X2, X3, X4, X5}

and A = {a13, a23, a24, a43, a35}. Here, Pa(X3) = {X1, X2, X4}, Pa(X4) = {X2}, and Pa(X5) =

{X3}. Since Pa(X1) and Pa(X2) are null sets, X1 and X2 are the root causes.

X1 X2

X3

X4

X5

Figure 5.1: An example BN

5.2.1 Score and search algorithm

Approaches to learn the structure of BN from alarm data typically combine a scoring function

with a heuristic search procedure, i.e., Greedy search [144]. The scoring function determines how

well the BN structure describes the alarm data. Once the scoring function is defined, the learning

task reduces to finding a BN structure with the highest score, i.e., the optimal BN structure, G∗,

such that

G∗ = arg max
Gi∈GF

score(Gi|D) (5.1)

where D is the observed alarm data for X , and GF = [G1, · · · , Gg] is the family of BN structures

defined on X and generated by the Greedy search. Among several Greedy search algorithms, the

hill-climbing algorithm is utilized in this work for its efficacy in estimating the BN structure [145].

Specifically, The algorithm begins with a random structure and modifies it iteratively. In order

to increase the structure’s score, it is modified by adding, deleting, and reversing causal relations

represented by arcs. The search is performed numerous times with different randomly generated

initial structures to avoid a local maximum for the score with the hill-climbing algorithm [138,
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146].

The next section presents the developed DTE-based multiblock BN methodology for discover-

ing cyclic loops in the causal network and obtaining an accurate causal network.

5.3 Developed methodology: DTE-based multiblock BN

To obtain the BN with cyclic loops for a chemical process, a DTE-based multiblock BN utilizes

the DTE score and the Greedy search algorithm. The proposed methodology consists of three

major steps. First, the process is decomposed into several blocks representing different units of

the process. Then, the block-level BN structure learning is performed using DTE, leveraging its

capability to capture information transfer, and the Greedy search algorithm. Further, the optimal

block-level BN structures are combined to obtain the final BN with cyclic loops for the entire

process. Because of the effective information transfer estimation by DTE, significant cyclic loops

are successfully discovered using the developed method. The schematic of the developed DTE-

based multiblock BN methodology is illustrated in Fig. 5.2.

Figure 5.2: The proposed DTE-based multiblock BN methodology
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5.3.1 Block formation based on process knowledge

To discover cyclic loops in the causal network of a chemical process, first, the process is de-

composed into several blocks. Since some process variables affect process dynamics of more than

one blocks, they are considered as shared variables between blocks. Process block formation is

constituted of four steps, as follows:

1. Process is divided into b blocks based on significant physical and chemical reactions follow-

ing the process flow diagram.

2. Given two blocks, shared variables between them are determined by analyzing their control

relationship and energy flow. The shared variables are then added to both the blocks.

3. The structure of all the blocks of the process is determined using steps 1 and 2.

4. Process variables corresponding to insignificant units (such as pipelines and valves connect-

ing blocks), which are not included in any of the blocks, are incorporated into blocks adjacent

to these process variables.

In this method, a shared variable between two blocks is represented by two separate state nodes

in the blocks. These state nodes are considered as two independent nodes for block-level BN

structure learning. For example, in Fig. 5.3(a), process variables X4 and X5 are shared variables

between blocks 1 and 2 and are represented as independent state nodes in the two blocks.

Suppose the process is divided into a set of b blocks represented by {G1, · · · , Gb}, where Gk

denotes the kth block. If the process variables are represented by X = [X1, · · · , XN ] where N

is the total number of process variables, then the process variables in Gk are represented by Xk.

Here, Xk ⊆ X and it consists of nk number of process variables. Note that
∑b

k=1 nk ≥ N as

shared variables are present in more than one block.

5.3.2 Block-level BN structure learning using DTE

To quantify the information transfer between two process variables, the DTE score measures

the information flow from parent variables to its child variables while discarding the information
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Figure 5.3: An example of (a) block formation and block-level BN structure learning, and (b) a
BN with cyclic loops after applying fusion principles to the block-level BN structures. (Blue nodes
represent shared variables among blocks.)

from common source variables [113]. For a pair of process variables Xi and Xj , common source

variables affect both Xi and Xj [147]. For example, in Fig. 5.1, for the pair X3 and X4, X2 is the

common source variable. Here, to measure the information transfer from Xj to Xi, the DTE score

uses the ratio of conditional probabilities, p(xt+1
i |xti, xtj, xtic), i.e., the probability of Xi given the

past values of Xi, Xj , and common source variable Xic , and p(xt+1
i |xti, xtic), i.e., the probability of

Xi given its own past value and past value of Xic , as follows:

DTEXj→Xi =
T∑
t=1

p(xt+1
i , xti, x

t
j, x

t
ic) log2

p(xt+1
i |xti, xtj, xtic)

p(xt+1
i |xti, xtic)

(5.2)

where xti, x
t
j and xtic are alarm states for process variablesXi,Xj andXic , respectively, at time t. In

the above equation, p(xt+1
i |xti, xtj, xtic) represents the information flow to Xi from the past values

of Xi, Xj , and Xic . As mentioned earlier, DTE quantifies the absolute information transfer by

considering the information flow to Xi only from the past values of Xj , and discarding the rest of

the information flow (i.e., from the past values of Xic and Xi) which is denoted by p(xt+1
i |xti, xtic).

Because of accurate quantification of information transfer between Xi and Xj , the DTEXj→Xi

tells us how much the history of Xj provides information about future of Xi irrespective of the

presence of Xic . In other words, in the case when a deviation in Xic is accompanied with devi-

ations in both Xi and Xj , DTE can determine if there is a direct causality from Xj to Xi (i.e.,
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the deviation in Xj causes the deviation in Xi), or an indirect causality (i.e., the deviation in Xic

causes the deviations in both Xi and Xj). As a consequence of its capability to differentiate be-

tween direct and indirect causal relations among process variables, DTE score provides a more

precise quantification of the fit of candidate networks to the data.

To determine an optimal block-level BN structure forGk, a family of candidate networksGk
F =

[Gk
1, · · · , Gk

g ] where g denotes the total number of candidate networks, are generated by the Greedy

search algorithm. For the lth candidate network of the kth block, Gk
l , the DTE score is calculated

as

DTEGkl
=

 ∑
Xi∈Xk

DTEPa(Xi)→Xi

− λ log(qkl ) (5.3)

where Pa(Xi) is the parent ofXi inGk
l , qkl is the total number of arcs inGk

l , and λ is the adjustable

penalty coefficient.In the right hand side (RHS) of the above equation, each quantity under sum-

mation in the first term represents the DTE score corresponding to an arc in the candidate network,

which is obtained using Eq. (5.2). The second term on the RHS of Eq. (5.3) represents a penalty

term for the complexity of the candidate network. Since the first term on the RHS of Eq. (5.3)

increases with the number of arcs in Gk
l , overfitting eventually occurs. To balance the accuracy

and complexity of the block-level BN structure, a penalty term proportional to the number of arcs

in the block-level BN structure is introduced.

For the kth block of the process (Gk), the candidate network with the highest DTEGkl
, Gk∗, is

selected as the optimal block-level BN structure as follows:

Gk∗ = arg max
Gkl ∈G

k
F

score(Gk
l |D) (5.4)

In a similar manner, the optimal block-level BN structures for all of the blocks in the process (i.e.,

Gk∗ ∀ k ∈ {1, · · · , b}) are obtained using DTE and the Greedy search algorithm.
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5.3.3 Fusion of block-level BN structures into a BN with cyclic loops

The optimal block-level BN structures are fused together to form a final BN with cyclic loops.

Specifically, shared variables among blocks, which are represented by separate state nodes in sep-

arate blocks, are fused following fusion principles shown in Fig. 5.4. Figs. 5.4(a)-(b) present the

fusion principle for three nodes, and Fig. 5.4(c) presents the fusion principle for two nodes. Fol-

lowing these fusion principles, the block-level BN structures shown in Fig. 5.3(a) are fused into a

BN with cyclic loops (Fig. 5.3(b)). For example, state nodes representing shared variables among

blocks 1 and 2, i.e., X4 and X5, are fused using the fusion principle shown in Fig. 5.4(a). Here, i

= 3, j = 5, and k = 4. The fusion leads to the discovery of a cyclic loop, X3→X5→X4→X3, as

shown in Fig. 5.3(b).

Xi Xj Xj Xk Xi Xj Xk

Block 1 Block 2 Fused blocks

(a)

Xi Xj Xj Xk Xi Xj Xk

Block 1 Block 2 Fused blocks

(b)

Xi Xj Xi Xj Xi Xj

Block 1 Block 2 Fused blocks

(c)

Figure 5.4: Fusion principles

The effectiveness of the developed DTE-based multiblock BN methodology was demonstrated

on a case study of an industrial benchmark process, Tennessee Eastman process (TEP), to discover

cyclic loops. To showcase the superior ability of DTE in discovering cyclic loops, the performance

of the developed DTE-based methodology is compared with that of the TE-based method.
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5.4 Results and discussion

5.4.1 Process description

The TEP is an industrial benchmark chemical process, and it has been extensively utilized in

numerous fields such as fault diagnosis, process control and optimization [148, 149, 150]. The

simulated process model and control structure for the TEP, developed by [1] and [106], are used

to perform the simulation of process faults in this chapter. The process flow diagram of the TEP is

presented in Fig. 5.5.
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Figure 5.5: The schematics of TEP [1]

The TEP has 41 measured variables and 12 manipulated variables (as listed in Tables in Sup-

porting Information). As seen from Fig. 5.5, measured variables 23-41 represent compositions of

reactant and product streams. Since they are sampled less frequently than the rest of the process

variables (numbered 1-22), they are not used for this analysis. In summary, process variables and

manipulated variables utilized for the purpose of this study are listed in Table 5.1.

To collect data for learning the causal network for the TEP, the root causes shown in Table 5.2

are utilized. These root causes are selected for this case study due to their ability to violate safety

constraints in TEP and thus leading to rare events. Among these root causes, the faults due to root
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causes 6-8 are known to propagate via significant cyclic loops of the TEP [38], and hence, they

are also used to generate data for cyclic loop discovery in the causal network. Here, the selected

root causes (Table 5.2) are inserted into the TEP after 8 hours of normal operation, resulting in

deviations in various process variables. When a process variable deviates by 6 standard deviations

from its mean value at NOCs, an alarm is considered to be triggered. The alarm states are recorded

every 3 minutes for the next 40 hours. Next, the generated alarm data is utilized with the developed

DTE-based multiblock BN methodology to learn the causal network of the TEP.

Variables Description Variables Description
F1 Feed A IL15 Stripper level
F2 Feed D IP16 Stripper pressure
F3 Feed E IF17 Stripper underflow
F4 Feed to stripper IT18 Stripper temperature
RF5 Recycle flow IF19 Stripper steam flow
RF6 Reactor feed C20 Compressor work
RP7 Reactor pressure RW21 Reactor cooling water outlet temperature
RL8 Reactor level CW22 Condenser cooling water outlet temperature
RT9 Reactor temperature V5 Compressor recycle valve
PR10 Purge rate V6 Purge valve
ST11 Separator temperature V7 Separator pot valve
SL12 Separator level V8 Stripper pot valve
SP13 Separator pressure V10 Reactor cooling water valve
SF14 Separator underflow V11 Condenser cooling water valve

Table 5.1: Process variables and manipulated inputs in the TEP

Serial number Root causes
1 A feed loss (Stream 1)
2 A/C feed ratio (Stream 4)
3 B composition (Stream 4)
4 Reactor cooling water valve
5 Condenser cooling water valve
6 Purge valve
7 Separator pot valve
8 Stripper steam valve

Table 5.2: Root causes in the TEP
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5.4.2 Block formation in TEP

As the first step of the developed methodology, the TEP is segmented into multiple blocks. To

obtain the set of process variables and manipulate inputs (listed in Table 5.1) in each block, process

knowledge is utilized [35]. For example, since the feeds and the reactor are directly connected

according to the process flow diagram of the TEP, they can be included within the same block, i.e.,

the reactor block. Hence, the reactor block contains the feed variables, F1, F2, F3, and F4, and the

reactor variables, RF6, RP7, RL8, RT9, and RW21. Since the manipulated inputs, V5 (compressor

recycle valve) and V10 (reactor cooling water valve), directly affect the feed flow and the reactor

temperature, respectively, they are also included in the reactor block. For the reactor block, V11

(condenser cooling water valve) and RF5 (recycle flow) are considered as shared variables with

the other blocks because of the heat and material integration among the blocks.

Next, gas-liquid separator and stripper are the other two major production units of the TEP, and

hence, they are considered as other blocks in the TEP. The separator block consists of the separa-

tor, product condenser, recycle compressor, and venting unit. Further, the gas-liquid separator is

physically connected to the stripper, and hence, some of the separator variables are considered as

the shared variables between the separator and the stripper blocks. In summary, the elements of

the reactor, separator, and stripper blocks are listed in Table 5.3.

Block Variables
Reactor F1, F2, F3, F4, RF5, RF6, RP7, RL8, RT9, C20, RW21, V5, V10, V11
Separator RP7, C20, RW21, V11, PR10, ST11, SL12, SP13, SF14, CW22, V6, V7
Stripper ST11, SL12, SP13, SF14, CW22, IL15, IP16, IF17, IT18, IF19, F4, RF5

Table 5.3: Blocks in the TEP

5.4.3 Block-level BN structure learning in TEP

After determining the variables in each block, the DTE-based score and the Greedy search algo-

rithm are utilized to learn the block-level BN structures. Specifically, the Greedy search algorithm

is utilized to create the search space of candidate causal networks for each block. The candidate
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networks for blocks are scored using Eq. (5.3). Here, k = {1, 2, 3} represents the reactor, separa-

tor, and stripper blocks, respectively, and Xk are presented in Table 5.3. The candidate networks

corresponding to the highest DTE score for each block are regarded as the optimal block-level BN

structures.

The optimal block-level BN structure for the reactor, separator, and stripper blocks obtained

using the DTE-based multiblock BN are shown in Figs. 5.6(b), 5.7(b) and 5.7(d), respectively.

They are compared with their respective block-level BN structures obtained using the TE-based

multiblock BN, which are shown in Figs. 5.6(a), 5.7(a) and 5.7(c), respectively. In these figures,

black arcs indicate the learned causal relations that agree with the process knowledge, red arcs

indicate the learned causal relations that disagree with the process knowledge, and green arcs

represent the newly learned causal relations using the developed method. In Fig. 5.6(a), causal

relations F2 → F1, F4 → RF6, and RF6 → RL8 disagree with the process knowledge because

(1) feeds, F1 and F2, are independent, (2) stripper feed, F4, does not enter the reactor, and (3)

gaseous-phase feed, RF6, cannot affect the reactor level, RL8. Further, it can be observed that for

each block, more causal relations are obtained using the proposed DTE-based multiblock BN than

the TE-based multiblock BN.
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Figure 5.6: Block-level BN structures for the reactor block learned using (a) TE, and (b) DTE.
(Black arcs indicate the learned causal relations that agree with the process knowledge, red arcs
indicate the learned causal relations that disagree with the process knowledge, and green arcs
represent the newly learned causal relations using the proposed method.)
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Due to its ability to account for the effects of common source variables, DTE provides a better

quantification of information transfer in the network than TE, and hence, discovers the causal

relations that TE is not able to identify (shown by green arcs). For example, in Fig. 5.6(a), TE

suggests that there is a direct causal relation between reactor feed and reactor level (RF6→ RL8),

while in Fig. 5.6(b), DTE determines that there is an indirect causal relation between them through

reactor pressure (RF6→ RP7→ RL8). Since TE does not account for the effect from the common

source variables, it could only determine that there is a pathway from RF6 to RL8; however,

it cannot provide information regarding if it is a direct or an indirect one. Here, the TEP has

gaseous-phase feeds which react to form liquid products, and hence, the gaseous-phase feed (RF6)

first affects reactor pressure (RP7) which in turn affects reactor level (RL8) by influencing the

reaction rate. Since DTE accounts for the effect of the common cause variables (RP7 in this case),

it successfully determines that the causal relation between RF6 and RP7 is an indirect one. This

results in a newly learned causal relation by DTE (e.g., RP7 → RL8). For the same reason, the

spurious causal relations discovered by TE (e.g., RF6→ RL8) is not discovered by DTE.

Similarly, in the block-level BN structure of separator, the causal relations between separa-

tor temperature (ST11) and separator cooling water temperature (SW22), and between purge rate

(PR10) and compressor work (C20) are identified using DTE (Fig. 5.7(b)). In this case, DTE dis-

cards the effect from the common cause variables, C20 and ST11. Next, in the block-level BN

structure of stripper (Fig. 5.7(d)), the causal relation between separator pot valve (V7) and separa-

tor level (SL12) is identified by discarding the effect from the common cause variable, separator

underflow (SF14). This proves the superior ability of DTE to obtain accurate block-level BN struc-

tures. When these accurate block-level BNs are fused, significant cyclic loops are discovered in

the BN for the TEP.

5.4.4 Fusion of block-level BN structures

The optimal block-level BN structures obtained for all the blocks using the TE-based score and

the Greedy search algorithm are fused following fusion principles (Fig. 5.4) to obtain the final BN

for the TEP, which is presented in Fig. 5.8(a). It can be observed that two cyclic loops, C20 →
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Figure 5.7: Block-level BN structures for (a) separator block learned using TE, (b) separator block
learned using DTE, (c) stripper block learned using TE, and (d) stripper block learned using DTE.
(Black arcs indicate the learned causal relations that agree with the process knowledge, red arcs
indicate the learned causal relations that disagree with the process knowledge, and green arcs
represent the newly learned causal relations using the proposed method.)

RF6 → RP7 → C20 and ST11 → IT18 → IF19 → ST11, are discovered in the causal network.

The cyclic loops are denoted by red arcs in Fig. 5.8(a). In the first cyclic loop, compressor work

(C20) regulates recycle flow, one of the constituents of gaseous-phase rector feed (RF6) which

in turn affects reactor pressure (RP7). Reactor pressure drives the unreacted gaseous reactants

to the compressor and affects the compressor work (C20) resulting in a cyclic loop. The second

cyclic loop is formed due to the intensive material and heat integration between the separator and

stripper blocks. Since the material flows from separator to stripper, separator temperature (ST11)
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affects stripper temperature (IT18). In turn, stripper temperature affects stripper steam flow (IF19)

because of a control loop between them. Stripper steam flow has a direct effect on the composition

of stripper underflow. The stripper underflow regulates the level of condenser, which is responsible

for separator cooling, and therefore, affects separator temperature (ST11) and closes the loop.

In a similar manner, the optimal block-level BN structures obtained for all the blocks using the

DTE-based score and the Greedy search algorithm are fused to obtain the final BN for the TEP,

which is presented in Fig. 5.8(b). It can be seen that in addition to the two cyclic loops discovered

by the TE-based multiblock BN, three more cyclic loops are obtained using the developed DTE-

based multiblock BN method (denoted by green and pink arcs in Fig. 5.8(b)). The cyclic loop SL12

→ SF14 → SL12 is present due to a feedback control loop between separator level (SL12) and

separator flow (SF14) which is causing them to affect each other. The cyclic loop RP7→ RW21→

RP7 is present due to process variable coupling. Reactor pressure (RP7) and reactor temperature

(RT9) are coupled, and reactor temperature is controlled by reactor cooling water temperature

(RW21). Hence, there is a loop between RP7 and RW21. The last cyclic loop SP13→ SL12→

SF14 → IL15 → IP16 → RF5 → C20 → SP13 spans across all three blocks through separator

pressure (SP13), separator level (SL12), separator underflow (SL14), stripper level (IL15), stripper

pressure (IP16), recycle flow (RF5), and compressor work (C20). This loop is present due to

material flow from separator to stripper, which is recycled back from stripper to separator through

the compressor.

5.4.5 Quantitative comparison of the developed DTE-based and TE-based multiblock BN

The final BNs for the TEP obtained using the developed method and TE-based multiblock BN

can be compared quantitatively based on their learning accuracy. The learning accuracy is defined

as follows [151]:

Learning accuracy = 100× Y

Y + I +N
(5.5)
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Figure 5.8: Final BNs learned using (a) TE and (b) DTE. (Red, green, and pink highlighted arcs
denote cyclic loops. While cyclic loops denoted by red highlighted arcs are discovered by both
TE and DTE, cyclic loops denoted by green and pink highlighted arcs are discovered only by
DTE. Note that the arc SL12→ SF14 is shared between cyclic loops denoted by green and pink
highlighted arcs in Fig. 8(b).)

where Y and I are the numbers of learned causal relations that agree and disagree with the process

knowledge, respectively. Here, N is the number of important causal relations that are not learned.

For example, in the BN obtained using the TE-based multiblock BN (Fig. 5.8(a)), no causal relation
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is learned between reactor level (RL8) and reactor pressure (RP7) inspite of them being coupled.

Similarly, no causal relation is learned between reactor temperature (RT9) and reactor cooling

water outlet temperature (RW21) in the BNs obtained using the developed method and TE-based

multiblock BN (Figs. 5.8(a)-(b)) while RT9 is affected by RW21.

The values for Y , I andN for the final BNs are given in Table 5.4. The learning accuracy for the

BNs obtained using the developed method and TE-based multiblock BN are calculated as 95.65%

and 80.48%, respectively. The findings indicate that the developed approach can significantly

enhance the causal network’s learning accuracy all while learning new cyclic phenomena that are

important for the process. This proves the superiority of the developed DTE-based multiblock BN

methodology to discover cyclic loops and obtain an accurate causal network for the TEP.

Score Y I N Learning accuracy
DTE 44 1 1 95.65
TE 33 6 2 80.48

Table 5.4: Quantitative comparison of the final BNs obtained using DTE and TE

5.5 Conclusions

In this chapter, a new methodology, DTE-based multiblock BN, is developed to facilitate ac-

curate diagnosis of process faults in the CPI through an accurate causal network of the chemical

process. The developed DTE-based multiblock BN enhances the accuracy of causal network by

discovering cyclic loops that are commonly present in the CPI due to several control loops and cou-

pling among process variables. To learn the causal network, the developed methodology utilized a

DTE-based score and the Greedy search algorithm. Specifically, the process was segmented into

multiple blocks based on process knowledge. The optimal block-level BN structure for each block

was obtained via DTE-based score and the Greedy search algorithm. By eliminating the effect

of common source variables, DTE finds correct information transfer between process variables,

and thus, obtains accurate block-level BN structures. When these accurate block-level BNs are

fused, significant cyclic loops are discovered in the BN for the process. The effectiveness of the

developed DTE-based multiblock BN methodology was illustrated on a case study of TEP, and its
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performance was compared against that of the TE-based method. In comparison to the TE-based

method, the developed DTE-based multiblock BN method demonstrated a high performance in dis-

covering cyclic loops, leading to an accurate causal network. To conclude, this chapter contributes

towards developing an effective DTE-based multiblock BN method to discover cyclic loops in the

causal network, which can be further used for accurately diagnosing root cause of process faults.
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6. SUMMARY AND FUTURE WORK

Even though it is widely known that the impact of rare events can be catastrophic causing

environmental, economic, and societal loss, existing consequence estimation and root cause di-

agnosis model of rare events are not mature in terms of computational efficiency and accuracy.

Therefore, we developed a computationally efficient consequence model (i.e., kNN-based PROM)

which achieves the following two objectives: (a) being robust with respect to changes in inputs and

parameters; and (b) handling the high computational requirement incurred by CFD models used

in the CPI. This model takes only a fraction of the CFD model to capture the important process

dynamics and estimate consequences. The developed methodology has an additional advantage of

being dynamic in nature over the existing literature in the field of rare events, which utilizes static

models. This advantage is particularly crucial in the case of consequence modeling, wherein the

effect of material released during a rare event on human health and the resulting consequences are

dependent on the exposure to the material released for a period of time. Also, this model can be

utilized as an effective dynamic consequence estimation tool for other rare events such as fire and

explosion.

Additionally, we have also developed a computationally efficient and holistic root cause di-

agnosis model of rare events which first eliminates the need to monitor all the measured process

variables by a two-step KPV identification method using RIG and PCC analysis. To find the root

cause of KPV deviations, the informative prior based HBM technique is used. The proposed infor-

mative prior based HBM technique extends the capability of the traditional fault tree technique to

enable both forward and backward analysis while the static structure of fault tree only allows the

forward analysis in quantitative reasoning. Another major advantage of the proposed technique

lies in its ability to handle data uncertainty originated from source-to-source variability in process

disturbances, which is otherwise not possible to achieve in the traditional Bayesian based fault tree

analysis. Lastly, the proposed technique also integrates an informative prior in the HBM approach

to minimize uncertainty in root cause analysis results using process knowledge. This technique
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can be extended to other process systems to handle source-to-source variability and minimize un-

certainty in root cause analysis of rare events.

Furthermore, we recognize the importance of cyclic loops for the accuracy of root cause diag-

nosis. As most of the chemical processes involve cyclic loops due to their complexities, a mBN is

developed to account for cyclic loops. Consequently, the accuracy of root cause diagnosis using

the BN-based methods is improved. Next, to discover cyclic loops in the causal network, we de-

velop DTE-based multiblock BN. Since DTE can distinguish that if there exist direct or indirect

causal relations between the a pair of process variables, the accuracy of block-level BN struc-

tures is improved, consequently, significant cyclic loops are discovered via the developed method.

In conclusion, we contributed towards the development of an effective method to discover cyclic

loops in the causal network, which can be further used for an accurate root cause diagnosis in the

CPI.

6.1 Challenges and future work

This work has laid out the foundation to discover cyclic loops in causal networks. Specifi-

cally, the existing method segments the process into several blocks based on process knowledge,

and finds intra-block and inter-block causal relations. The intra-block and inter-block causal re-

lations are then combined to obtain a causal network for the process. Due to the block formation

and recombination, several cyclic loops are discovered among intra-block and inter-block causal

relations. In this approach, some of the process variables which are common to several blocks,

are kept in more than one block. However, since the process segmentation is done using process

knowledge, it may lead to the addition of some of the insignificant variables as a common variable

to several blocks, resulting in spurious causal relations. In this approach, there is also a possibil-

ity not to identify some of the important variables that are correlated to a block, resulting in the

non-discovery of some cyclic loops. Since a meticulous inclusion of cyclic loops in the causal net-

work provides an accurate structure of the causal network that correctly identifies causality among

process variables, incapability to discover cyclic loops leads to an inaccurate root cause diagnosis.

Moreover, there are a high number of cyclic loops present in complex chemical processes due to
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intensive material and heat integration, recycle streams, feedback control, and coupling among

process variables. Therefore, in the field of rare events, it is crucial to meticulously include cyclic

loops in the causal network for their accurate root cause diagnosis.

To handle these limitations, Dr. Kwon’s lab proposes to use a hybrid approach to obtain an

DTE-based multi-block BN is proposed. Specifically, first, the process will be segmented into

blocks based on process knowledge. Then, removal of insignificant shared variables among blocks

and addition of significant shared variables to the blocks will be performed utilizing an index to

determine the correlation among process variables and blocks (such as mutual information). Next,

the block-level structure learning will be performed using the DTE, and the causal networks for

blocks will be combined to obtain the BN with cyclic loops for the chemical processes (same

as this dissertation). Because of the leveraging data-driven approach with process knowledge in

block formation, and effective causality estimation by DTE, significant cyclic loops are expected

discovered effectively using the proposed method. Further, the obtained BN will be used for root

cause diagnosis of rare events in processes with cyclic loops. The effectiveness of the proposed

methods will be demonstrated through a case study of an industrial benchmark process.
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APPENDIX A

DISTURBANCES, PROCESS VARIABLES, STATES AND INPUTS IN TEP

ID Disturbed value Type
IDV1 A/C feed ratio, B composition constant (stream 4) Step change
IDV2 B composition, A/C ratio constant (Stream 4) Step change
IDV3 D feed temperature (stream 2) Step change
IDV4 Reactor cooling water inlet temperature Step change
IDV5 Condenser cooling water inlet temperature Step change
IDV6 A feed loss (stream 1) Step change
IDV7 C header pressure loss (stream 4) Step change
IDV8 A, B, C feed composition (stream 4) Random variation
IDV9 D feed temperature (stream 2) Random variation
IDV10 C feed temperature (stream 4) Random variation
IDV11 Reactor cooling water inlet temperature Random variation
IDV12 Condenser cooling water inlet temperature Random variation
IDV13 Reaction kinetics Slow drift
IDV14 Reactor cooling water valve Stiction
IDV15 Condenser cooling cater valve Stiction
IDV16 Unknown
IDV17 Unknown
IDV18 Unknown
IDV19 Unknown
IDV20 Unknown

Table A.1: TEP disturbances
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No. Measured Variable No. Measured Variable
PV1 A feed (stream 1) PV23 Feed component A
PV2 D feed (stream 2) PV24 Feed component B
PV3 E feed (stream 3) PV25 Feed component C
PV4 A and C feed (stream 4) PV26 Feed component D
PV5 Recycle flow (stream 8) PV27 Feed component E
PV6 Reactor feed rate (stream 6) PV28 Feed component F
PV7 Reactor pressure PV29 Purge gas component A
PV8 Reactor level PV30 Purge gas component B
PV9 Reactor temperature PV31 Purge gas component C
PV10 Purge rate (stream 9) PV32 Purge gas component D
PV11 Separator temperature PV33 Purge gas component E
PV12 Separator level PV34 Purge gas component F
PV13 Separator pressure PV35 Purge gas component G
PV14 Separator underflow (stream 10) PV36 Purge gas component H
PV15 Stripper level PV37 Product component D
PV16 Stripper pressure PV38 Product component E
PV17 Stripper underflow (stream 11) PV39 Product component F
PV18 Stripper temperature PV40 Product component G
PV19 Stripper steam flow PV41 Product component H
PV20 Compressor work
PV21 Reactor cooling water outlet temperature
PV22 Separator cooling water outlet temperature

Table A.2: TEP measured process variables
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No. Description No. Description
S1 Holdup of comp A in vapor phase of reactor S26 Holdup of comp H in liquid phase of stripper
S2 Holdup of comp B in vapor phase of reactor S27 Internal energy of stripper
S3 Holdup of comp C in vapor phase of reactor S28 Holdup of comp A in vapor phase of header
S4 Holdup of comp D in liquid phase of reactor S29 Holdup of comp B in vapor phase of header
S5 Holdup of comp E in liquid phase of reactor S30 Holdup of comp C in vapor phase of header
S6 Holdup of comp F in liquid phase of reactor S31 Holdup of comp D in vapor phase of header
S7 Holdup of comp G in liquid phase of reactor S32 Holdup of comp E in vapor phase of header
S8 Holdup of comp H in liquid phase of reactor S33 Holdup of comp F in vapor phase of header
S9 Internal energy of reactor S34 Holdup of comp G in vapor phase of header
S10 Holdup of comp A in vapor phase of separator S35 Holdup of comp H in vapor phase of header
S11 Holdup of comp B in vapor phase of separator S36 Internal energy of header (stream 6)
S12 Holdup of comp C in vapor phase of separator S37 Temperature cooling water outlet of reactor
S13 Holdup of comp D in liquid phase of separator S38 Temperature cooling water outlet of separator
S14 Holdup of comp E in liquid phase of separator S39 Valve position feed comp D (stream 2)
S15 Holdup of comp F in liquid phase of separator S40 Valve position feed comp E (stream 3)
S16 Holdup of comp G in liquid phase of separator S41 Valve position feed comp A (stream 1)
S17 Holdup of comp H in liquid phase of separator S42 Valve position feed comp A & C (stream 4)
S18 Internal energy of separator S43 Valve position compressor re-cycle
S19 Holdup of comp A in liquid phase of stripper S44 Valve position purge (stream 9)
S20 Holdup of comp B in liquid phase of stripper S45 Valve position underflow separator (stream 10)
S21 Holdup of comp C in liquid phase of stripper S46 Valve position underflow stripper (stream 11)
S22 Holdup of comp D in liquid phase of stripper S47 Valve position stripper steam
S23 Holdup of comp E in liquid phase of stripper S48 Valve position cooling water outlet of reactor
S24 Holdup of comp F in liquid phase of stripper S49 Valve position cooling water outlet of separator
S25 Holdup of comp G in liquid phase of stripper S50 Rotation of agitator of reactor

Table A.3: TEP model states

No. Manipulated input
V1 D feed flow (stream 2)
V2 E feed flow (stream 3)
V3 A feed flow (stream 1)
V4 Total feed flow (stream 4)
V5 Compressor recycle valve
V6 Purge valve (stream 9)
V7 Separator pot liquid flow (stream 10)
V8 Stripper liquid product flow (stream 11)
V9 Stripper steam flow
V10 Reactor cooling water flow
V11 Separator cooling water flow
V12 Agitator speed

Table A.4: TEP manipulated inputs
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APPENDIX B

ADDITIONAL INFORMATION FOR mBN

B.1 Scenarios exploring validity of conversion of a weak causal relation into a temporal one

To explore the specific scenarios for the validity of conversion of a weak causal relation into a

temporal one, we have taken an example of 3 variables forming a cyclic loop, as shown in Fig. B.1.

In this example, x1, x2 and x3 are Gaussian distributed random variables [152], and their values

are sampled from N(0.5, 0.2), N(2, 0.1) and N(1, 0.3), respectively, where N(µ, σ) denotes the

Gaussian distribution with mean, µ, and standard deviation, σ. The variables are sampled from

their respective distributions, and the sampling time of variables is taken as 3 minutes. First, to

identify the weakest causal relation in this cyclic loop, the TE scores are calculated for all the

causal relations in the cyclic loop using Eq. (3.1) in the Chapter 4, where T = 100. Among all

the causal relations in the cyclic loop, the causal relation between x3 and x2 is found to have the

lowest TE score, and hence, it is identified as the weakest one. Next, the weakest causal relation is

converted into a temporal one to construct the mBN corresponding to Fig. B.1, and it is shown in

Fig. B.2.

x1 x2

x3

Figure B.1: A simplified cyclic loop

To explore the validity of the conversion of the causal relation between x3 and x2 into a tem-

poral one, we consider two cases corresponding to fast and slow dynamic behaviors between x3
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At time t-1 At time t

x1 x2

x3

x1 x2

x3

Figure B.2: mBN corresponding to the cyclic loop shown in Fig. B.1

and x2. Specifically, the time constants of the transfer function between x3 and x2 in these two

cases are taken as 5 and 100 seconds representing the fast and slow dynamics between x3 and x2,

respectively. Assume that there is a step change in x3 at t = 0 (shown by the black dashed line in

Fig. B.3), and it warrants that the target of x2 is given by the red dashed line in Fig. B.3. In this

example, the variables are considered to have a negligible dead time of 0.1 seconds, and hence,

the change in x3 is detected at the next sampling time, i.e., at 3 minutes. Utilizing the mBN, this

information is propagated to x2 through the temporal causal relation, and therefore reaches there

at the next-to-next sampling time, i.e., at 6 minutes.

Now considering the case of fast dynamics between x3 and x2, x2 reaches its target value well

before 3 minutes. Hence, the delay in information transfer to x2 in the process (i.e.,� 3 minutes)

is significantly less than that of the mBN (i.e., 6 minutes). Therefore, the actual causality is not

represented by the mBN. Consequently, the assumption utilized to construct the mBN, i.e., the

conversion of the weakest causal relation into a temporal one, is not valid in such a case.

On the other hand, in the case of slow dynamics between x3 and x2, x2 reaches its target value

between 5-6 minutes, which is comparable to the time taken for information transfer in the mBN

(i.e., 6 minutes). Therefore, the actual causality and the causality depicted in the mBN are in

agreement. Consequently, the assumption of the conversion of the weakest causal relation into a

temporal one is valid in the case of slow dynamics between x3 and x2.

The assumption taken in this work, i.e., the conversion of the weakest causal relation into

a temporal one, is valid when the process variables in the weakest causal relation follow a slow
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Figure B.3: Temporal evolution of process variables in the weakest causal relation that follow fast
and slow dynamics (Here, the sampling time of variables is taken as 3 minutes.)

dynamic behavior. However, this assumption is not valid when the process variables in the weakest

causal relation follow a fast dynamic behavior.
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B.2 Updated DBNs for root causes

In the following figures, black and gray highlighted nodes represent root causes and alarms due

to root causes, respectively.

Figure B.4: DBN (updated using alarms recorded at t = 1) for the deviation in A/C feed ratio in
the TEP
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Figure B.5: DBN (updated using alarms recorded at t = 1) for the deviation in B composition in
the TEP

Figure B.6: DBN (updated using alarms recorded at t = 1) for the loss of A feed in the TEP
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Figure B.7: DBN (updated using alarms recorded at t = 1) for the deviation in reactor cooling
water valve opening in the TEP

Figure B.8: DBN (updated using alarms recorded at t = 1) for the deviation in condenser cooling
water valve opening in the TEP
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