
EMOTION DETECTION WITH PRIVACY PRESERVATION USING ADVERSARIAL

LEARNING

A Thesis

by

RAVIKIRAN RAMESH

Submitted to the Graduate and Professional School of
Texas A&M University

in partial fulfillment of the requirements for the degree of

MASTER OF SCIENCE

Chair of Committee, Dr. Theodora Chaspari
Committee Members, Dr. Shuiwang Ji

Dr. Tie Liu
Head of Department, Dr. Scott Schaefer

December 2021

Major Subject: Computer Science

Copyright 2021 Ravikiran Ramesh



ABSTRACT

The continuous monitoring of one’s emotional state can provide valuable insights about their

psychological well-being and can be used as a foundation for diagnosis and treatment applications.

Yet, due to privacy concerns, technologies that continuously monitor signals that reflect emotions,

such as images, are met with strong skepticism. This thesis aims to design a privacy-preserving im-

age generation algorithm that anonymizes the input image and at the same time maintains emotion-

related information. To do so, we identify landmarks in human faces and quantify the amount of

emotion and identity based information carried by each of the landmarks. We then propose a mod-

ification of a conditional generative adversarial network that can transform facial images in such

a way that the identity based information is ignored while the emotion based information is re-

tained. We then evaluate the degree of emotion and identity content in the transformed images by

performing emotion and identity classification using these images. The proposed system is trained

and evaluated on two publicly available datasets, namely the Yale Face Database and the Japanese

Female Facial Expression dataset, and the generated images achieve moderate to high emotion

classification accuracy and low identity classification accuracy.

ii



DEDICATION

To my mother Radha, my father Ramesh and my sister Roshini.

iii



ACKNOWLEDGMENTS

I would like to take this opportunity to sincerely thank to my advisor Dr. Theodora Chaspari for

guiding me through each and every step of my research. Throughout the duration of my research,

she was extremely involved in my work. She was really patient with me and allowed me to explore

this domain at my own pace. I am extremely thankful for her guidance and support. I would also

like to thank Dr. Shuiwang Ji and Dr. Tie Liu for serving on my committee and supporting my

work.

Furthermore, I would like to thank Vansh Narula for doing a fine job with with his thesis, which

served as a solid foundation for my work. Thank you for being an amazing senior, and helping me

carry over your work in a smooth manner. I would further like to thank each and every member

of the Human Bio-behavioral signals (HUBBS) lab for their support, feedback and suggestions. I

would like to thank all the friends I made at Texas A&M for making the last 2 years one of the

most memorable times of my life. Finally, I would like to thank my family for supporting me in

more ways that I can express in words.

iv



CONTRIBUTORS AND FUNDING SOURCES

Contributors

The thesis committee for this work include Dr. Theodora Chaspari (Chair) and Dr. Shuiwang

Ji (Member) of the Department of Computer Science at Texas AM University and Dr. Tie Liu

(Member) of the Department of Electrical and Computer Engineering. The ideation and imple-

mentation of this research was conducted with the help and guidance of Dr. Theodora Chaspari.

The prior work of Vansh Narula, Dr. Zhangyang Wang and Dr. Theodora Chaspari served as the

inspiration behind this work. All other work conducted as part of this thesis was completed by the

author independently.

Funding Sources

This work has been supported by the Texas A&M University High Performance Research Com-

puting (HPRC) facility and the National Science Foundation (IIS-2046118).

v



NOMENCLATURE

CNN Convolutional Neural Networks

FDF Flickr Diverse Faces dataset

JAFFE Japanese Female Face Expressions database

YALE Yale Faces database

AI Artificial Intelligence

IoT Internet of Things

MFCC Mel Frequency Cepstral Coefficients

ASR Automatic speech recognition

HIPAA Health Insurance Portability and Accountability Act of 1996

HoG Histogram of Oriented Gradients

RBF Radial Basis Function

SIFT Scale Invariant Feature Transformation

SVM Support Vector Machine

TF - IDF Term frequency - Inverse Document Frequency

CLI Command Line Interface

PSNR Peak signal to noise ratio

LPIPS Learned perceptual image patch similarity

ResNet Residual Network

API Application Program Interface

vi



TABLE OF CONTENTS

Page

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

CONTRIBUTORS AND FUNDING SOURCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

NOMENCLATURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

LIST OF TABLES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

1. INTRODUCTION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Importance of emotions in human-computer interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Privacy risks of emotion detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Prior work in privacy preservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3.1 Speech anonymization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.1.1 VoicePrivacy challenge. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.1.2 Other Notable approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3.2 Face anonymization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.2.1 DeepPrivacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.2.2 An Adversarial learning framework for preserving users’ anonymity

in face based emotion recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.2.3 Privacy preservation through facial de-identification with simul-

taneous emotion preservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Novelty of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 Research objectives and proposed approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2. METHODOLOGY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1 Landmark detection in faces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Analysing the impact of different facial landmarks on the emotion and user identity . 13
2.3 Adversarial approach to anonymizing facial images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.1 Generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Discriminator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

vii



2.3.3 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Evaluation of modified DeepPrivacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3. EXPERIMENTATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1 Datasets description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.1 FDF dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.2 YALE dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.3 JAFFE dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2 Landmarks selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Training DeepPrivacy model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4 Evaluating DeepPrivacy model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4. RESULTS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.1 Objective 1: Quantifying the amount of emotion and identity information carried
by facial landmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1.1 Quantifying landmarks using YALE dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1.2 Quantifying landmarks using JAFFE dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.2 Objective 2: Employing machine learning models to perform privacy preserving
emotion detection using selected landmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.3 Objective 3: Evaluating the generalizability of the selected landmarks across dif-
ferent datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5. DISCUSSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

6. CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

viii



LIST OF FIGURES

FIGURE Page

1.1 Input pipeline of DeepPrivacy [1]. Each detected face is cropped to a quadratic
image, then the face pixels ae replaced with a constant value, and feed it to the
generator. The keypoints represent the image pose and are represented as a one-
hot encoded image.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Example of an image along with its anonymized version transformed using Deep-
Privacy [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Architecture proposed by Narula et al. [2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Block diagram of the approach proposed by Agarwal et al. [3] . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1 The 68 facial landmarks identified by the face detector and the location of these
landmarks on a sample stock image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Generator architecture used by DeepPrivacy [1]. The k landmarks is used as the
pose information for both the generator and discriminator network. . . . . . . . . . . . . . . . . . . . 16

2.3 Residual block used for ResNet9 [4]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.1 Example images in the FDF dataset [1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2 Learning rate scheduler used in training the ResNet classifier . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4.1 Fisher scores of each facial landmark with respect to emotion and the equivalent
landmarks that have a high fisher score. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.2 Fisher scores of each facial landmark with respect to user identity and the equiva-
lent landmarks that have a high fisher score.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.3 Composite scores of each facial landmark and the equivalent landmarks that have
a high composite score. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.4 Fisher scores of each facial landmark with respect to emotion and the equivalent
landmarks that have a high fisher score. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.5 Fisher scores of each facial landmark with respect to user identity and the equiva-
lent landmarks that have a high fisher score.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

ix



4.6 Composite scores of each facial landmark and the equivalent landmarks that have
a high composite score. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.7 Set of landmarks used for case 2 analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.8 Set of landmarks used for case 3 analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.9 Sample results obtained from YALE dataset using the best performing model. . . . . . . . 32

4.10 Sample results obtained from JAFFE dataset using the best performing model.. . . . . . . 33

x



LIST OF TABLES

TABLE Page

4.1 Unweighted accuracies of emotion and identity classification using the landmarks
from YALE dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2 Unweighted accuracies of emotion and identity classification using the landmarks
from JAFFE dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.3 Unweighted accuracies of emotion and identity classification using the landmarks
from JAFFE dataset evaluated on YALE dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.4 Unweighted accuracies of emotion and identity classification using the landmarks
from YALE dataset evaluated on JAFFE dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

xi



1. INTRODUCTION

1.1 Importance of emotions in human-computer interaction

Emotional awareness is a vital part in interpersonal interactions. The ability to understand

the emotional state of other people can largely determine the effectiveness of our communication.

This is also applicable to human-computer interaction, since systems that can adapt their responses

and behavioral patterns according to the emotions of humans can make the interaction more nat-

ural and organic [5]. The understanding of emotions can also enable us to design more effective

intervention interfaces that track emotional states and provide appropriate suggestions in a person-

alized manner [6]. Therefore, an increasing number of intelligent systems is currently using emo-

tion recognition models to improve human-computer interaction. Today, emotion recognition is a

widely-researched topic, and it has been successfully implemented for speech [7, 8, 9, 10, 11, 12],

face [13, 14, 15, 16, 17], text [18, 19, 20, 21], and even handwriting data [22, 23, 24, 25]. Detecting

and understanding emotions can also contribute to critical life-saving tasks, such as the detection

and early intervention upon people’s mental health [26, 27] and even suicide prevention [28].

1.2 Privacy risks of emotion detection

Despite the benefits of these applications, the wide-spread adoption of emotion recognition al-

gorithms is hindered by various privacy and confidentiality concerns. Emotion detection involves

the collection of personal ly identifiable information, such as face, voice, and/or written text. Users

are often skeptical of such technologies, since they are afraid that information relevant to their iden-

tity will be permanently stored in third-party servers or will be abused by hacker attacks [29]. This

concern is further supported by studies that indicate that emotional information and user identity

information often interact with each other, while it is not possible to completely decouple them

[30]. Current methods used to extract emotion-based information from various human generated

signals also preserve identity information. For instance, the Mel-Frequency Spectral Coefficients

(MFCC) extracted from speech are commonly used for Automatic speech recognition (ASR) [31]
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[32] [33], emotion recognition [34], and user identity recognition [34] [35] with a high degree of

accuracy. The histogram of oriented gradients (HoG) is utilized for a wide variety of object detec-

tion tasks, including, but not limited to person detection [36], handwritten digit recognition [37],

and scene text recognition [38]. These features also capture the rich textual information of the

facial image which can be employed to perform user identification [39]. Eigen-faces are a set of

eigen-vectors used in facial recognition [40]. They rely on the most significant eigen-vectors that

preserve the most information about the face, which also includes uniquely identifiable personal

information. Other approaches that leverage the frequency characteristics of the image using Ga-

bor filters and wavelets [41] are sensitive to illumination and texture, which can be used to extract

the identity of the face.

Current computer vision algorithms revolve around convolutional neural networks (CNN) [42],

which provide state-of-the-art results on any data with strong spatial characteristics [43]. The

reason for the widespread adoption of CNNs is due to its ability to capture general and highly

reusable information in its convolutional kernels [44]. This makes it an excellent candidate for

transfer learning, an approach where we utilize the knowledge gained while solving one problem

and applying it to a different but related problem [45] [46]. Often, CNNs are trained on massive

datasets that may contain sensitive user information [43], and therefore, these pre-trained networks

are used to learn another task with increased performance and decreased training time [47] [45].

However, this results in both the desired utility-based information (e.g., emotional, mental, and

psychological state) as well as the undesired privacy-sensitive information (e.g., user identity)

being preserved in the convolutional base and the subsequent fully-connected layers [2]. This is

further exacerbated by the fact that it is notoriously difficult to make these machine learning models

"unlearn" or "forget" any information that has been learnt in the past [48].

This renders data privacy a major barrier for collecting and sharing human behavioral signals,

stalling the research and development of emotion tracking systems that can potentially contribute to

improving well-being and mental health outcomes. This privacy compromising landscape renders

essential the design of novel machine learning systems that conceal one’s identity, while at the

2



same time preserve useful information for emotion recognition [49].

1.3 Prior work in privacy preservation

While it is not possible to completely decouple the user identity information and emotional

information from human signals [30], we can suppress the identity information to such an extent

that it becomes infeasible to uniquely identify people based on their sensitive data. There are

multiple prior works that focus on preserving privacy in two of the most sensitive human signals:

human speech and face.

1.3.1 Speech anonymization

Speech is a very sensitive human signal, since it is possible to recognize the identity of the

speaker with a very high degree of accuracy [50] [51]. Therefore it is important to promote the

development of privacy preservation techniques for speech technology.

1.3.1.1 VoicePrivacy challenge

One of the best initiatives created in order to encourage research in the field of voice anonymiza-

tion is the VoicePrivacy challenge [52]. The purpose of the challenge is to anonymize the user’s

speech and perform Automatic speech recognition (ASR) such that the user’s identity is not com-

promised. The challenge consists of 2 baseline models with which the proposed models will be

evaluated. The first baseline model follows an ensemble approach, involving the following fea-

tures: X-vectors [53], fundamental frequency (F0) and bottleneck features (BN) [54]. The X-

vector is anonymized by finding the N farthest x-vectors in the dataset. A neural source-filter [55]

is used to resynthesize the speech using the anonymized x-vector and the F0+BN features. The

second baseline is a much simpler model that performs speaker anonymization using McAdams

co-efficient [56].

The challenge also consists of an attack model, where the attacker has access to the anonymized

data and the list of original speakers. The anonymization system is evaluated on a series of objec-

tive and subjective metrics [57]. The objective metrics include log likelihood of speaker verifiabil-

ity and ASR decoding error (ratio of original ASR accuracy and anonymized ASR accuracy). The

3



subjective metrics are calculated using listening tests carried out using volunteers. The volunteers

will rate the subject speaker verifiability, speaker linkability, speech intelligibility, and speech nat-

uralness. The challenge has yielded some interesting results, which anonymize the speakers while

maintaining a high degree of ASR accuracy and speech naturalness [58]

1.3.1.2 Other Notable approaches

There are many other interesting works done in the field of speech anonymization. VoiceMask

[59] is an application that anonymizes the speaker’s identity by randomly modifying the speaker’s

voice. It also replaces the sensitive keywords in the speech in order to hide sensitive information

about the speaker. This is really important, since even if the speaker’s identity is masked, an

attacker will be able to obtain sensitive information about the speaker by analysing the contents

of the speech. Speech Sanitizer [60] is a very similar work, but is also performs generic keyword

spotting using user feedback, and a personalized keyword spotting using TF - IDF scoring [61].

Voice anonymization in urban sound recordings [62] is another interesting work which identifies

human voices in public recordings, removes the voices, blurs it and recombines it with the original

recordings. This approach is aimed at performing speaker obfuscation (by eliminating both speaker

and ASR information), while preserving the quality of the background noise.

1.3.2 Face anonymization

Facial recognition technology is currently being used for a wide variety of real-world appli-

cations, including smartphone unlocking, forensic investigations, surveillance, tagging people on

social media, and so on. Due to such wide-spread usage of facial recognition technologies, it is

extremely important to consider user privacy, now more than ever.

There are multiple promising prior works that perform user anonymization on the face, while

preserving other useful information in the image. Ren et al. [63] proposed an approach that per-

forms action detection while maintaining user anonymity. The proposed model uses an adversarial

approach, which is aimed at maximizing the face detection loss and minimizing action detection

loss as well as the L1 loss between the original and anonymized image (to preserve the basic facial
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structure). Kim et al. [64] proposes a face anonymization technique that can be used in robot

vision to protect individual privacy. The robot views the world in extremely low resolution and

dynamically scales up the resolution of only the background in order to navigate properly. When

scaling up the resolution, individual human faces are detected and those pixels are not scaled up,

therefore the privacy-sensitive information will remain in extremely low resolution.

For this thesis, we will be outlining three particular privacy preserving approaches in more de-

tail. These approaches are of significant interest and they contributed largely to the ideas proposed.

1.3.2.1 DeepPrivacy

DeepPrivacy [1] is a privacy preserving model that employs a conditional Generative Adver-

sarial Network (GAN) to anonymize and generate realistic faces. DeepPrivacy uses the image

background and the original image’s pose as conditions to generate realistic faces with seamless

transition between the face and background. The generated face will have the same facial structure

as the original face, but it has different facial features which can effectively anonymize the original

image. Figure 1.1 represents the data pipeline utilized by DeepPrivacy.

Figure 1.1: Input pipeline of DeepPrivacy [1]. Each detected face is cropped to a quadratic image,
then the face pixels ae replaced with a constant value, and feed it to the generator. The keypoints
represent the image pose and are represented as a one-hot encoded image.

The model is based on the one proposed by Karras et al. [65]. Their model is a non-conditional

GAN, and several alterations were performed to include conditional information. Seven key land-
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marks were used to describe the pose of the face: left/right eye, left/right ear, left/right shoul-

der, and nose. To reduce the number of parameters in the network, the pose information is pre-

processed into a one-hot encoded image of size K x M x M , where K is the number of landmarks

and M is the target resolution. Progressive growing is applied to both the generator and discrim-

inator to grow the networks from a starting resolution of 8. The resolution is doubled each time

the network is expanded until the final resolution of 128 x 128 is reached. The pose information is

included for each resolution in the generator and discriminator, making the pose information finer

for each increase in resolution. Using this progressive growth technique results in a higher quality

of output images. Figure 1.2 represents one such image along with its anonymized version.

Figure 1.2: Example of an image along with its anonymized version transformed using DeepPri-
vacy [1].

1.3.2.2 An Adversarial learning framework for preserving users’ anonymity in face based emo-

tion recognition

Another work that has specifically focused on privacy-preserving emotion recognition [2] pro-

poses the use of an adversarial framework that learns a transformation to maximize emotion spe-

cific information and minimize user information. First, two separate CNNs are trained that will

each perform emotion and user identity classification. The CNNs are comprised on convolutional
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layers followed by fully connected layers. Then, the approach uses a hybrid combination of the pre-

viously trained CNNs to iteratively unlearn the user ID information while preserving the maximum

amount of emotional information. This approach is based on the hypothesis that the convolutional

layers carry the most user-dependent information, and while it is not possible to completely un-

learn that information, it is possible to reduce it to an acceptable degree. This approach is effective

since it deals with images where the faces are in close proximity to the face, when compared to ear-

lier approaches that utilizes distant surviellence cameras that captures the entire body [66, 67, 68].

This paper also describes clear methods for evaluating the trade-off between the degradation of

utility-based information and preservation of user identity.

Figure 1.3: Architecture proposed by Narula et al. [2]
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1.3.2.3 Privacy preservation through facial de-identification with simultaneous emotion preser-

vation

This work [3], proposes an automated face de-identification algorithm that takes as input a

facial image and generates a new face that preserves the emotion and non-biometric facial attributes

of a target face. A proxy set of a large collection of artificial faces is generated by StyleGAN [69]

and the most appropriate face from the proxy set are selected that has a facial expression and pose

similar to that of the target face. The faces in the proxy set are artificially generated, and hence the

face selected from this set is completely anonymous. To retain the non-biometric attributes of the

target face, a generative adversarial network (GAN) [70] is employed with a suitable loss function

that fuses the non-biometric attributes of the target face with the face selected from the proxy

set to obtain the final de-identified face. Figure 1.4 describes the overall algorithm utilized by this

approach. This work is fascinating as this is the only prior approach that realistically transforms the

image into an anonymized version while preserving the emotional and non-biometric information.

Figure 1.4: Block diagram of the approach proposed by Agarwal et al. [3]
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1.4 Novelty of this thesis

The prior works described in section 1.3.2 can be subjected to the following critique:

1. The approach proposed by Narula et al.[2] aims at reducing the user-dependent identity in-

formation learnt by the convolutional layers, since it hypothesises that the convolutional base

retains the largest degree of the spatial information of an image. While this approach is ef-

fective in reducing the user-dependent information being stored in the model parameters, it

still leaves vulnerabilities in the client-side. Since this approach does not transform the orig-

inal image, it is possible to compromise user identity by directly targeting the user’s device.

This is not outside the realm of possibility, since social hacking [71] and phishing [72] are

two of the most common hacking techniques and both of them directly target the user’s de-

vice. Also, this approach creates an intermediate image that has been pre-processed using the

privacy-preserving CNN layers, which can be stored in the cloud for further analysis. While

this intermediate image almost completely eliminates the user identity based information, it

is not human readable, and hence cannot be used for non-ML based approaches.

2. The approach proposed by Agarwal et al.[3] alleviates this problem by transforming the

user’s face using an image-to-image translation approach. For every user’s face, it identifies

a proxy face that closely resembles the user’s original face. This approach can be potentially

problematic when applied to the real world, since there are infinitely many possibilities of

facial configurations and poses, and the corpus of data required to effectively map the faces

can quickly get arbitrarily large. If the set of proxy faces is too small with respect to the

general population, then the anonymized images will start looking similar to each other,

which reduces the generalizability of the model.

3. The DeepPrivacy approach, proposed by Hukkelas et al. [1], addresses this problem of

infinite combinations, since it relies on a one-shot approach that directly performs image-to-

image translation from the original image to an anonymized image. This model is trained

using FDF dataset [73], which is an exhaustive dataset consisting of 1.3 million real-world
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images. While this ensures generalizability, DeepPrivacy does not explicitly preserve the

emotion based information in the original image, since it performs a complete anonymization

of the original image, which also eliminates the emotion based information from the face.

This thesis advances the existing literature in the following ways:

1. We identified and conducted a detailed analysis on facial landmarks, and quantified the user

identity and emotion based information conveyed by each landmark. We then identified the

landmarks that contains the most emotion-based information and the least identity-based

information so that we can maximize the emotional information that we extract from the

faces while preserving user privacy.

2. We designed a conditional GAN similar to the one proposed by Hukkelas et al. [1] and

we used the above selected landmarks as the conditions for both the generator and the dis-

criminator. This enabled us to generate realistic faces that carry the least identity based

information and the most emotion based information when compared to the original faces.

This thesis also delivers some key engineering contributions that can be useful for future re-

search:

1. We created a modified version of the Flickr Diverse Faces (FDF) dataset by (1) filtering out

the low quality images that does not have a clear face and (2) labelling the facial landmarks

for each face present in the each of the image.

2. We developed a command line interface (CLI) that can anonymize multiple images in one

shot while retaining the emotion-based information from each of the faces.

The code for this thesis will be made available online.

1.5 Research objectives and proposed approach

In the light of the above challenges, this thesis will focus on three main research questions:

1. Is it possible to quantify the amount of relevant emotion and identity related information

carried by different facial landmarks?
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2. Can we condition machine learning models on the aforementioned landmarks to conduct

privacy-preserving emotion recognition?

3. To what extent are the identified landmarks generalizable across datasets?

First, we identify different facial landmarks that contribute to the overall structure of the face.

The landmarks are extracted using ensemble regression trees [74] with the help of Dlib machine

learning toolkit [75]. We locate 68 landmarks across the face that denotes the location the eyes,

eyebrows, nose, mouth, ears, jawline and chin. We perform correlation analysis by using ficher

scoring to quantify the landmarks based on the amount of emotion and identity based information

carried by each landmark. We assign a composite score to each landmark which is proportional to

the emotion related fisher score and inversely proportional to the user identity related fisher score.

We rank the landmarks based on this score and select the top k landmarks for our further analysis.

After selecting the k landmarks, we create a modified version of FDF dataset [73] where we

identify these k landmarks for each of the images in dataset. We then modify the DeepPrivacy

network to utilize these k landmarks as the pose information for each image. After training Deep-

Privacy till the generator and adversarial losses converge, we create a modified version of YALE

[76] and JAFFE [77] where we identify the same k landmarks for each of the images along with

the bounding box for each face inside the image. Then, we split this modified dataset into train and

validation images. We then fine-tune the pre-trained network using the train imaged of YALE and

JAFFE dataset seperately, till the losses converge to a stable value.

We use the fine-tuned models to perform image-to-image translation and anonymize the vali-

dation images of YALE and JAFFE dataset. We train a classifier using ResNet to perform emotion

recognition and user identification using the train images of YALE and JAFFE dataset. We first use

this trained ResNet model to classify the original validation images from YALE and JAFFE. This

will serve as the baseline for our further analysis. We again this trained ResNet model to classify

the anonymized validation images of YALE and JAFFE and compare this results with our baseline

classification. We repeat this experiment with different values of k. Our qualitative and quantitative

results obtained in the YALE and JAFFE dataset will be discussed and examined to check if they
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demonstrate the feasibility of the proposed framework for user-privacy in image-based emotion

recognition.
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2. METHODOLOGY

In the following, we will describe our work on quantifying user anonymity and designing a

privacy-aware machine learning system for emotion recognition.

2.1 Landmark detection in faces

The first step of our approach is landmark detection. We identify the location of the compo-

nents of our face which are responsible for conveying the most information about a person, which

includes, but not limited to the person’s eyes, nose, mouth, eyebrows, jawline, chin and the ears.

In order to perform this, we use a machine learning model that makes use of ensemble regression

trees [74], which is implemented using dlib machine learning toolkit [75]. This keypoint detec-

tor model extract 68 landmarks across the face that denotes the location of the facial components

mentioned above. Figure 2.1 represents the 68 landmarks and their corresponding locations in the

face, and the same 68 landmarks identified and superimposed on a stock image.

2.2 Analysing the impact of different facial landmarks on the emotion and user identity

Once we identify these 68 landmarks for each of our faces, our next task is to quantify the

amount of identity and emotion information conveyed by each of these points. To do this, we

make use of fisher scoring. The following is the step by step method that we followed to quantify

the amount of information conveyed by each of the landmarks:

1. Extract the coordinates of each of the landmark. For each landmark, we have 2 coordinates

(x, y), and since we identify 68 landmarks per face, we would have 68× 2 = 136 coordinate

values in total. These coordinates will serve as our features in our analysis. We normalize

these coordinate values between 0 and 1 for ease of computation. So, for each image we

have a 136 length feature vector. Therefore, for n images, we will have a feature matrix of

n× 136.

2. For these n images, we obtain the emotion label ye and identity label yi.
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(a) 68 facial landmarks identified by the face detector [78]. (b) 68 facial landmarks identified
from a sample stock image .

Figure 2.1: The 68 facial landmarks identified by the face detector and the location of these land-
marks on a sample stock image.

3. For each normalized coordinate p, the corresponding emotion-related fisher score Sep is

computed as:

Sep =
∑

j∈ye
nj∗(µpj−µp)2∑

j∈ye
nj∗ρ2pj

(2.1)

where µpj and ρpj are the mean and variance of the pth feature in the jth class, where j

represents an emotion present in the ye label vector. Similarly, nj represents the number of

instances of emotion j in the dataset, and µp is the overall, class-independent mean of the

pth feature.

4. Similarly, for each normalized coordinate p, the corresponsing identity-related fisher score

Sip is computed as:

Sip =
∑

j∈yi
nj∗(µpj−µp)2∑

j∈yi
nj∗ρ2pj

(2.2)

5. The most desirable landmarks are the ones that carry the most emotion based information

and the least identity based information. So, the coordinate should have a high emotion
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related fisher score Sep and a low identity related fisher score Sip. But keep in mind that

p represents the coordinate, not the landmark, since the landmark comprises of both the x

and y coordinates. Therefore, in order to rank the landmarks based on the desirability, we

compute the composite score Cl as follow:

cl =
Sepx+Sepy

Sipx+Sipy
(2.3)

where,

Sepx represents the emotion based fisher score of the x coordinate of the landmark l

Sepy represents the emotion based fisher score of the y coordinate of the landmark l

Sipx represents the identity based fisher score of the x coordinate of the landmark l

Sipy represents the identity based fisher score of the y coordinate of the landmark l

6. We then sort the 68 landmarks based on their composite score Cl and select the top k land-

marks that have the k highest composite scores.

2.3 Adversarial approach to anonymizing facial images

After selecting the k best landmarks with the highest composite score, we utilize DeepPrivacy

[1] to perform image generation and anonymize the image while preserving a high degree of emo-

tional information. We do that by using the k landmarks as the pose information for the network.

The pose information is represented using one-hot encoding, which will help reduce the number

of parameters required by the model.

2.3.1 Generator

Figure 2.2 represents the generator architecture used by DeepPrivacy. The input pipeline for

the generator is the same as the one described in figure 1.1. The generator is fed with the images

where the face is greyed out. At each stage of the upsampling layer, we concatenate this one-hot

pose information. Therefore, the generator never observes the original image, therefore the privacy

sensitive information is not translated onto the anonymized image. However, since we are using
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the k landmarks as pose information, it will use these landmarks to reconstruct the face. Since these

landmarks are optimized to carry the most emotion-based information and the least identity based

information, the resulting image will retain the same emotional information as the input image.

Figure 2.2: Generator architecture used by DeepPrivacy [1]. The k landmarks is used as the pose
information for both the generator and discriminator network.

2.3.2 Discriminator

The discriminator architecture is similar to that of DeepPrivacy [1]. The discriminator’s input

includes the background information as conditional input to the start of the discriminator, making

the input image have six channels instead of three. The discriminator’s task is to identify whether

the input image is an original image or an anonymized image. The background information ensures

that the generated anonymized image has the same background information. In other words, only

the facial region is anonymized, and the background is untouched. To prevent model collapse and

training instabilities, we used the improved Wasserstein loss [79].

2.3.3 Training

The training is monitored by visualizing and measuring the quality of the output images after

each epoch. After each epoch, 2 images from the validation data is anonymized and the output

is stored and visualized. We also calculate multiple metrics to assess the quality of the generated
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images at the end of each epoch. We calculate the average l1 norm, l2 norm, peak signal to noise

ratio (PSNR) [80] and learned perceptual image patch similarity (LPIPS) [81] to qualtitatively

measure the quality of the output images with respect to the input image. Once these values

converge to an acceptable value and once the anonymized images are of sufficient quality, we halt

the training process.

2.4 Evaluation of modified DeepPrivacy

Evaluation of the modified DeepPrivacy will be done on 2 grounds: (1) amount of emotion

information retained by the anonymized image, (2) amount of user identity information retained

by the image. Ideally, we would want the image to contain most of the emotion based information

and the least user identity information. To evaluate this, we perform emotion and user classification

on the original and anonymized image and compare the results.

To perform emotion and user classification, we make use of a type of convolutional neural

networks (CNN) known as ResNets. ResNet stands for residual network [82], which makes use

of residual blocks for learning complex non-linear patterns. ResNets were introduced in 2015 and

they have been used in state of the art neural networks ever since. ResNets introduce the concept

of “identity shortcut connection” that skips one or more layers. This reduces the risk of overfitting

and allows us to stack more layers without degrading the network performance.

We made use of a specific architecture of ResNets known as ResNet9. This architecture has 3

residual blocks, with each block containing 3 convolutional layers followed by batch normalization

and ReLU activation. Figure 2.3 represents the residual block utilized by our network.

Figure 2.3: Residual block used for ResNet9 [4].
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Using this network, we evaluate the DeepPrivacy network through the following steps:

1. Perform emotion classification on the train images of the dataset (lets call this classifier E).

Perform user identity classification on the train images of the dataset (lets call this classifier

I).

2. Evaluate classifier E and classifier I by classifying the validation images of the dataset and

calculating the validation accuracies AEb and AIb. These 2 accuracy scores will serve as our

baseline.

3. Anonymize the validation images by using the pre-trained DeepPrivacy model.

4. Classify the anonymized validation images using classifier E and calculate the accuracy AE

by using the emotion labels of the corresponding original validation images. Classify the

anonymized validation images using classifier I and calculate the accuracy AI by using the

identity labels of the corresponding original validation images.

We compareAE withAEb to understand the amount of emotion based information retained and

compare AI with AIb to understand the amount of user identity based information retained by the

DeepPrivacy anonymizer. It is desirable to have the value of AE as high as possible and AI as low

as possible.
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3. EXPERIMENTATION

3.1 Datasets description

We used the following 3 datasets for our experiments.

3.1.1 FDF dataset

Flickr Diverse Faces (FDF) dataset [73] is a comprehensive dataset that contains images of

faces in the wild. It consists of 1.47M human faces with a minimum resolution of 128 x 128,

containing facial keypoints and a bounding box annotation for each face. The dataset has a vast

diversity in terms of age, ethnicity, facial pose, image background, and face occlusion. Each face

in the image is annotated with a tight bounding box and 7 keypoints representing the facial posture.

Figure 3.1 contains some randomly picked examples from the dataset.

Figure 3.1: Example images in the FDF dataset [1]

We had to pre-process the FDF dataset with our selected landmarks before using it for training

our model. We replaced the 7 landmarks with the k landmarks we selected for the particular task.

We used images that contained only 1 face, for the sake of simplicity. We used dlib shape predictor

to detect the 68 facial landmarks represented by figure ??, and selected the k landmarks that are

of interest for the particular task. We selected 50,000 images from the training dataset and 1000

images from the test dataset, which are of high quality where the face detector was able to identify
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the landmarks with a confidence level of over 95%. Confidence level is calculated as follows:

Confidence = number of landmarks located within the facial bounding box
total number of landmarks detected for the face (3.1)

For example, if we want to identify 68 facial landmarks for each image, then the selected image

should have atleast 65 landmarks located within the facial bounding box.

3.1.2 YALE dataset

YALE dataset [76] is a dataset that contains images that are in close proximity to the face,

and some of the faces are annotated with the information about the identity of the subject and

the emotion represented by the face. There are 60 images with both the emotion and identity

labels, which span across 15 male and female users and 4 emotion classes (happy, sad, normal and

surprised). Since this is not adequate to train the adversarial model, the dataset was augmented

using random rotation, horizontal flip, and random noise addition. This increased the size of the

dataset to 2067 images, which are divided into train and validation datasets with a ratio of 4:1. The

dataset is fairly balanced across the different emotion and user identity classes.

3.1.3 JAFFE dataset

JAFFE dataset [77] a dataset that contains images specifically from japanese female subjects.

The faces are in close proximity to the camera and contain information about the subject’s identity

and the emotion information represented by each image. There are multiple images with different

emotions for the same set of subjects. There are 10 subjects with 7 emotions (neutral, sadness, sur-

prise, happiness, fear, anger, and disgust) with a total of 213 images. The images were augmented

in the same way as YALE dataset, which resulted in a total of 3067 images which are divided

into train and validation datasets with a ratio of 4:1. The dataset is also fairly balanced across the

different emotion and user identity classes.

3.2 Landmarks selection

The following landmarks were selected to train the DeepPrivacy model:
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1. All 68 landmarks. Lets call this k68

2. The landmarks having above average composite score in the YALE. Lets call this kmeanyale .

3. The landmarks having above average composite score in the JAFFE. Lets call this kmeanjaffe.

4. The top 12 landmarks with the highest composite score from YALE. Lets call this k12yale.

5. The top 12 landmarks with the highest composite score from JAFFE. Lets call this k12jaffe.

3.3 Training DeepPrivacy model

After selecting the landmarks, we trained the following models using the DeepPrivacy network.

1. Pre-train using FDF dataset with k68 landmarks

(a) Finetune the model with YALE dataset with the same k68 landmarks.

(b) Finetune the model with JAFFE dataset with the same k68 landmarks.

2. Pre-train using FDF dataset with kmeanyale landmarks

(a) Finetune the model with YALE dataset with the same kmeanyale landmarks.

(b) Finetune the model with JAFFE dataset with the same kmeanyale landmarks.

3. Pre-train using FDF dataset with kmeanjaffe landmarks

(a) Finetune the model with YALE dataset with the same kmeanjaffe landmarks.

(b) Finetune the model with JAFFE dataset with the same kmeanjaffe landmarks.

4. Pre-train using FDF dataset with k12yale landmarks

(a) Finetune the model with YALE dataset with the same k12yale landmarks.

(b) Finetune the model with JAFFE dataset with the same k12yale landmarks.

5. Pre-train using FDF dataset with k12jaffe landmarks
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(a) Finetune the model with YALE dataset with the same k12jaffe landmarks.

(b) Finetune the model with JAFFE dataset with the same k12jaffe landmarks.

For training DeepPrivacy, we used an NVIDIA RTX 2060 GPU with 6GB of memory. The

batch size was used was 2. Training on FDF dataset took approximately 18 hours for 1 set of

landmarks. Finetuning on YALE dataset took approximately 5 hours and finetuning on JAFFE took

approximately 7 hours for the same set of landmarks. Automatic mixed precision implemented by

NVIDIA apex was used during the training process in order to reduce the amount of GPU memory

ulitized and boost the training speed.

3.4 Evaluating DeepPrivacy model

The fine-tuned DeepPrivacy models for various landmarks were evaluated using the method

described in section 2.4. The ResNet classifier was trained using an NVIDIA RTX 2060 GPU with

6GB of memory. The batch size was used was 128. We used a learning rate scheduler, which

will change the learning rate after every batch of training. The strategy for scheduling that we

used is called the “One Cycle Learning Rate Policy”, which involves starting with a low learning

rate, gradually increasing it batch-by-batch to a high learning rate for about 30% of epochs, then

gradually decreasing it to a very low value for the remaining epochs. Figure 3.2 represents the

learning rate scheduler that was used for this purpose.

Figure 3.2: Learning rate scheduler used in training the ResNet classifier
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We used weight decay in order to prevent the weights from becoming too large by adding

the weight values to the loss function. We also utilized gradient clipping in order to prevent the

gradients from jumping momentarily to a high value and ruining the model mid training. This

limits the gradient values within a particular range and prevents it from increasing arbitrarily. The

training was carried out for a maximum of 30 epochs, which took approximately 3 minutes for

each individual classification task.
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4. RESULTS

4.1 Objective 1: Quantifying the amount of emotion and identity information carried by

facial landmarks

To quantify the emotion and identity information carried by each of the facial landmarks, we

follow the steps mentioned in section 2.2. We find the composite scores for the landmarks sep-

arately for YALE and JAFFE dataset because both the datasets have different set of users and

emotion classes.

4.1.1 Quantifying landmarks using YALE dataset

Figure 4.1a represent the fisher scores of the facial landmarks with respect to the emotion

labels in the YALE dataset. As from the graph, it is evident that some of the landmarks carry more

emotion information compared to the rest. The landmarks at the inner eyebrows and the lower lip

have a score of above 0.12. This result makes sense, since our eyebrows and lips are sensitive to

our emotional expression and hence they carry a lot of emotion based information about the face.

Figure 4.1b represents these landmarks with these scores.

Figure 4.2a represent the fisher scores of the facial landmarks with respect to the identity labels

in the YALE dataset. As from the graph, it is evident that some of the landmarks carry more

identity-based information compared to the rest. The landmarks at the inner eyebrows and the

lower lip have a score of above 1.1. This result makes sense, since our eyes, eyebrows and the

shape of our nose can help us uniquely identify human faces and hence they carry a lot of identity

based information about the face. Figure 4.2b represents these landmarks with these scores.

Figure 4.3a represent the overall composite scores of each landmark in the YALE dataset. Here,

we have selected landmarks that have an overall score of greater than 0.15. Figure 4.3b represents

these landmarks with these scores.
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(a) Graph representing the fisher score of the facial landmarks with
respect to the emotion labels in the YALE dataset

(b) Landmarks that have a high fisher
score with respect to emotion.

Figure 4.1: Fisher scores of each facial landmark with respect to emotion and the equivalent land-
marks that have a high fisher score.

(a) Graph representing the fisher score of the facial landmarks with
respect to the identity labels in the YALE dataset

(b) Landmarks that have a high fisher
score with respect to user identity.

Figure 4.2: Fisher scores of each facial landmark with respect to user identity and the equivalent
landmarks that have a high fisher score.
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(a) Graph representing the composite score of each landmarks in
the YALE dataset

(b) Landmarks that have a high composite
score.

Figure 4.3: Composite scores of each facial landmark and the equivalent landmarks that have a
high composite score.

4.1.2 Quantifying landmarks using JAFFE dataset

Figure 4.4a represent the fisher scores of the facial landmarks with respect to the emotion

labels in the JAFFE dataset. As from the graph, it is evident that some of the landmarks carry more

emotion information compared to the rest. The landmarks at the inner eyebrows and the lower lip

have a score of above 0.3. This result makes sense and it is similar to the results that we obtained

from YALE dataset 4.1b, since our eyebrows and lips are sensitive to our emotional expression and

hence they carry a lot of emotion based information about the face. Figure 4.4b represents these

landmarks with these scores.

Figure 4.5a represent the fisher scores of the facial landmarks with respect to the identity labels

in the JAFFE dataset. As from the graph, it is evident that some of the landmarks carry more

identity-based information compared to the rest. The landmarks at the nose, upper lip and chin

have a score of above 0.18. This is different from the results thaat we obtained from YALE dataset
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(a) Graph representing the fisher score of the facial landmarks with
respect to the emotion labels in the JAFFE dataset

(b) Landmarks that have a high fisher
score with respect to emotion.

Figure 4.4: Fisher scores of each facial landmark with respect to emotion and the equivalent land-
marks that have a high fisher score.

in figure 4.2b, which maybe because JAFFE dataset is not as diverse as YALE, and this may

contribute to a skew in the set of landmarks that helps us uniquely identify faces in the dataset.

Figure 4.5b represents these landmarks with these scores.

Figure 4.6a represent the overall composite scores of each landmark in the JAFFE dataset.

Here, we have selected landmarks that have an overall score of greater than 0.6. Figure 4.6b

represents these landmarks with these scores.

4.2 Objective 2: Employing machine learning models to perform privacy preserving emo-

tion detection using selected landmarks

In order to answer this question, we followed the methodology described in section 2.3. We

selected the landmarks mentioned in section 3.2. The first set of landmarks that we used it k68. Let

us call this case 1. k68 is represented by the figure 2.1. The next set of landmarks were kmeanyale and

kmeanjaffe. Lets call this case 2. These two set of landmarks are represented by the figure 4.7

The next set of landmarks were k12yale and k12jaffe. Lets call this case 3. These two set of
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(a) Graph representing the fisher score of the facial landmarks with
respect to the identity labels in the JAFFE dataset

(b) Landmarks that have a high fisher
score with respect to user identity.

Figure 4.5: Fisher scores of each facial landmark with respect to user identity and the equivalent
landmarks that have a high fisher score.

(a) Graph representing the composite score of each landmarks in
the JAFFE dataset

(b) Landmarks that have a high composite
score.

Figure 4.6: Composite scores of each facial landmark and the equivalent landmarks that have a
high composite score.
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(a) Case 2a: Landmarks with above aver-
age composite score in YALE dataset

(b) Case 2b: Landmarks with above average com-
posite score in JAFFE dataset.

Figure 4.7: Set of landmarks used for case 2 analysis.

landmarks are represented by the figure 4.8

After selecting the landmarks, we followed the evaluation approach described in section 2.4.

Emotion recognition and user identity recognition tasks were performed using the anonymized

images trained using the landmarks mentioned in case 1, case2 and case3 and the resulting un-

weighted accuracies were recorded. Table 4.1 represents the results obtained on YALE dataset and

table 4.2 represents the results obtained in JAFFE dataset.

Looking at table 4.1, we can observe that the baseline model is pretty good at understanding the

emotional information contained in the image, and shows decent performance when understanding

the identity-based information. When we use all the 68 landmarks (Case 1), we are able to reduce

the amount of identity information by a considerable margin, but we also lose quite a bit of emotion

information as well. We hypothesize that this is because the modified DeepPrivacy network is

struggling to optimize for all the 68 landmarks as constraints. And hence it is not able to retain

emotion information effectively. When we select only the top landmarks (Case 2a and Case 3a),
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(a) Case 3a: Landmarks with the top 12 composite
score in YALE dataset

(b) Case 3b: Landmarks with the top 12 compos-
ite score in JAFFE dataset.

Figure 4.8: Set of landmarks used for case 3 analysis.

Set of landmarks
Emotion classifica-
tion score

Identity classifica-
tion score

Baseline: No landmarks/non-anonymized 83.71% 48.44%
Case 1: All 68 landmarks 38.84 % 30.36%
Case 2a: Landmarks with above average compos-
ite score (24)

71.88% 27.34%

Case 3a: Top 12 landmarks with highest compos-
ite score

55.47% 10.74%

Table 4.1: Unweighted accuracies of emotion and identity classification using the landmarks from
YALE dataset.
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Set of landmarks
Emotion classifica-
tion score

Identity classifica-
tion score

Baseline: No landmarks/non-anonymized 89.66% 99.55%
Case 1: All 68 landmarks 20.54 % 88.17%
Case 2b: Landmarks with above average compos-
ite score (21)

32.37% 79.32%

Case 3b: Top 12 landmarks with highest compos-
ite score

25.74% 47.77%

Table 4.2: Unweighted accuracies of emotion and identity classification using the landmarks from
JAFFE dataset.

we are able to effectively suppress the identity information, while retaining a considerable chunk

of the emotion information. This result is promising since it confirms our earlier assumption that

utilizing landmarks with high composite score can help us retain high emotion information while

leaving out identity based information.

Taking a look at table 4.1, we can observe that the baseline model is extremely good at un-

derstanding the emotional information contained in the image, and shows excellent performance

when understanding the identity-based information. When we use all the 68 landmarks (Case 1),

a considerable amount of identity information is retained, while we lose a lot of emotion informa-

tion. This is similar to the results we saw with the YALE dataset, where the modified DeepPrivacy

network is struggling to optimize for all the 68 landmarks as constraints. And hence it is not able

to retain emotion information effectively, and is retaining too much identity information. When

we select only the top landmarks (Case 2b and Case 3b), we are able to suppress the identity infor-

mation to a considerable extent, while retaining a decent chunk of the emotion information. This

result is not as promising as the one obtained using YALE dataset, which maybe because JAFFE

dataset is not as ethnically diverse as YALE dataset. We previously saw that this may create a skew

in the dataset resulting in landmarks having a different distribution of composite scores.

Figure 4.9 represents some sample visualizations of the best performing anonymizer model

that was finetuned using YALE dataset. The first 3 images represent a successful anonymization,

where the resulting image represent the same emotion as the original image, but does not resemble
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Figure 4.9: Sample results obtained from YALE dataset using the best performing model.

the original image in terms of user identity. The 4th image is an un-successful anonymization,

where the resulting image fails to convey the same emotion as the original image. Even though

emotional understanding can be subjective based on the user, it is clear from the first 3 images that

the original image and the resulting image convey nearly the same emotion information.

Figure 4.10 represents some sample visualizations of the best performing anonymizer model

finetuned using the JAFFE dataset. Similar to the earlier example, the first 3 images represent

a successful anonymization, and the 4th image represents an unsuccessful anonymization. For

JAFFE dataset, the emotion of the transformed images are not as clear as the images observed

using YALE dataset. This is consistent with the results obtained in table 4.2.

4.3 Objective 3: Evaluating the generalizability of the selected landmarks across different

datasets

In order to evaluate the generalizability of the selected landmarks, we anonymize the images

in the YALE dataset with the landmarks chosen using JAFFE dataset and vice versa, and evaluate

the images the same way we described in section 2.4. We use the landmarks kmeanyale and k12yale on

the JAFFE dataset and kmeanjaffe and k12jaffe on the YALE dataset. If the landmarks that we chose
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Figure 4.10: Sample results obtained from JAFFE dataset using the best performing model.

Set of landmarks
Emotion classifica-
tion score

Identity classifica-
tion score

Baseline: No landmarks/non-anonymized 83.71% 48.44%
Landmarks with above average composite score in
JAFFE

51.54% 27.34%

Top 12 landmarks with highest composite score in
JAFFE

62.48% 0.0%

Table 4.3: Unweighted accuracies of emotion and identity classification using the landmarks from
JAFFE dataset evaluated on YALE dataset.

are generalizable, we would see a similar performance on both the datasets using the same set of

landmarks.

Table 4.3 represents the results obtained using landmarks kmeanjaffe and k12jaffe on the YALE

dataset. We can observe that using JAFFE’s landmarks on YALE dataset still yields good re-

sults, when compared to table 4.1. We are getting good scores on the emotion classification task

and bad scores on identity classification task. This means these landmarks are also doing a good

job in retaining emotion information and suppressing identity information.

Table 4.4 represents the results obtained using landmarks kmeanyale and k12yale on the JAFFE dataset.
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Set of landmarks
Emotion classifica-
tion score

Identity classifica-
tion score

Baseline: No landmarks/non-anonymized 89.66% 99.55%
Landmarks with above average composite score in
YALE

26.34% 95.31%

Top 12 landmarks with highest composite score in
YALE

30.12% 47.29%

Table 4.4: Unweighted accuracies of emotion and identity classification using the landmarks from
YALE dataset evaluated on JAFFE dataset.

We can observe that using YALE’s landmarks on JAFFE dataset yield similar results, when com-

pared to table 4.1.

Therefore, after comparing the results from table 4.1 to 4.3 and comparing table 4.2 to 4.4, it is

clear that the chosen landmarks can be generalizable across datasets.
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5. DISCUSSION

In this theses, we proposed an approach for emotion-preserving image anonymization. We

identified landmarks across the face and quantified the amount of emotion and identity information

carried by each landmark. We then utilized these landmarks to modify the DeepPrivacy network

architecture [1] that allows us to generate realistic looking anonymized images that preserve the

emotion based information. We then evaluated the quality of the anonymized images by perform-

ing emotion and user classification, which proved the working of our approach. In answering our

research questions, our results indicate the existence of key landmarks in the face that contribute

most to emotion-related information. Using these landmarks, we can achieve moderate to high

emotion recognition accuracy and reduced face recognition accuracy for the YALE dataset. How-

ever, the proposed approach did not perform that well on the JAFFE dataset, potentially due to the

low diversity of data on the same dataset, which potentially prevented the conditional GAN from

generalizing. Finally, the landmarks identified as the most emotion-relevant in JAFFE dataset were

also capable of conducting privacy preserving emotion recognition in YALE>

Despite the promising results, our current study depicts the following limitations. We trained

and evaluated our model using YALE and JAFFE dataset, which were collected in laboratory condi-

tions where the user’s emotion is clearly visible. Therefore the data is clean and does not represent

the natural emotions that we encounter in real life. In the future, we aim to extend this study for

datasets that more closely represent real world faces and emotions, such as the CAS-PEAL Faces

database [83], and Indian movie faces database [84] which contain more images and represent a

bigger pool of users and expressions. Also, the size of the dataset was a limitation, since the YALE

and JAFFE dataset covers only a handful of emotions and test subjects. The lack of a large, diverse

dataset with high quality images where each image is annotated with both the emotion and identity

information was an impediment to our research.

There are many ways in which one can build upon the work presented in this thesis. In our

approach, we consider emotions as static, well defined classes. But in real world, emotions are
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much more subtle, and can be quantified via a continuous spectrum rather than discrete categories.

As part of future work, one could model emotion recognition as a multi-variate regression problem

where we measure the intensity of different emotions in the face. Also, we presented the emotion

information to the generator in the form of facial landmarks that carry a high degree of emotion-

based information. The landmarks were represented through a one-hot encoding. This means that

each landmark is given the same weight while training the generator. However, each landmark car-

ries a varying degree of information, as calculated using the composite score formula represented

by equation 2.3. Future work can use a weighted one-hot encoding approach based on the compos-

ite score of each landmark so we can add an extra layer of knowledge to the adversarial network.

Despite the encouraging result, the proposed approach would benefit from existing baselines that

conduct image anonymizations, such as generic conditional GANs or adversarial learning. We

can use the default DeepPrivacy to anonymize the YALE nad JAFFE dataset and use this as one

such baseline to compare the results from our modified DeepPrivacy. We can also implement the

method described by Agarwal et al. [3], which is another approach towards differential privacy,

and compare it with our method for further analysis. In addition to this, as part of the future work, it

would be beneficial to encode in the proposed approach potential interactions between landmarks.

Emotional expression relies on the interplay between different facial points, therefore it would be

reasonable to encode this interplay when conducting user anonymization.

Even though this approach is focused on the task of privacy preserving emotion recognition, it

can be potentially generalized to other key behaviors relevant to mental health. Privacy and user

anonymization are inherent issues in several behavioral studies that involve collection of human

generated signals to predict psychological and cognitive outcomes. For example, leveraging pub-

licly available data, we can develop privacy-aware systems for stress detection, cognitive demand

recognition, and performance prediction [85, 86].

Privacy-preservation is particularly relevant to IoT devices. The proposed framework is com-

putationally expensive and requires a lot of storage space and memory, since the generator network

involved the learning of approximately 47.4 million parameters. Despite the high computational
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capability and storage capacity of today’s IoT devices, efficiency is a prominent issue. Designing

compressed privacy- preserving behavior recognition systems remains an open problem, which

can be an interesting topic for future work. Potential solutions towards this would be to develop a

cloud based API with a pre-trained module which can perform image anonymization. This could

alleviate a lot of computational load from the edge devices.
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6. CONCLUSIONS

Privacy is of utmost importance when we are dealing with sensitive human generated signals,

such as human faces. In this thesis, we first identified facial landmarks and quantified the amount

of emotion and identity based information carried by each landmark. Then, we identified desirable

landmarks that carry a high degree of emotion based information and a low degree of identity based

information. We utilized these landmarks to modify DeepPrivacy to transform images by ignoring

the identity based information and retaining emotion based information from the input images,

while ensuring that the tranformed image is as realistic as possible. We then evaluated the quality

of the anonymized images by performing emotion and user classification. Results obtained using

YALE and JAFFE dataset indicate the feasibility of our proposed approach in anonymizing facial

images while retaining sufficient amounts of emotion based information. Our approach can be

used to implement safer, more privacy-aware emotion recognition and other behavior recognition

systems.
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