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ABSTRACT 
 
 

With the goal of inventing an integral on-machine integral 3D machine vision 

inspection system, which monitors the parts quality and extract required patterns or 

structures during the manufacturing process using low-cost hardware and in a high-speed 

mode, this dissertation discussed the newly developed strobe-stereoscopy (SS) technique 

for in- motion targets examination. Stereoscopy is utilized for 3D reconstruction from 

recorded image pairs based on the triangulation of the display pixels, test target, and 

cameras. Stroboscopy is introduced to lock the moving target at different locations by 

frequency matching between the light source and the controlled motor. 

Fluorescent fluid was introduced and implemented to the SS system for 

high-gloss reflective surface inspection. Stereoscopy technique is limited on the diffused 

surface because of the sensitivity to illumination dispersion, fluorescent strobe-

stereoscopy (FSS) technique overcomes the limitation to polished surface inspection and 

is applied to step- by-step fabrication process monitoring thus complete the metrology-

in-loop for the automated production. The surface filtering-based image selection and 

extraction approach (ISE) is created for quick pattern extraction from the freeform base 

structure, which was integrated into the built hardware configuration. 

In this dissertation, the performance of inspection systems has been analyzed and 

validated with comprehensive experiment results. Potential and future work of the 

proposed technique was included as well. 
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1. INTRODUCTION 
 
 

In this chapter, criteria for surface quality inspection and the existed surface 

metrology techniques are reviewed in Sec. 1.1. The research motivation is presented in 

Sec 1.2. The dissertation overview is described in Sec 1.3. 

 
1.1. Current Surface Quality Inspection System 

 
The Fourth Industrial Revolution, known as Industry 4.0[1], conceptualizes rapid 

change to technology, industries, and societal patterns and processes in the 21st century 

due to increasing interconnectivity and smart automation[2]. Maximizing collaboration 

productivity to be adapted to this rapidly changing world, globalization, customized mass 

products and automation process[3] is the ultimate goal for industry 4.0. 

This concept aims to create smart or intelligent manufacturing, metrology, supply 

chains and products [4-6], and also to link the industry to the information technology, as 

well as all associated activities[7]. 

(1) smart manufacturing[8,9]: the use of data analytics and new manufacturing 

techniques and technologies (such as autonomous robots, multi-purpose production lines 

and augmented reality) helps to improve quality and accelerate production. This enables 

new business models such as mass customization. 

(2) Smart metrology[10-13]: the implementation of a revised metrological function 

to make relevant decisions with the support of emerging digital technologies. This requires 

the metrology system to be autonomous, flexible, high productive, and self-adaptable to 
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the fabrication line. This enables the business models with in-time monitoring and can 

further reconfiguration of a production process. 

(3) smart supply chains and products[14-16]: the intelligent data acquisition and 

analysis about the products, flow of information, feedback from customers and market in 

real time, thus enabling tracking of products attributions in an integrated business planning 

model to challenge the changing of environment. This also enables remote diagnostics and 

predictive maintenance and can optimize the operating condition. 

1.1.1. Metrology requirements for automated mass production 
 

Metrology is always the challenge to warranty the quality of parts. Nowadays, the 

metrology development requirements are related to the trustworthiness of measurement in 

different scales, timeliness and security of the connection to a data processing unit and 

forming the predictions of the course of the process analyzed[17]. 

Figure 1.1 summarize the common inspection applications during the 

manufacturing process. For automated mass production specifically, it requires high-speed 

and instantaneous analysis, with the field of view (FOV) varied from millimeter to meter 

range and down to 1millimeter range of depth uncertainty. Four main criteria, surface 

quality examination, target locating, high-speed instantaneous or fast analysis, flexible 

metrology-in-loop with fabrication line, are shown in this figure as well. 
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Figure 1.1 Applications distribution for process control during the manufacturing 

based on the Depth of field/Object size and Depth uncertainty. 

For most of the products, the surface profile monitoring, surface form metrology, 

target identification and location determination are the fundamental objectives through the 

process control. For the integral metrology system, two most challenging issues exist[18], 

which are high-speed in monitoring and inspection, flexible in the imbedded metrology- 

in-loop system. 

For the “high-speed”, on the one hand, it requires faster measurement processes 

for the rapid provision of information[19], on the other hand, it requires the integration of 

measurement technology into production processes, particularly by means of 

automation[7]. 
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For the “flexibility” is the key factor to link manufacturing industry to the 

information technology. Individualized products require a corresponding adjustment of 

processes, which means that production facilities are frequently reconfigured and 

associated changes in production control operations are necessary[20,21]. These 

changes must be implemented efficiently for economy efficiency for the real world, 

where the metrology plays an essential role. 

1.1.2. Surface quality inspection techniques 
 

Surface metrology can be categorized as contact profilometry and non-contact 

profilometry, while the second includes the displacement method and the non-contact 

optical methods. In the same way, Figure 1.2. summarizes the corresponded metrology 

techniques distribution among the depth of field /object size and depth uncertainty. 
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Figure 1.2 Applications distribution for common surface metrology techniques based 

on the Depth of field/Object size and Depth uncertainty. 

Contact profilometry[22] is widely accepted and has been used for many decades 

in manufacturing field for arbitrary surface profile measurement. It normally uses stylus 

type devices, which correlate the vertical displacement of mechanical, electrical or optical 

transducers, to scan along the surface. The resolution can be in atomic scale when atomic 

force microscope[23] is used. The disadvantages are obvious, as this method requires 

direct physical contact with the surface of the workpiece, the test surface can be potentially 
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damaged, also, the measurement time is relatively long for excellent lateral resolution. 

Therefore, it is not suitable for high-speed and high-volume production systems. 

Non-contact profilometry involves with displacement sensor related techniques, 

such as laser tracker, capacitive sensor, eddy current sensor, and optical profilometry. The 

type is flexible on the object size, however, as either reference ball is included or involves 

with the limitation on materials and the displacement between the sensor and the target 

sample, the metrology time is long as well and the resolution is related to the reference 

ball size or the sensor size. 

Optical profilometry in the precision metrology includes microscopy and 

interferometry. Confocal microscopy is first described by Minski in 1957 [24,25] and 

applied in the surface characterization. Surface roughness and profile can be measured 

with high vertical resolution with large numerical aperture(0.6<NA<1.4)[26,27], 3D 

reconstruction can be achieved in micro-scale[28], reconstruction in large field of view 

can be finished with stitching process. This technique is still single point detection, the 

speed of data acquisition is a limiting factor. 

Interferometry utilizes the wave nature of the light to achieve high accuracy 

measurement by detecting the optical path length difference between reference surface 

and test surface[29].Modern interferometers apply white light instead of monochromatic 

light for high steep surface, as it distinguishes discontinuity of the surface for example 

deep valleys or high steps[30]. This avoid the using of computer-generated hologram 

(CGH) [31,32] as null optics in classic interferometry. Still, stitching process is required 
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for mm range of measurement. All these developed non-contact methods are off-line- 

based, because of the requirement for environment stability and long processing time. 

Triangulation based machine vision systems are based on capturing images 

(typically via cameras), extracting a series of data from images, making a decision 

according to the analyzation[33]. This method is promising for on-machine monitoring 

processes because of its cost-effective data acquisition devices, along with emerging 

technologies in fast image processing and computer vision. 2D image analysis studies 

have been carried out for the assessment surface texture and roughness. These methods 

are based on statistical analyses of the gray-scale images in the spatial domain [34]. A 2- 

D fast Fourier transform (FFT) of the digitized surface image in which the magnitude and 

frequency information obtained from the FFT are used as measurement parameters of the 

surface finish has developed by Hoy and Yu [35]. Ashour et al. [36] presented a study on 

the classification of different types of machining using histogram-based features. 

3D image reconstruction techniques based on triangulation, like stereoscopy and 

structure light. Comparing with 2D analysis, 3D analysis is less sensitive to the 

illumination intensity variation, and more accurate in the dimension as the depth 

information can be directly calculated instead of assuming the targets are in a flat 

surface[37]. Krishna et al.[38] proposed surface topography characterization using 3D 

stereoscopic reconstruction of SEM images pair. Hu et al.[39] discussed the relationship 

of roughness parameters calculation process under stereoscopic algorithm based on ISO 

standard. Unsupervised defects detection and categorization in railway[40], concrete [41], 

PCB board [42] and welding industry[43-44] have been well reported. 
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Time of flight techniques detect direct displacement between the sensor and object. 

It based on the time difference between the emission of a signal and its return to the sensor 

after being reflected by an object. Because of this, it is widely applied on the large-scale 

metrology, and the vertical resolution is low as it can be shown in the Figure 1.2. 

Table 1.1 summarized the discussed the capability of existed surface metrology 

methods for in-line analysis. 

Table 1.1 capability of summarized metrology methods for four criteria in automated 

mass production in-line analysis. 

Contact method, or 
  displacement methods  

Microscopy, 
interferometry  

Triangulation 
stereo vision  

Time of Flight 
Technique  

Surface 
quality 

moderate easy moderate difficult 

Target 
location 

easy moderate easy easy 

Fast 
analysis 

difficult difficult easy difficult 

Metrology 
  -in-loop  

difficult moderate easy difficult 

 

From the discussion above, in-process metrology system is required for the 

automated mass production inspection. On-machine or in-process metrology means the 

measurement of the work-piece surface carried out on a manufacturing machine where the 

workpiece is manufactured[45]. 

Measurement systems for on-machine and in-process surface metrology can be 

classified into probe-scan systems and full-field systems. As we discussed above, the 

probe systems cost long measurement time, also, such systems involve with the 
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uncertainty sources of motion errors of machine axes, probe alignment errors, thermal 

drift, vibration, etc. [46]. The full-field system, which is usually an optical system, a light 

beam is projected onto a certain area of the workpiece surface for capturing the three- 

dimensional (3D) topographic information over an area, which is often referred to as the 

field of view (FOV) of the system[45]. As the interferometry and the microscopy systems 

are designed with high cost, difficulties on the mounting process, and sensitivities to the 

working environment, the triangular based machine vision surface inspection systems 

match with the requirement for automated mass production inspection. This technique 

with the ability to detect small defects, monitor the surface profile quality while 

manufacturing, and categorize desired pattern, it can also provide valuable data that can 

be used for optimizing processes. 

 
1.2. Motivation 

 
The motivation of this dissertation is to build an integral stereoscopic inspection 

system for surface quality and feature selection at both single framed location and 360° 

full-view 3D reconstruction. Machined parts with low and high reflectance are considered 

as target sample, thus it can track the target performance through different manufacturing 

status from the ground to polished surface. Feature selection algorithm is investigated for 

desired structure extraction. 

Through this dissertation, we want to provide a solid understanding of the 

proposed system fundamentals and principles, and practical solutions to different 

industrial applications. From the engineering point of view, we hope to apply this system 
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on real manufacturing projects to have practical implementation and verification. Figure 
 

1.3. presents the research motivation, objectives and proposed solutions. 
 

 
Figure 1.3 Research motivation, objectives and proposed solution. 
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1.3. Dissertation Overview 
 

This dissertation consists of six chapters. It proposes an on-machine whole view 

scanning stereoscopic system and summarizes engineering implementation for different 

metrology projects. 

Chapter 2 BACKGROUND describes the test principle of stereoscopy and surface 

feature extraction techniques based on filtering process. This is the fundamentals of further 

proposed methods. 

Chapter 3 STROBO-STEREOSCOPY proposes a fundamental system for on 

machine 3D reconstruction and examination configuration. Experiments were performed 

on a 2’’ diameter patterned roll and a 3/8’’ diameter micro mill tool to prove the 

capability. A 1’’ machined cylinder target was applied for a machining process 

monitoring, surface profile on each status was examined, geometric dimension and 

tolerance like cylindricity, roundness axis straightness were measured as well. 

Chapter 4 FLUORESCENT STROBO-STEREOCOPY provides an implemented 

strobe-stereoscopy method for high reflectance surface. The effect comparison with 

fluorescent liquid and with different intermedia on 1’’ cylindrical target was provided. A 

test system utilizing this method for 2’’ patterned aluminum coated surface was presented 

at the end of this chapter. 

Chapter 5 FEATURE SEGMENTATION AND EXTRACTION TECHNIQUE 
 

describes a filtering process based automated feature segmentation and extraction 

technique for 3D surface map. This technique can extract the desired structure information 
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from the random base structure. The experiment on 1mm and 0.1 mm round shape patterns 

extraction was presented. 

Conclusion and further implementations are given in Chapter 6. 
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2. STEREOSCOPY METROLOGY OVERVIEW 
 
 

In this chapter, the fundaments of stereoscopy metrology are introduced. The 

history of stereoscopy is reviewed in Sec. 2.1. The principle of stereoscopy is described 

in Sec 2.2. The current applications and challenges are summarized in Sec 2.3. 

2.1. History of Stereoscopy 
 

Stereo vision is motivated from the human vision system, which can perceive 

depth properties of a pair of images. The stereoscope was first described and invented by 

Sir Charles Wheatstone in 1838[47] for entertainment, astronomy and geography 

observation. The first stereoscopic observation of moon surface was finished in 1858 [48]. 

The modern computational solutions for stereo vision problems involves six steps: 

image acquisition, camera modeling, feature acquisition, image matching, distance (depth) 

determination, and interpolation[49]. Stereoscopic images can be acquired in various 

ways based on the application to determine the field of view, resolution, illumination and 

so on. Camera model is related to the coordinate systems of two cameras and the target 

scene and the distortion removal with the captured image pairs. Feature acquisition and 

image matching is to match the elements of the target in the left and right image pairs, 

featureless areas of nearly homogeneous brightness cannot be matched with 

confidence[50]. Once accurate matches have been found, the determination of distance 

will be a relatively simple matter of triangulation. Interpolation is to match the 

reconstruction depth matrix from a sparse array to a dense one when the depth map is not 

complete enough to capture the important changes in depth. 



 
14 

 

2.2. Stereoscopy Principle 
 

The common type of the stereoscopy technique is embedded with two CCD 

(charge - coupled device) or CMOS (complementary metal oxide semiconductor) cameras 

capturing images located bilaterally symmetrically regarding the target. The 3D scene is 

reconstructed by the location information of the same object points from both the left and 

right images. Figure 2.1 shows the principle of the stereoscopic imaging process. 

 
 

 
 

Figure 1.4. Stereoscopic system principle[51]. 
 

Camera 1 and 2 with their own coordinate system and same f, which is the focal 

length of the lens system, B is the base line and D is the measured distance from the point 

O on the target to the CCD of the camera system. According to the triangulation and lens 

equation, where 
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𝐷 = 𝑓 𝐵
 

𝑦2−𝑦1 
− 1 (1) 

 
 

To understand the stereo geometry, a direct calibration method is presented to 

obtain geometric relationship between two stereo cameras, which can be done by 3D 

Euclidean transformations, rotation R and translation T. The projection of three- 

dimensional points (Xm,Ym,Zm) onto the camera sensor (u(n,m),v(u,m))is described by [52] 

 

𝑢𝑛,𝑚 
𝑆 [𝑣𝑛,𝑚 ] = 𝐾 

 
[ 𝑅𝑛 

𝑥𝑚 𝑇𝑛] [𝑦𝑚] = 𝑃 
𝑥𝑚 

[𝑦𝑚] (2) 
𝑚 𝑛 

1 0 0 0 1 𝑧𝑚 
1 

𝑛   𝑧𝑚 

1 
 
 

(3) 
 
 

where (𝑢(𝑚,𝑛) , 𝑣(𝑚,𝑛) ) are the pixel coordinates of the point 𝑚 in camera 𝑛, Sm is 

a normalization factor, 𝐾n is the intrinsic matrix for camera 𝑛, 𝑅𝑛 and 𝑇𝑛 are the rotation 

and translation matrices of camera 𝑛, 𝑃𝑛 is the camera projection matrix and (𝑋𝑚 , 𝑌𝑚 , 

𝑍𝑚 ) are the coordinates of point 𝑚. 𝑓𝑢 and 𝑓𝑣 describe the focal length of the lens in 

the u and v direction respectively and 𝑢0 and 𝑣0 are the pixel coordinates of the 

intersection of the optical axis with the imaging plane. 

Almost all camera lenses have distortions. Distortion is magnification error 

varying with image height which maps straight lines in the objects to be curved lines in 

the camera image. Brown’s model [53-55] is a common model describing camera 

distortion in computer vision which includes radial distortion, decentering distortion and 

thin prism distortion, which arises from imperfection in lens design and manufacturing as 

𝑓𝑢 

𝐾𝑛 = [ 0 
0 
𝑓𝑣 

𝑢0 

𝑣0 ] 
0 0 1 
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well as camera assembly. Due to camera distortion, the image coordinate is shifted from 

its ideal position so that 

 
𝑢𝑑(𝑚,𝑛) = 𝑢(𝑚,𝑛) + 𝛿𝑢(𝑚,𝑛) 

 

𝑣𝑑(𝑚,𝑛) = 𝑣(𝑚,𝑛) + 𝛿𝑣(𝑚,𝑛) (4) 
 

𝑢𝑑(𝑚,𝑛) and 𝑣𝑑(𝑚,𝑛) are distorted point coordinates, 𝛿𝑢(𝑚,𝑛) and 𝛿𝑣(𝑚,𝑛) are the 

amount coordinate shifts due to lens distortion. For radial distortion, it is defined as 

𝛿𝑢(𝑚,𝑛) = 𝑢(𝑚,𝑛)(𝑘1𝑟2 + 𝑘2𝑟4 + 𝑘3𝑟6 + ⋯ ) 

 
𝛿𝑣(𝑚,𝑛) = 𝑣(𝑚,𝑛)(𝑘1𝑟2 + 𝑘2𝑟4 + 𝑘3𝑟6 + ⋯ ) (5) 

where 𝑘1, 𝑘2, 𝑘3 are the radial distortion coefficients, 𝑟2 = 𝑢2 + 𝑣2. 

Decentering distortion arises when the center of the lens elements are not aligned 
 

collinear. It is modelled as 
 

𝛿𝑢(𝑚,𝑛) = 2𝑝1𝑢(𝑚,𝑛)𝑣(𝑚,𝑛) + 𝑝2(𝑟2 + 2𝑢(𝑚,𝑛)
2) 

 
𝛿𝑣(𝑚,𝑛) = 𝑝1(𝑟2 + 2𝑣(𝑚,𝑛)

2) + 2𝑝2𝑢(𝑚,𝑛)𝑣(𝑚,𝑛) (6) 

where 𝑝1, 𝑝2 are the decentering distortion coefficients. 

Thin prism distortion is due to the tilt of lens element or CCD sensor in the 

manufacturing or assembly of the camera. It can be expressed as 



 
17 

 

𝛿𝑢(𝑚,𝑛) = 𝑠1𝑟2
 

 
𝛿𝑣(𝑚,𝑛) = 𝑠2𝑟2 (7) 

 
where 𝑠1 , 𝑠2 are the prism distortion coefficients. Let 𝑞1 = 𝑝1 + 𝑠1 and 𝑞2 = 

𝑝2 + 𝑠2, we have[56] 
 

𝛿𝑢(𝑚,𝑛) = 2𝑢(𝑚,𝑛)(𝑝2𝑢(𝑚,𝑛) + 𝑝1𝑣(𝑚,𝑛)) + 𝑞1𝑟2
 

 
𝛿𝑣(𝑚,𝑛) = 2𝑣(𝑚,𝑛)(𝑝2𝑢(𝑚,𝑛) + 𝑝1𝑣(𝑚,𝑛)) + 𝑞𝑠𝑟2 (8) 

The distortion effect in Eq.(8) is illustrated in Figure 2.2. 
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Figure 1.5. Effect of lens distortion. (a) and (b) show the effect of p1 and p2 , where 

p2 = 0 in (a)  and p1 =0 in(b).(c)and(d)show the effect of q1and q2 ,where q2 

=0in(c)and q1 =0 in(d)[57]. 

Usually the dominated camera distortion is first-order radial distortion, which 

corresponds to 𝑘1 in Eq. (5), the effect can be seen in Figure 2.2. 
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Figure 1.6. Effect of camera radial distortion 𝒌𝟏, (a) 𝒌𝟏   is positive (b) 𝒌𝟏 is negative[57]. 

Image matching algorithms can roughly be classified into two categories: 
 

(1) Area based matching[52]. In this category, the algorithms attempt to correlate 

the intensity of grey levels of image patches, assuming that they present some similarity. 

The underlying assumption appears to be a valid for relatively textured areas and for image 

pairs with small difference. 

(2) Feature matching[56,58]. In this category, the algorithms first extract salient 

primitives from the images, such as edge segments or contours, and match them in two or 

more views. Common techniques are tree searching, relaxation, maximal clique detection, 

etc. Some heuristics such as assuming affine transformation between the two images are 

usually introduced to reduce the complexity. 

The overall calibration has been performed using images of a predefined 

calibration grid. Specific points were extracted to obtain a sufficient number of 

combinations (pixel, 3-D point) to determine the previous introduced intrinsic and 

extrinsic camera parameters or the projection matrix coefficients of the system [38]. These 
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parameters transfer the scene points in 3D space to their corresponding image points, thus 

the measured depth can be recovered. 

In this study, calibration was performed with the same camera systems for the 

target sample measurement. The Stereo Camera Calibrator app in MATLAB was applied 

to the calibration process. 

2.3. Stereoscopy System Applications, Design criteria and Challenges 
 

a Stereoscopy system is often used to accomplish the following tasks: object 

recognition; surface shape and size detection; product processing and assembly; around 

the obstacle avoidance and navigation[59]. The measurement range is from micro scale to 

macro scale. Stereo-microscopy [32,60-62] was proposed for surface roughness, wafer 

pattern measurement based on scanning transmission electron microscope (SEM) or 

traditional microscope. For large field of view from mm to m range, automated 

monitoring techniques was developed for automobile or aircraft assembly process[63-65]. 

Imaging online inspection options are also provided to determine the quality of 

pharmaceutical, or electronics parts [45,66]. By feature detections of obstacles and signals, 

it can also help guidance for autonomous navigation[67,68]. 

The main criterion in stereo system design is to recognize that the part is well made 

according to the specified qualifications[36]. The scene specifications, environment, and 

all the constraints must be considered in the design as this determine the lighting condition. 

The types of materials, limitations in the range of positions of target objects are important 

as it constrains the camera and lens system selection, along with image acquisition 

location. 
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Metrology with stereo vision is a non-contact solution to a board range FOV target 

inspection and is convenient to be embedded to the existed manufacturing. Challenges 

like cost in high-speed mass measurement, high reflective surface measurement, and 

system with metrology-in-loop remain to make advanced 3D shape measurement 

techniques accessible and available to solve challenging problems in science, engineering, 

industry, and our daily lives[69]. 

Although the use of off-the-shelf components has brought down the cost of most 

3D imaging, when it comes to apply one-size-fits-all approach in high speed and mass 

production often require prohibitively expensive customizations. 

Difficulties to measure high specular surfaces are always a challenge as such 

surfaces introduce “false” images into the camera systems. Typically, additional 

equipment, such as polarizers or special arrangements, and adaptive illumination design 

are required [70-71]. The implementation of these additional procedures or equipment 

reduces flexibility for measuring other surfaces. As discussed earlier, recent developments 

have opted for specialized codification approaches to avoid the use of additional hardware 

[72], this also increase the measurement time. 

The needs for system metrology-in-the-loop become critical for an industry such 

as additive manufacturing because each layer should be inspected before moving to the 

next layer. It is even better if the machine can make adjustments on the next layer based 

on the current layer’s information. This goal may be achieved if 3D surface metrology is 

embedded into the manufacturing process such that in situ measurement, in situ data 

analytics, and in situ decision making can occur while the part is being made. One of the 
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most challenging issues is that the software/hardware latency could undesirably slow 

down the production process.
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3. STROBO-STEREOSCOPY* 
 
 

To directly monitor the information of machine tool and machined parts during the 

manufacturing process, this chapter presents a novel 3D imaging technique which 

combines stroboscopy and stereoscopy. By synchronizing the stroboscopic illumination 

system with the spindle control system, this technique enables in-situ 3D reconstructing 

of rotating parts including machine tools. 

Sec 3.1 introduces system methodology and calibration procedures. Then, the 

system setup and initial measurement results are presented. A whole view 3D 

reconstructions process is in Sec 3.3. These results verify the capability of the geometry 

identification of the proposed strobo-stereoscopic imaging technology. Lastly, the 

potential applications of the proposed technology were discussed. 

3.1. Stroboscopy Effect 
 

Stroboscopic effect is a visual phenomenon caused by aliasing. It can be used for 

visual analysis of objects in periodic, high-speed continuous motion. Objects in rapid 

periodic motion can be studied by using the stroboscope to produce an optical illusion of 

stopped or slowed motion[73].When the flash repetition rate of the stroboscope is exactly 

the same as the object movement frequency, or an integral multiple thereof, the moving 

object will appear to be stationary. This is called the stroboscopic effect. 

Along with the modern machine vision techniques, it is possible to perform real- 

 
* Reprinted with permission from “Preliminary study of phase-shifting strobo-stereoscopy for cutting tool 
monitoring” by Xiangyu Guo, ChaBum Lee, 2021, Journal of Manufacturing Process,Vol.64, 1214-1222, 
© 2021 The Society of Manufacturing Engineers. Published by Elsevier Ltd. All rights reserved. 
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time measurement of high-speed motion if a hardware system is employed to execute the 

subsequent-data processing. 

3.2. Strobo-Stereoscopy Methodology 
 

The proposed method is illustrated in Figure 3.1 with a patterned roll example. 

The operation principle is as follows: While stereoscopy is applied for target 3D model 

reconstruction at specific positions, stroboscopy has two operational modes that enable 

on-machine whole-view scene construction. When synchronizing the light source 

illumination frequency and the motion of the object, the object appears to be stationary, 

and this is the phase-locked mode. If minor differences are added to the frequency, the 

object appears to be slowly moving or rotating. This slow-motion can be working as the 

source for the phase-shifting mode. With this phase information, the target can be whole- 

view 3D reconstructed by 360 degrees. 

 
 

Figure 3.1 Strobo-stereoscopy methodology. 
 

The target rotates at a set frequency ω, and the motion control's pulse counter is 

used to control the stroboscopic light, which illuminates the cutting tool's specific area by 
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 blinking the input LED (light-emitting diode) light. A motion controller can be used 

tosynchronize and program the illumination system, camera system, and spindle system. 

Digital signal processing automates measurement operations. 

To eliminate system noise, the center surface is reconstructed using a 

stereoscopic algorithm in conjunction with Gaussian filtering and 3D clustering 

techniques. Alternatively, super-pixel image reconstruction will be used. During the 

neighbor surface stitching process, the SIFT (scale-invariant feature transform) method 

will be used to determine similar characteristics. In conjunction with the rotating angle, 

the panorama surface can be generated. To align the depth data and eliminate stitching 

errors, a surface phase unwrapping process is used. 

The patterned roll will be measured and reconstructed first under various rotating 

speeds in order to determine the optimal working speed condition and demonstrate the 3D 

whole-view reconstruction capability. Following that, mill tools will be measured in that 

condition to determine the geometry shape. Finally, the mill tool with embedded tool bits 

will be monitored under a variety of operating conditions. 

3.3. Synchronizing the Flash of Stroboscopic Light with the Motion of the Rotating 

Objects. 

The rising edge of the Encoder index (Z) signal is used as the signal that the whole 

cycle of rotation is finished. This signal is related to the rotational speed (RPM), and F is 

the desired LED blink frequency in Hz. When F is equal to the spindle rotary frequency, 

both CCDs gather pictures at the single location of the cutting tool. This is also called as 

the phase-locked mode. When F is different from the spindle rotary frequency, which 

means we introduce the delayed time T into the system, a sequence of images was gathered
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under the phase-shifting process for a whole-view 3D reconstruction, this is called as the 

phase-shifting mode. 

 

 
Figure 3.2 Flow chart of stroboscopic motion and light control algorithms. i is a 

positive integer. 

First, the desired number of images per cycle N is set N. The parametric 

relationship can be expressed as: 
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𝑁 = 𝑅𝑃𝑀 
𝑅𝑃𝑀−60𝐹 

 
1 + 𝑇 = 𝑖  60

 

(9) 
 

(10) 
𝐹 𝑅𝑃𝑀 

 

From above, the delayed time information t can be calculated as: 
 
 

𝑡 = 𝑖 60
 

𝑅𝑃𝑀 
− 60 

𝑅𝑃𝑀− 𝑁 
 

𝑅𝑃𝑀 
(11) 

 

To gather a whole-view 3D surface map, after the phase-shifting process, a 

stitching algorithm for the depth map reconstruction is required. The full view 3D surface 

building process was illustrated to explain the depth map reconstruction process as seen 

in Figure 3.3. 

 

 
Figure 3.3 Whole view 3D surface building process. 

 
The phase-locked and phase-shifting algorithm synchronizes the rotational speed 

RPM (revolution per minute) with the light blinking frequency and shifts the phase of the 

light signal from 0 to 360 degree. Stroboscopic control board is designed, manufactured, 

tested, and installed in a computer. The unit has two control modes: phase locked and 
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phase shifting mode. The trigger signal is related to the encoder signal Z to flash the LED 

and capture an image pairs according to a frequency set in advance through software. 

Though the stroboscopic effect can “freeze” the in-motion objects, the exposure 

time can still cause the blurring of the images. Theoretically, the shorter the exposure time 

of the camera and the pulse width of illumination are, the sharper the image will be, but a 

shorter exposure will depress the contrast of the images. To balance the image accuracy, 

pulse width ratio is selected for different rotating RPM. 

3.4. 3D Surface Reconstruction 
 

A 3D printed reference array with 4 mm diameter and 4 mm height cylinders on 

was applied as the reference target to prove the 3D surface reconstruction process. The 

target is shown in Figure 3,4. The reconstruction process on one of the cylinders is in 

Figure 3.5. 

 
 

Figure 3.4. 3D Printed reference array. 
 

The 3D reconstruction is based on the stereoscopic method, the working principle 

is shown in Figure 3.5 (a). After gathering the depth map, tip/tilt (this information could 

be observed in Figure 3.5 (c) depth map and noise information would exist in the raw 
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image. The system error removal process was applied to remove the unbalanced 

information from the reconstruction depth map Figure 3.5 (d). The gaussian filter is 

applied to decrease the noise level and smooth the surface map. Once the surface map 

was achieved, the validation was performed. 

 
Figure 3.5. Stereoscopic reconstruction process (a), example on stereoscopic 

reconstruction process (b), depth map(c) and system error removed and filtered map 

(d). 

Linear measurement results are extracted from Figure 3.5(d), which are presented 

below, where the average value of the height from Figure 3.6 (a) on the proposed method 

is 4.08 mm. Because the part was 3D printed by fused deposition modeling, the printing 

patterns were also observed in Figure 3.6 (b). The target linear-scanned results (blue) are 

compared with the dial-gauge (resolution of 0.001 mm) testing result (orange), as shown 

in Figure 3.6 (b) as well. Fixed with a motorized linear axis, set the initial dial-gauge value 
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to be 0 when it is at the edge of the target structure, the data was read out every 0.5 mm 

along the same-measured direction by the proposed method(Figure 3.5 (d)). The dial 

gauge indicated the height is approximately 4.15 mm, and the height variation can be 

observed in Figure 3.6 (c). 

 
 

 
Figure 3.6. 3D printed part surface map (a), the linear extract measurement in the 

blue arrow line location (b), dial-gauge measured height variation (c), and dial-gauge 

measurement set-up (d). 



 
31 

 

3.5. Experiment and Results 
 

3.5.1. Experiment setup 
 

In the proposed system, to minimize the rotational motion error-induced effect, the 

aerostatic spindle (rotational error < 0.1 µm) with 2048 steps per cycle (encoder signal) 

was applied, and working under the velocity control mode to secure the motion accuracy 

and rotational speed. As shown in Figure 3.7 (a), two CCDs (30 frames per second) with 

the lenses (field of view: 18×24 mm) were installed on two linear rails (x- and z- 

direction) with rotary stages to capture the raw picture of a cutting tool bit for further 3D 

reconstruction. Cross lasers on top of each CCD camera were added to guarantee both 

cameras focus at the exact location of the measurement target. An end mill tool (ø 1/8”) 

was used as the experimental target as seen in Figure 3.7 (b). 

Figure 3.7. Experiment set-up of the proposed method (a) and experiment target end 

mill tool sample (b). 
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3.5.2. Phase-locked mode 
 

The developed strobo-stereoscopy measured the cutting tool geometry under 90, 

360 RPM. The surface reconstruction maps along with the center vertical linear scanning 

results were shown in Figure 3.8. In Figure 3.8(c), a 1 mm interval was added to present 

the results clearly. The similar pattern on the center linear scan can be observed. 

 
Figure 3.8. End mill tool phase-locked surface map at 90 RPM (a) and 360 RPM (b), 

vertical center linear measurement (c), as well as the corresponded target sample 

(d). 
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For each working condition, 5 raw images were captured, the averaged information 

from the raw images was used to reconstruct the surface map. The construction process 

was shown in the previous section. These results provided the ability to measure the 

surface roughness on the edge and flute. For reference, the white areas on the color maps 

were induced by the void areas (no reflective areas) and the surfaces with high slope. Most 

microscopic camera systems have limited performance on the collection of stray light. 

Vertical linear measurements were applied on the surface map to validate the 

surface map reconstruction repeatability. The average values and the deviation values of 

the detected depth of groves (D) and detected length of groves (H) under each working 

RPM were shown in Table 3.1. 

Table 3.1 Vertical linear measurement results under different working RPM. 
 

Rotation speed H (mm)  D (mm) 
 Average Deviation Average Deviation 

90 RPM 3.03 0.14 0.67 0.08 

360 RPM 2.84 0.14 0.83 0.08 
 
 

We also measured the H and D value by digital caliper, which is 2.91 mm and 0.87 

mm correspondingly. These results provide the ability to track the tool surface geometry 

characteristics. The deviation here indicates the difference of H and D along each black, 

red and blue line. The deviation resulted from the cutting tool geometry, although a few 

micrometer-scale deviations due to CCD camera pixel size could be involved. From the 

results, it is obvious that the deviation value remains the same for both 90 and 360 RPM 

condition, which represents the stable performance of the proposed technique. However, 
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the different average value exits, and this comes from the quality of the “frozen image” 

under different working RPM. 

3.5.3. Phase shifting mode 
 

From the phase-locked mode results, when working RPM was 90, the surface 

reconstruction map showed the most complete results among other tests. Thus, the cutting 

tool was rotated under 90 RPM for the phase-shifting mode experiment, and the desired 

number of images per cycle was set to be 18 (20-degree imaging interval). A series of 

screenshots of the phase shifting ‘frozen moment’ is shown in Figure 3.9. 

 
 

Figure 3.9. End mill tool phase-shifting raw image from location 1~6. 
 

The center surface reconstruction is based on the stereoscopic algorithm. Before 

the depth map is recovered, pre-process for target centering, distortion removal, and 

brightness adjustment need to be done. Gaussian filter is applied to remove system noise. 

For the neighbor surfaces stitching process, SIFT (scale-invariant feature transform) [45] 

was used to determine the similar characteristics first, as they provided reference 

information. After the stitched panorama surface was generated, a whole surface phase 

unwrapping process was applied to remove the stitching errors. Figure 3.10 shows a 

stitched geometry expanded surface map and a vertical wave-fall map based on the phase- 

shifting process. 
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Figure 3.10. End mill tool phase-shifting geometry expanded panorama surface map 
 

(a) and the vertical wave-fall map (b). 
 

The preliminary study experiment was performed on an end mill tool (ø1/8”), two 

working modes: phase-locked and phase-shifting modes were simultaneously operated. 

The phase-locked mode process showed the possibility of reconstructing the surface 

geometric information, such as surface roughness and shape, and tracking the surface 

characteristics, such as the grove depth and length. The phase-shifting mode showed the 

whole-view surface map reconstruction ability. 

3.5.4. Rough surface target measurement 
 

For further development on this technique, in addition to CCD with high frame 

rates, the laser scanning process for the structured light including spectroscopic 

approaches scan will be added to the system and will also be synchronized with spindle 

motion and illumination system, which can help collect tool edge conditions and dynamic 

performances. This combination of strobo-stereoscopy and laser scanning can improve the 
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3D image quality toward in-process characterization and identification of cutting tool 

dynamic behavior and cutting tool conditions. 

Based on the geometry information reconstruction of the target end-mill tool, 

another potential of the proposed technique is the pattern recognition and construction for 

the roll-to-roll manufacturing industry. Here, a demonstration was performed on a 

dinosaurs-patterned wood rolling pin (ø 76mm, in Figure 3.11) with 30 RPM, together 

18 images were taken for the whole view reconstruction. 

 
 

Figure 3.11. Dinosaurs-patterned wood rolling pin. 
 

A series of screenshots of the phase shifting ‘frozen moment’ is shown in Figure 
 

3.12. 
 

 
Figure 3.12. End mill tool phase-shifting raw image from location 1~5 
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Under the same method, Figure 3.13 (a) showed a stitched geometry of the 

expanded surface map. Based on the target diameter and the calculated depth information 

from Figure 3.13 (a), Figure 3.13 (b) showed a reconstructed 3D rolling pin map, and 

Figure 3.13 (c) represented the top view of the 3D rolling pin map. 

 

 
Figure 3.13. Dinosaurs-patterned rolling pin whole view reconstruction 

results, stitched geometry expanded surface map (a), the reconstructed 3D rolling 

pin map(b) and the top view map (c). 
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As a result, the proposed methods have potentials to offer more detailed and less 

noise information on the low-speed measurement and can clearly perform the pattern 

recognition and reconstruction process. Further study on image processing to remove data 

outliers will improve the image quality. 

3.6. Conclusion 
 

The principle of the phase-shifting strobo-stereoscopic 3D imaging process was 

first introduced and was preliminarily validated. The measurement system was developed, 

and the 3D reconstruction algorithms and phase-locked and -shifting algorithms were 

newly created. The spindle motion was successfully synchronized with strobo-light 

signals. The preliminary study results showed that the proposed strobo-stereoscopy could 

in-process measure the cutting tool geometry and reconstruct 3D images in the 360-degree 

whole-view that have the potential to monitor the tool conditions. 

The proposed measurement method could be utilized for on-machine measurement 

in various manufacturing processes. The system performance can be significantly 

improved by using high-speed cameras with high frame rate and the light illumination 

system, and this measurement method combined with advanced image processing 

techniques can achieve less noise and more detailed surface reconstruction, which is able 

to perform the pattern recognition and reconstruction of various objects in 3D. 

For the future work, the proposed 3D imaging technology will be further improved 

by combining strobo-stereoscopy and spectroscopy that can measure not only the 3D 

shapes but also 3D spectral properties of the rotating target objects. This advanced 
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measurement method will enable to in-process monitor the conditions and status of the 

target object and the whole system’s dynamics. 
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4. FLUORESCENT STROBO-STEREOSCOPY* 
 
 

This chapter demonstrates a fluorescent fluid implemented strobe-stereoscopy 

technique for high specular and non-distinct pattern surface inspection. 

Sec 4.1 introduces the background of Fluorescent fluid and its common 

applications. Sec 4.2 compares the intermedia effects on high specular surface. FSS 

system setup and methodology is in Sec 4.3. Experiments and results are included in Sec. 

4.4, where the ground and polished aluminum cylindrical are compared, using full-reversal 

method, cylindricity is calculated and compared with CMM results. An aluminum coated 

patterned surface is measured and successfully reconstructed. 

4.1. Fluorescent Fluid 
 

Fluorescent fluid has been implemented on monocular and binocular fluorescence 

microscopes for shape and deformation measurements at the microscale and even the 

nanoscale by tracking fluorescent particles[74]. This technique, however, has not been 

used with regular optical imaging systems at the macroscale so far. 

For test objects without surface natural textures, speckle pattern fabrication is an 

essential and important procedure in machine vision measurements. The accuracy and 

precision also rely heavily on the quality (i.e., contrast and stability) of the decorated 

speckle patterns[75]. 

Benefitting from the small size and biocompatibility of fluorescent particles, the 

 
* Reprinted with permission from “Fluorescence strobo-stereoscopy for specular reflection-
suppressed full field of view imaging” by Xiangyu Guo, ChaBum Lee, 2022, Measurement,Vol.192, 
110907,  © 2022 Elsevier Ltd. All rights reserved. 
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fluorescent dye is introduced to the system long with another two characteristics. One is 

the Stokes shift, which occurs when the dye is activated by a certain ultraviolet (UV) light. 

Its emission wavelength is shifted and does not overlap with the exciting 

wavelength. Assist with the band-pass filter, specular reflection from the exciting 

wavelength can be separated. Another advantage is the ability to increase speckle 

contrast, which helps improve reconstruction accuracy for the presence of more 

reference matching points in the pair of images. 

It is widely recognized that the quality and appropriateness of lighting are 

critical components of developing high-quality, robust, and timely vision inspection for 

stereoscopy systems. Due to the directionality of the surface specular reflection, the 

quality of 3D surface imaging can be significantly reduced, and the surface information 

beneath the specular reflection area can be lost. The more refined the machined surface, 

the more critical specular reflection becomes. 

A fluorescent fluid or dye may be used to eliminate specular reflection from the 

machined shiny surface. Stokes Shift explains one of the fluorescent dye's properties, 

namely that the dye's emission wavelength is shifted when excited by a specific ultraviolet 

(UV) light. As a result, the specular reflection can be distinguished from the stimulating 

wavelength. Meanwhile, the fluorescent liquid is well-known for enhancing speckle 

contrast and enabling simultaneous observation of multiple surface textures. The 

geometry, shape, area, and depth of the target sample can be used to characterize and 

analyze the defects as well as the tool wear situation beneath them. 



 
42 

 

4.2. Fluid Intermedia Effect 
 

In order to test the effectiveness of the FSS, the fluid effect is discussed first. The 

three different mediums (air, water, lubricant liquid) were applied to the polished cylinder. 

The reconstructed images in the framed area are shown in Figure 4.1. It appears that a 

higher viscosity fluid on the surface can reduce the specular effect. 

 
 

Figure 4.1. Fluid media effects on the cylindrical surface. 
 

According to the results above, the liquid-applied casings can collect information 

about the blank area caused by the specular effect. In comparison to the other two 

situations, the lubricant liquid-coated surface diffuses the most specular light. This is 

illustrated by the findings of the framed area surface map, which shows that the lubricant- 

liquid-coated surface is capable of reconstructing the complete surface map while being 

least affected by specular light. The water condition of the framed area surface map is not 
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lacking information; yet, the non-continuous strokes along the specular light area 

demonstrate that such a rebuilt surface is impacted by the light distribution. The results 

indicated that the general liquid can assist reduce the specular effect, and that liquids with 

a higher viscosity result in a smoother surface quality. 

In the camera view of Figure 4.1, the tool mark, however, is the least clear in the 

lubricant case and less clear in the water case compared with the air case. This can also be 

proved by the surface map, as fewer structures exist in the media-introduced case. Thus, 

the scattering effect from the general liquid helps reduce the directional reflection intensity. 

The viscosity value is critical as it affects the quality of the surface reconstruction. 

However, such liquids can result in a blur or even a halo on the surface as it reduces the 

contrast at the same time. As a result, we proposed applying the fluorescent media to 

directly remove the specular effect without introducing irrelevant environmental noises. 

Fluorescent liquid absorbs the incident wavelength and converts it to another. By 

employing a bandpass filter, it is possible to minimize directional reflections while 

maintaining or even increasing the target area contrast. 

4.3. Fluorescent Strobo-Stereoscopy Methodology 
 

Stereoscopy is a 3D imaging technique for adding the illusion of image depth to 

two surface images captured by a pair of vision camera units, and measures shape, 

displacement, deformation of the measurement target surfaces [76-80]. The measurement 

accuracy and precision of stereoscopy are determined by the performance of vision 

cameras such as pixel size, focusing lenses, frame rate, and so on. However, stereoscopy 

is limited to the highly reflective surface measurement where specular reflection exists on 
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the smooth surface known as glare, which causes a lack of information on the directional 

reflection area and reduces the brightness and contrast of the rest of the scanning 

area[80,81]. So, strong specular reflection in the imaging systems causes strong highlights 

in the imaging devices and results in surface information loss. Figure 4.2 presents the 

example on the reflection effects on target distinction under camera view. 
 

 
Figure 4.2. reflection effect on plastic wrapped barcode target[82]. 

 
Many pieces of researches have been conducted to characterize and remove 

specular reflection problems using color, polarization, multiple views, and multi-flashing 

[83-85]. Those methods are primarily focused on imaging systems and display devices 

such as lenses, back-light units, glasses, or optical films. Recently, efforts to increase the 

measurement resolution and enhance imaging quality through scattering media such as 

fluorescence dye-doped fluids were introduced [86-89]. However, those methods are 

limited to stationary target surface measurements or slow dynamic motion and 

deformation measurements. 
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The fluorescent dye has two intrinsic characteristics. One is the Stokes shift, which 

occurs when the dye is activated by a certain ultraviolet (UV) light. Its emission 

wavelength is shifted and does not overlap with the excitation wavelength. When the 

fluorescent liquid is applied to the surface, its emitted direction is random. Thus, along 

with the band-pass filter, specular reflection from the excitation wavelength can be 

separated. The other advantage is the ability to increase speckle contrast, which helps 

improve reconstruction accuracy for the presence of more reference matching points in 

the pair of images. 

Prior to the measurement, the fluorescent fluid was chosen as the mixture of 

Pylakrome LX-10215 particles (from Pylam Company) and fluorescent fluid PAG 150 

oil. The excitation wavelength of the light-emitting diode (LED) light source was chosen 

as 365 nm and the emission wavelength measured by the spectrometer was 520 nm (central 

peak value) as seen in Figure 4.3. 

 

 
Figure 4.3. Fluorescent-reflective fluid fabrication (left) and stokes shift effect (right). 
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The experiment setting and the proposed FSS method were depicted in Figure 4.4 

(a). A pair of charge-coupled device (CCD) cameras were employed for the image 

capturing, a 365 nm (λexcitation) UV light was prepared for the excitation light source, a pair 

of high-pass filters (BPF >370 nm) were chosen from the emission wavelength 520 nm 

(λemission) of the fluorescent fluid, and a rotary spindle was used for the target rotation. 

Using the fluorescent fluid can remove the sensitivity of the illumination system while 

highlighting the contrast, hence increasing the number of reference points, and the 

fluorescent fluid is sprayed to the surface in a spray bottle while the target sample is 

rotating. 

To show the advantage of the fluorescent fluid in eliminating specular reflections, 

a comparative result of reconstructing a 3D surface with the machined aluminum rod (ø1") 

is shown in Figure 4.4(b), showing that the fluorescent liquid can improve the optical 

quality-surface map reconstruction ability. 
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Figure 4.4. Principle of fluorescence strobo-stereoscopy: (a) experiment set- 

up and schematic diagram (b) single image reconstruction comparison on an ø1" rod 

under with and without fluorescent fluid conditions. 

 
4.4. Experiment Results 

 
Comparison experiments on the targets with a rough surface and a polished surface 

were conducted between normal LED conditions and UV light conditions with fluorescent 

fluid. These results prove that the fluorescent fluid is capable of reconstructing the 

specular effect that existed on the surface. After this, the patterned structure target was 

measured to first track the FSS single image reconstruction ability on the pattern 
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recognition, second to demonstrate the whole view reconstruction process. Finally, the 

cylindricity and roundness on the reconstructed 3D target were compared with the baseline 

data obtained by using the coordinate measuring machine (CMM) at Zeiss. All the samples 

are cylinder structures (ø1"). 

4.4.1. Surface quality effects under FSS methods comparison 
 

Rough surface quality and the polished surface on the Al cylinder quality are 

compared in this session. Figure 4.5 presents the surface reconstruction results on the red- 

framed area. The center line extraction along the vertical direction is also presented in 

Figure 20, the tendency on the linear results are similar. Based on the ASME B46.1- 

2019[90], arithmetic average Ra value, can be calculated by the absolute values of the 

profile height deviations from the mean line is also calculated. 
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Figure 4.5. Imaging results of the normal LED and UV light with fluorescent liquid 

for rough and polished surface comparison. 

The Ra values measured on the normal LED and the fluorescent liquid cases for 

the polished surface case are 0.78 μm and 0.8 μm, respectively, and the direct difference 

ratio is 2.6%. Even though this difference is slight, the reconstruction ability under the 

normal LED case is limited due to the blank section. This is because of the specular light 

effect. For the rough surface, the measured results are 1.02 μm and 0.98 μm for the normal 

LED and the fluorescent liquid case, respectively, with the variation of 3.9% variation. 

Even if the variations are all within 5%, it is difficult for the normal LED condition to 

perform the complete single image reconstruction. 
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The 5 by 5mm single surface area reconstruction was compared with the Alicona 

confocal microscopy on a 1’’ reference cylinder. The results are shown in Figure 4.6. 

Horizontal linear scan was extracted for the radius of curvature comparison. The vertical 

linear scan was also compared with the contact profilometer, which was presented in 

Figure 4.7. 

 

 
Figure 4.6. 1’’ Dia. rod surface reconstruction comparison among stereoscopic, 

Alicona confocal microscope in the surface map and the horizontal scan. 

 
The similar distribution was observed from the reconstructed surface results. The 

stitching process was required for the confocal microscopy technique, thus from the 

horizontal scan results, the calculated radius of curvature value varied from the reference 

results 10 times than the stereoscopic method. 
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Figure 4.7. 1’’ Dia. rod surface reconstruction vertical linear scan results comparison 

among stereoscopic, Alicona confocal microscope and profilometer results. 

 
The stereoscopy method also shows a good agreement on the mid-frequency 

distribution on the vertical linear scan results for both confocal microscopy as well as the 

contact profilometer results. 

 
4.4.2. FSS on patterned surface 

 
To show the advantage of the use of the fluorescent fluid in eliminating specular 

reflections and to analyze the performance, a comparison of with and without fluorescent 

liquid applied surface reconstruction was completed and compared, as is shown in Figure 

4.8. and Figure 4.9. A flat surface with an aluminum-coated square-patterned structure 

was selected as a reference target. Though the peak-valley information can be picked up 

by the reconstructed map, the detected square-patterns are distorted because of the 

directional specular effect. 
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Figure 4.8. Comparison of SS and FSS imaging surface map results. 
 

A comparative experiment with commercial metrology instruments was conducted 

to assess the surface reconstruction performance. To confirm the accuracy of the linear 

scan from the reconstructed surface by the FSS method, a digital microscope, and laser 

displacement sensor (LDS, Keyence LK-G35) 1D measurements along the pattern 

direction were chosen, which are also shown in Figure 4.9. 
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Figure 4.9. Comparison of SS and FSS imaging linear scan results. 
 

From the results shown above, it can be seen that fluorescent liquid-applied cases 

can present the pattern clearly. Table 4.1 compares the average measurement results of 

two pattern squares in the linear scanned results obtained by the LDS, conventional SS 

and FSS . 
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Table 4.1. Linear scanned comparison results. 
 

 LDS FSS (with fluorescent fluid) SS (without fluorescent fluid) 

Length (mm) 4.070 4.015 3.96 

Depth (mm) 0.215 0.21 0.245 

 
The LDS results are applied as references, and the FSS measured values are more 

similar. The absolute differences in length are 0.055 mm and 0.11 mm for FSS and SS, 

respectively, and the difference ratios are 1.4% and 8.1% for each case. Similarly, for the 

depth situation, the absolute differences are 0.005 mm and 0.03 mm, with 2.3% and 13.9% 

difference ratios, respectively. The FSS method results are closer to the reference results, 

and compared with the SS method, it improves 6.7% in the lateral direction and 11.6% in 

the axial direction. 

Furthermore, to prove the capabilities of full cycle 360° 3D target reconstruction, 

the experiment is performed on an ø2" rod with the same patterned structure. The target 

was fixed on the spindle with a 30 RPM rotating speed. Together, 16 images were taken 

per cycle (360°) for the stitching process, which means that the pair of cameras captured 

images when the spindle rotates every 22.5°. The whole view reconstruction process, 

along with the FFOV, is in Figure 4.10. 
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Figure 4.10. A full field of 3D FSS image reconstruction process of a target rotating 

at 30 rpm. 

The stereoscopic algorithm was first used for single image reconstruction. For 

convenient neighbor image location stitching, the original curved images were expanded 

to the tilted images. With the known rotation angle, a phase unwrapping process was 

applied to generate a tilted stitching map. The panorama surface is gathered following the 

balancing process, and the 3D full view can eventually be reconstructed. This validates 

the ability to reconstruct the whole 3D view for cylinder-based targets. 

4.4.3. Dimensional errors inspection 
 

As the whole view reconstruction is achievable, the cylindricity and the roundness 

error can be analyzed. The FSS process was performed on a reference gauge pin. The 

results were compared with the CMM measurement analyzed by Zeiss. Together, 5 layers 

along the z axis were measured to test the cylindricity, which was 1.788 μm, and each 

layer’s diameter level were also gathered for roundness calculation, which showed that 
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the average deviation was 1.788 μm ±0.090µm. Figure 4.11. shows the FSS whole view 

reconstructed results, along with the extracted 5 layers top view results. The variation on 

the cylindricity 2.5 μm and the roundness error 2.12 μm ±0.166µm. The CMM and FSS 

results showed good agreement in terms of the cylindricity and roundness error. 

 

 
Figure 4.11. A full field of 3D FSS image. 

 
The SS examined results under same condition are presented in Figure 4.12. 

Compared with the FSS results, the distribution on the peak and valley are similar, but 

high noise level existed, this is because of larger number of images to complete a whole 

cycle, and the reflection noises. Table 4.2. summarized the measured cylindricity, 

diameter variation for all methods, which are Zeiss CMM, SS and FSS method. 

 

 
Figure 4.12. A full field of 3D SS image. 
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Table 4.2. Linear Zeiss CMM, SS and FSS measured results comparison 
 

Method Cylindricity Diameter Variation 

Zeiss CMM 1.788 μm 1.788 ± 0.090µm 

SS 13.81μm 20.9 ± 3.56µm 

FSS 2.5 μm 2.12 ± 0.166µm 
 

The noise level under the FSS method reduced 10 times than the SS methd, and 

more similar to the reference CMM measured results, which prove the ability to reduce 

the reflection light noise level and image stitching level. 

4.5. Conclusion 
 

This chapter introduced the FSS method to solve solid specular reflection, which 

causes the false reconstruction on the highly reflective surface and provides on-machine 

FFOV 3D reconstruction of the rotating part. The FSS method, as well as the principle of 

fluorescent liquid implementation, was demonstrated and validated. The comparison 

experiment of different fluid media demonstrates that higher viscosity liquid giving better 

response on the specular reflection. The comparison of the surface quality samples 

reconstruction proves that the FSS performs stronger in the polished surface. 

Based on the aluminum-coated square-patterned surface, a demonstration was 

finished by comparing the flat surface reconstruction with and without fluorescent liquid. 

For a baseline comparison, commercial metrology instruments the laser displacement 

sensor and the microscope were applied to compare the variation on axial and lateral 

direction, where those values of FSS were 2.3% and 1.4%, respectively, while for those 
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results in the standard white light LED case were 8.1% and 13.9%. This proves the benefit 

from the fluorescent fluid implemented system. 

A full view reconstruction of such patterns on the cylinder structure was completed. 

Meanwhile, a validation process was performed with the Zeiss CMM measurement on 1" 

gage pin. The cylindricity and the diameter deviation is compared. As the fluorescent dye 

is immersed in the cutting fluid, this technology can be employed as an on-machine or 

even in-process metrology for ongoing development, regardless of the on-machine goal 

measurement setting. 
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5. IMAGE SEGMENTATION AND EXTRACTION POST-PROCESSING 

TECHNIQUE* 

 
 

This chapter presents a feature-selective segmentation and merging technique to 

achieve spatially resolved surface profiles of the parts by 3D stereoscopy and strobo- 

stereoscopy. Conventional filtering processes of the 3D images involve data loss and 

lower the spatial resolution of the image. 

Sec 5.1 introduces the overview of 3D surface image segmentation techniques. Sec 
 

5.2 presents this proposed post-processing technique principle. Sec 5.3 shows 

experimental results which were compared with those of conventional filtering methods 

by using Gaussian filters and bandpass filters in terms of spatial frequency and profile 

accuracy. Conclusion is in Sec. 5.4. 

 
5.1. Image Segmentation Techniques Overview 

 
5.1.1. 3D imaging process applied fields 

 
3D imaging process is to create the depth map in an image by manipulating 2D 

image data into 3D image data. In many industrial applications, 3D imaging techniques 

aid to identify the structures and patterns. Since 1832, when English physicist Sir Charles 

Wheatstone invented stereoscopy, several investigations on 3D imaging techniques such 

as interferometry, stereoscopy, time of flight (TOF), and structured light scanning have 

 
* Reprinted with permission from “Spatially resolved stereoscopic surface profiling by using a 
feature-selective segmentation and merging technique” by ChaBum Lee, Xiangyu Guo, 2022, Surface 
Topography: Metrology and Properties ,Vol.10, 014002,  © 2022 IOP Publishing Ltd. All rights 
reserved. 
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been performed [91]. While interferometry is typically used to scan smooth surfaces at a 

fraction of a wavelength [92], other techniques, such as single or dual cameras, are also 

available to provide millimeter-micrometer-resolution surface geometry [93]. Sheppard 
invented confocal scanning optical microscopy [94]. Guo estimated the geometry of 

rotating parts using stereoscopy and stroboscopy [95]. Kassamakov demonstrated a three- 

dimensional imaging approach based on Mirau interferometry for scanning grooved 

surfaces [96]. To generate super-resolution stereoscopic images, Song devised an 

approach for assuring stereo consistency across stereo image pairings [97]. Yan 

demonstrated how to adjust the disparity range of stereoscopic image pairings, so 

resolving the disocclusion problem [95]. Compared to interferometry and microscopy, the 

stereoscopy technique is widely utilized in the industry because of its simple structure 

composition and resistance to environmental influences. 

The industry desires high-precision and accurate image reconstruction and fully 

automated part measurement and inspection. Denoising, contract enhancement 

techniques, and machine learning algorithms that produce high-quality images while 

maintaining imaging features are critical for image standardization and generalization in 

a wide variety of industrial applications [98-102]. For inspecting measurement samples, 

3D machine vision-based imaging techniques for 3D surface profiling, reconstruction, and 

feature definition have been widely reported published. By increasing the picture sampling 

and spatial resolution of high-frequency signals via computer vision techniques, super- 

resolution imaging approaches based on deep learning algorithms improve image quality 

[99, 103-105]. These techniques produce more lifelike and can be used for a variety of 

high-resolution microscopy applications. However, because of the complexity of the 
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technique, creating super-resolution photos from a collection of low-resolution images 

demands considerable computational effort and expense [102]. 

Along with advancements in 3D imaging technologies and image synthesis, 

numerous researches have shown the potential for machine learning or artificial 

intelligence algorithms to improve image quality significantly. The super-resolution 

imaging technology overcomes the spatial limits of optical imaging systems by mixing 

low-resolution noisy blurring images with the high-resolution image. By adaptively 

estimating the point spread function, Yoo built an ideal super-resolution image network 

[106]. Dong trained a deep learning algorithm to map low- and high-resolution images 

[107]. To achieve high spatial resolution images, multiple machine learning or artificial 

intelligence-based technologies were applied. Because super-resolution imaging 

techniques are computationally prohibitively expensive for large-scale imaging [107-108], 

they have been mainly used to imaging a small area or volume, with a particular focus on 

microscopy [108]. 

 
5.1.2. Requirements for implemented 3D image processing 

 
The 3D vision system must be fast, robust, small, and economical to get target 

measurements in macro-scale for online measurement. In this article, raw 3D images of a 

few tens of millimeter-sized samples were segmented based on their features adaptively. 

Rather than enhancing the full image at once, the quality of each segmented image was 

improved by using a super-resolution method to minimize computational complexity. As 

a result, the segmented images were reconstructed. 

This proposed technique for selective feature segmentation and merging combines 
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automated feature classification, feature-based adaptive image segmentation, and image 

reconstruction can achieve high accuracy, precision, and spatial resolution in 3D surface 

profiling while retaining imaging features. 

We propose the image segmentation-based imaging post processing technique, in 

which an original standard digital camera image will be implemented to stereo 

reconstructed depth map. The initial generated depth map which, although is metrically 

accurate, to remove the environment effects such as the shadow effect, the distance and 

the tip or tilt angles from the camera to the target surface, target balancing and noise 

reduction processes are required. 

While the 3D recognition is commonly applied on the medical imaging processing 

[109-110] and remote sensing field [111-112], the proposed technique is aimed at online 

manufacturing inspection. Based on the 3D reconstruction from the stereoscopy system, 

the implemented selective feature segmentation and merging can effectively recognize the 

desired structures or patterns. This technique can be applied for the roll-to-roll, molded 

inspection. Further with the development of micro-stereoscopic technique, and random 

feature classification, it can be applied for surface defects inspection on freeform based 

structure. 

5.2. Image Segmentation and Extraction Principle 
 

The Image segmentation and Extraction (ISE) is basically based on the 

feature separation technique to apply the filters for 3D image quality enhancement 

adaptively. 

Filtering technology is a natural way to extract surface information, as well 

as multi-scalar features of 3-D surface [113]. Low frequency presents spaced 
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irregularity on the sampled surfaces, or the profile information surface  profile, 

while the high frequency presents the roughness and irrelevant form noise caused 

by the environment. Thus, a low-pass filter can be applied to generate the fitted 

surface map and a high-pass filter is capable of removing the roughness or the 

environmental noise information. 

 
Figure 5.1.Surface profile, waviness, roughness components based on 

frequency distribution [114]. 

The definition to low-pass filter is defined below, where 𝑯(𝒖, 𝒗) is a filter 

function, 𝝎𝟎 is a cutoff frequency, (u,v) is a point on the frequency domain. The high-

pass filter is defined in the opposite way. The filtering process can be implemented via 

Fourier transform[51]. 
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𝐻(𝑢, 𝑣) = {1 𝑖𝑓√𝑢2 + 𝑣2 ≤ 𝜔0 
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

(12) 

 
 
 

In this study, stereoscopy was employed for 3D imaging, and the ISE method was 

tested on the stereoscopic system. The Stereo Camera Calibrator app in MATLAB was 

used for the calibration [100]. Twenty images of the calibration checkerboard pattern at 

different orientations regarding the cameras were captured by the stereoscope system. The 

detailed checkerboard imaging process was explained in Section 3.1. Figure 5.2 is the 

flow chart of the ISE method towards the 3D reconstructed surface map. 

 

 
Figure 5.2. ISE process flow chart. 
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Together, ISE method is achieved by the following steps, and an example on a 

3mm depth, 12.7mm dia. rivet is shown in Figure 5.3. 

(1) lens aberration was removed to eliminate the image distortion. 
 

(2) 3D reconstructed surface map is made by the stereoscopic technique with the 

aberration-removed image pair. 

(3) the image was separated based on the features so that the background image 

and target image could be independently processed. 

(4) low-pass filter was applied first for the background and target image surface 
 

fitting. 
 

(5) two featured images were merged back to get the 3D image, and high-pass 

filter was applied for the noise deduction. 

(6) the 3D image and profile were achieved by linear extraction. 
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Figure 5.3. Feature-selective segmentation and merging: flow chart (left) and 

preliminary experiment results (right). 

 
5.3. Experiments and Results 

 
5.3.1. Stereoscopy based on ISE method 

 

The stereoscopic technique is embedded with a pair of vision cameras capturing 

images of the measurement target. By applying the triangulation, lens equation, and 

aberration elimination method, the 3D image, the so-called depth map, is reconstructed by 

the location information of the same object points from both the left and right images. 

Figure 5.4 shows the principle of the stereoscopic imaging process. Camera 1 and 2 have 

their coordinate system on the charge-coupled device (CCD) frame. Here, f is the focal 
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length of the lens, and B is the distance between two cameras. The image depth 

information D from the point P on the target to the CCD of the camera system can be 

calculated by [115], 

 

𝐷 = 𝑓 (  𝐵 
𝑦2−𝑦1 

− 1) (13) 
 
 

A stereo camera calibration is performed to determine the intrinsic and extrinsic 

camera parameters or the projection matrix coefficients of the system [88]. These 

parameters transfer the scene points in 3D space to their corresponding image points, thus 

the measured depth can be recovered. In this study, calibration was performed with the 

same camera systems for the target sample measurement. The measurement target was 

fabricated by attaching metal stickers with different thickness (t) with 0.1, 0.3, 0.5, 1.0 

mm and the diameter (ø10 mm) on the flat plate. As two cameras size are 29 by 29 mm 

(camera model: Basler aca5472-17um and lens ML-U1217SR-18C), which allows the 

baseline B to be set as 50mm. The D is set to be 300 mm away from the target. 
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Figure 5.4. Experimental setup for stereoscopic 3D imaging. 
 

Figure 5.5 shows the 3D reconstructed results surface map comparison, and figure 
 

5.6 presents the horizontal linear scan results. The single reconstructed image was 

obtained by the stereoscopic methods on the distortion-removal images. The information 

of each pattern is related to the base structure, thus FSS method was applied to remove 

such effect. By identify the circular pattern’s radius and center location, mask can be 

generated to separate the background and target information. The fitted background was 

generated by the bandpass filter combined with the low-pass filter and the high-pass filter 

was applied after the merging process. Each of the pattern information was extracted from 

the base structure. The FSS result is compared with the general bandpass filtered method, 

the gaussian-filtered method and reference measurement by the laser displacement sensor 

with 20 nm resolution. 
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Figure 5.5. 3D imaging results: FSS, bandpass-filtered, gaussian-filtered 3D images. 

Instead of separating the target information from the background, the conventional 

filtering method is based on the polynomial method to find the best fitted plan to the 

stereoscopic reconstructed map, then extract the pattern features. This method can present 

the target location and rough depth information, but the cross-talk effect between the 

pattern and base structure exists. The pattern profiles by the bandpass-filtered 3D imaging 

also showed a significant discrepancy with those of the laser displacement sensor. The 

Gaussian filter to the base structure was applied here for the comparison as well. This 

method can extract the pattern information well but the edge-effect, which is the noise 

information from the edge of image frame, exists, and we can observe this from the 

reconstructed map and the linear scan. Same high-pass filter was applied to remove the 

environmental noise for both methods. 



 
70 

 
 

 
 

Figure 5.6. 3D imaging horizontal linear scan results: FSS, bandpass-filtered, 

gaussian-filtered 3D images. 

This result shows that the filtering process applied to all features, including the 

patterns and background, involves the data, and bandpass filtering of the images involves 

data loss and lowers the spatial resolution of the image. The surface profiles of the FSS- 

applied 3D imaging method showed good agreement with the laser displacement sensor 

output, and the discrepancy was estimated at less than 1%. This result indicates that the 

3D reconstructed image was spatially resolved by automatically recognizing and 

segmenting the features on the 2D images, locally and adaptively applying super- 

resolution algorithm to the segmented images based on the classified features, and then 

merging those filtered segments. As a result, the FSS and merging method is confirmed to 

significantly enhance the spatial resolution of the 3D stereoscopic images while preserving 

imaging features. 
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5.3.2. Strobo-Stereoscopy based ISE method 
 

Guo combined stroboscopy and stereoscopy, enabling in-process 3D imaging 

while the measurement target is rotating [94], and recently introduced fluorescence strobo- 

stereoscopy to suppress specular reflection off the optical quality rod and patterned roll 

[116]. In this study, the FSS and merging method and strobo-stereoscopy algorithm were 

combined to in-process obtain spatially resolved 3D images of the rotating target, as seen 

in Figure 5.7. 
 

 
Figure 5.7. Experimental setup for strobo-stereoscopic 3D imaging. 

 
While the stereoscopy algorithm can provide a 3D image at a specific measurement 

position, the phase-shifting of the strobo-light allows the whole-view reconstruction of the 

rotating target while the target is rotating with a frequency. The quadrature encoder 

outputs are feedback for the stroboscopic light on/off control, so the specific area of the 

measurement target can be illuminated by blinking the light-emitting diode (LED) light. 
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The 3D images were obtained at every 20-degree interval. The illumination system and 

camera system can be synchronized with the spindle motion. The 18 3D images 

reconstructed around the rod were systematically stitched to generate the full view image. 

The stereoscopic image processing algorithm is typically for single image 

reconstruction. The phase unwrapping is required for the curve surface stitching process. 

In order to stitch the neighboring images conveniently and efficiently, FSS method were 

applied to the raw reconstructed surface map, thus the curve information from the base 

structure can be removed only the target information remained. The panorama full view 

map was reconstructed through the neighboring images stitching by defining the location 

of the overlapped patterns. Finally, 3D full-view stereoscopic images were obtained. The 

whole measurement and imaging processing operations were automated in the LABVIEW 

and MATLAB software environment, and the whole process took less than 1 second. In 

the experiment, the patterns were simply made by attaching the metal stickers (ø10 mm 

and 1 mm thickness). Those were randomly attached around the rod, and the rod was 

attached to the aerostatic spindle. 
 

The FSS-applied strobo-stereoscopic 3D image was in-process obtained while the 

rod was rotating at a 100 revolution per minute (RPM). The reconstructed panorama full 

view image and the profile results showed that the pattern diameter, height, and interval 

were identified, as seen in Figure 5.8. 
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Figure 5.8. FSS-applied strobo-stereoscopic 3D image: full-view image (top) and A- 

A' profile (bottom). 

The isometric view and top view of the rod with the 1.0 mm thick patterns were 

successfully reconstructed as seen in Figure 5.9. 



 
74 

 
 

 
 

Figure 5.9. 3D strobo-stereoscopic image reconstruction results: isometric view (left) 

and top view (right). 

In the same way, the metal stickers (ø10 mm and 0.1 mm thickness) were attached 

to the rod, and measured the 3D images as seen in Figures 5.10 and 5.11. Those results 

showed the potential of the FSS and merging method applicable to microscopy 

applications. 
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Figure 5.10. FSS-applied strobo-stereoscopic 3D image: full-view image (top) and A- 

A' profile (bottom). 

 
 

Figure 5.11. 3D strobo-stereoscopic image reconstruction results: isometric view 

(left) and top view (right). 
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5.4. Conclusion 
 

The ISE and merging algorithm were implemented in the 3D imaging process for 

conventional stereoscopy and strobo-stereoscopy. The ISE image processing method was 

experimentally validated by reconstructing 3D stereoscopic images of the stationary and 

rotating targets. The image processing algorithm and convenient image stitching algorithm 

were developed to selectively separate the features from the background image and create 

a full-view image. The whole measurement and imaging processing were automated. 

The experimental results showed that the ISE-processed 3D imaging method 

provides spatially resolved images compared with the conventional image filtering 

processes. The proposed 3D imaging method has a high potential to be adapted in various 

industrial applications requiring 3D visions. The feature extraction algorithms for various 

pattern shapes will be developed for future work, and those analysis methods for surface 

metrology and inspection will be studied. Also, the high-speed camera systems will be 

included to extend the measurement capability available for high-speed 3D imaging. 
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6. SUMMARY 
 
 
 

6.1. Conclusion 
 

This integral in-process surface 3D imaging technique is proposed with three 

systems based on the fundamental strobo-stereoscopy method. The entire 3D structure is 

rebuilt, and the surface quality and shape are monitored and inspected. 

This dissertation provides a thorough analysis of three proposed systems, which 

are Strobo-Stereoscopy (SS), Fluorescent Strobo-Stereoscopy (FSS) and the Image 

Segmentation and Extraction (ISE). Figure 6.1 summarize the connection between the 

discussed techniques and principles through the dissertation. 

 

 
Figure 6.1. Summary of the proposed machine vision techniques in this dissertation. 

Primary validation experiments on the cylinder shaft and patterned roll was 

conducted. Fluorescent fluid is used to characterize defects and to increase the capability 

of the primary Strobo-Stereoscopy setup for monitoring high reflective, non-distinct 

patterned surface. The full-reversal method can be used to determine certain GD&T 
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characteristics, such as circularity and cylindricity. The program for automated the strobo- 

stereoscopy monitoring process was developed. Proposed image segmentation and 

extraction post-processing techniques based on the filtering process is employed for target 

structure recognition and inspection from 3D surface map free from the freeform base 

structure. 

These direct vision view results for targets in-motion inspection along with the 

easy constructed hardware structure will benefit the field of on-machine metrology 

manufacturing system and helped with the automation quality control. 

6.2. Limitation and Future work 
 

Two main limitations exist on the proposed system. One is the target surface depth/ 

slope-variation, another is the measurement accuracy. 

The depth variation exist on the target sample should be within the depth of field 

allowance in the camera system. This is decided by the lens choices. Targets which are 

out of focus range and are blur in the camera view will cause false read out. The change 

of slope of the surface should be continuous. As the sudden change of the slope will cause 

discontinuous value on the contrast, which fundamentally comes from the change of the 

reflection light’s direction. From the discussed illumination limitation, surfaces with sharp 

edges are not suitable for the stereoscopy technique. Moreover, fluorescent fluid is 

difficult to applied on such surface structure, as the applied fluid layer is required to be 

thin and consistent. 
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Thus, for the FSS system implement, detailed surface expansion characteristics for 

the fluorescent fluid will be studied to generate evenly distributed thin layer across the 

surface regardless of the slope variation. Moreover, multi-channel FSS will be proposed 

by applying the mixed fluorescent compounds which will generate multiple shifted 

emission wavelength. Along with mechanically shifted long pass filter, surface response 

in different wavelength range will be analyzed, reconstructed surface accuracy will be 

compared with the single channel FSS method. 

For the Existed Strobo-Stereoscopy system, Spectroscopy will be implemented 

with the RGB laser source, thus the spectroscopic response under different wavelength 

will be analyzed for micron pattern inspection. Figure 6.2 presents the methodology for 

the Strobo-Stereo-Spectroscopy (SSS) system. 

 
Figure 6.2. Strobo-Stereo-Spectroscopy technique methodology. 
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Measurement resolution is in the range of 1 to 100 microns based on the CCD 

resolution for the stereoscopy method. The resolution is fundamentally limited by the 

feature matching for the stereoscopic calibration process. When extract the feature from 

the natural surface, similar geometries or textures cause ambiguity to the calibration 

process. 

In order to cope with scenes that lack features, a texture need to be forced by 

artificially projecting a particular pattern over the scene. Structure light is commonly 

involved with this study. 

Here, correspondingly, dual-mode structure light based multichannel stereoscopy 

will be proposed as it is shown in figure 6.3. The projector with UV light source and LED 

light source will be employed to generate the structure light (sinusoidal fringe patterns). 

When the UV light is on, this could be applied with the fluorescent fluid applied surface. 

When the LED light is on, common rough surface will be examined. 

 
 

Figure 6.3. Dual mode structure light based multi-channel stereoscopy. 
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Triangulation is used to connect points on the projected pattern, projected pattern 

on the target surface and the patterns from the camera view. The 3D view can be 

reconstructed in a variety of different surface quality situations by varying the frequency 

of the sinusoidal pattern. In figure 6.3, I1(x,y), 𝐼2(𝑥,𝑦) and 𝐼3(𝑥,𝑦) are the intensities of 

three fringe patterns, 𝐼0(𝑥,𝑦) is the DC component (background), 𝐼𝑚𝑜𝑑(𝑥,𝑦) is the 

modulation signal amplitude, 𝜙(𝑥,𝑦) is the phase, and θ is the constant phase-shift angle. 

While the phase information is : 
 

𝜑(𝑥, 𝑦) = 𝑎𝑟𝑐𝑡𝑎𝑛 [√3 𝐼1(𝑥,𝑦)−𝐼3(𝑥,𝑦) ] + 2𝑘𝜋 (14) 
2𝐼2(𝑥,𝑦)−𝐼1(𝑥,𝑦)−𝐼3(𝑥,𝑦) 

 
where k is an integer representing projection period, the depth: 

 

𝑍 = 𝐿 (𝜑 − 𝜑 
𝐵 

) (15) 
 

where B is the distance between the projection to the camera, L is the depth 

between the reference plane to the camera, thus the depth variation on the surface can be 

calculated. 

The current ISE method is applied for regular shaped surface, like circular or 

square shape. Further studies on the arbitrary edge targets will be included for testing. To 

remove the hardware installation uncertainty and fasten the testing speed, we will propose 

the single stereoscopic technique, the schematic is presented in figure 6.4. 

0 
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Figure 6.4. Adaptive single stereoscopic feature extraction system. 
 

Instead of applying a pair of cameras, single camera is applied, by moving targets at 

left and right location, a virtual pair of cameras will be generated and calibrated, thus the 3D 

surface map can be reconstructed. A separate image when the target is faced normal to the 

camera will be captured for edge detection. By registering the 3D image and the edge 

detected map, arbitrary pattern can be extracted from the reconstructed surface map. 
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