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“It’s basically Pokémon Snap”
–Jørgen Gauthun Frøseth

“IT’S ART!”
–Ingvild Alvarstein





Abstract
This thesis explores integrating deep learning techniques into photography, aim-
ing to automate the identification of good images within large datasets. The
primary focus is developing a deep learning-based system called DeepRoom
that rates and evaluates photographs based on photography-specific technical
criteria. To accomplish this, the research methodology encompasses qualita-
tive research alongside developing a system prototype. A section overviews
deep learning, photography, and related work and emphasizes its relevance
to the research objectives. Implementation details include describing devel-
opment tools and processes employed to construct the deep learning models
and curate the dataset. These models’ performance is assessed in the follow-
ing evaluation phase, and a comparative analysis is conducted against existing
software solutions. Encouraging results are observed, particularly in object
detection and exposure classification, while identifying areas for improvement,
such as refining the blurry and skewed horizon models. In conclusion, this re-
search highlights the contributions of DeepRoom and proposes future work,
including dataset expansion and model refinement, to enhance its capabilities
further.
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1
Introduction
Artificial intelligence (AI) is, in its simplest form, described as everything that
involves a computer solving a task similar to a human [1]. AI has become in-
creasingly popular in the 21st century [2], and adoption of AI technology has
more than doubled in the last five years, according to a survey performed by
McKinsey & Company in 2022 [3]. To name a few more extensive adoption of
AI in recent years, there is OpenAI’s chatbot ChatGPT [4] that was released in
November 2022 and gained an estimated 100 million users by January 2023,
making it the fastest-growing consumer user base in the history of the internet
[5]. As well as Tesla [6], who are using neural networks to create autopilot sys-
tems for their cars [7]. This is achieved by using real-time input from cameras
in the car to analyze the environment using deep neural networks, providing a
system that gives the car immediate feedback on the surrounding environment
being able to pick up on occurring hazards and avoiding them [7].

Artificial intelligence has become an integral part of people’s daily life, with
AI applications used in several industries, such as technology, social media,
marketing, entertainment, and banking [8]. Although artificial intelligence has
only gained much traction with the general public in recent years, it has been
a concept since the 1940s, considered "The Birth of AI" [9]. However, the term
was not coined until 1956 by one of the founders of AI; John McCarthy [9].
AI is a broad term that envelops subsets such as machine learning, a field that
focuses on making a machine learn [10], artificial neural networks, which draws
inspiration from biological neural networks and aims to mimic how a human
brain works [11], and deep learning (DL), which seeks to detect data patterns
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2 chapter 1 introduction

using deep neural networks [12]. These concepts were presented in the 1940s
and 1950s [9].

Computer vision, in its essence, aims to replicate human vision [13] through
mediums such as digital imaging and videos to derive meaningful information
from visual inputs [14]. In some ways, computer vision can be traced back
to 1957 when the first digital image was created [15, 16, 17], but was first
presented as a concept in 1963 by Lawrence Roberts [17]. Computer vision uses
AI technology such as deep learning and neural networks to create systems that
somewhat replicate human vision [18] and can be used for various applications.
With its wide range of applications, computer vision enhances various aspects
of daily life, including automation, faster analysis, and enhanced security. It
is integrated into numerous technologies, such as facial recognition on mobile
phones, image search, and gaming [19].

Our everyday lives are impacted by artificial intelligence [20], and it has ar-
guably made our lives easier. Gone are the days of developing negatives and
expensive camera equipment with the introduction of smartphones and digital
cameras. Nowadays, everyone with a smartphone, which 86.29% of the world
population owns [21], has a camera at their fingertips. Photography and digital
images have become a part of many people’s everyday life, especially with social
media platforms such as Instagram [22] and Facebook [23], which encourage
their users to post their images [24]. With photography being so widely acces-
sible, it is easy for people to accumulate large amounts of images that take up
storage on their phones, computers, hard drives, or servers. Also, professional
photographers can shoot about 1500 photos during a photoshoot.

1.1 Background and Motivation

Photographers who actively capture images over an extended period often
face two significant challenges: storage limitations and information overload.
Accumulating a vast library of photographs poses storage concerns, requiring ef-
fective management strategies. Moreover, sifting through thousands of images
and eliminating duplicates or unnecessary files results in information overload.
Coping with vast amounts of data has become increasingly challenging in the
digital age [25].

During a typical photo shoot, it is common to accumulate images ranging
from 1000 to 2000. Consequently, manually reviewing and selecting the best
photographs for post-production takes time. To address these challenges, this
research investigates the possibility of automating the process of identifying
the best images in a given dataset using deep learning.
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1.2 Problem

Deep learning and computer vision are widely used in product development
and research. Applying deep learning to imagery can be a significant resource
to help people in many fields. Within the research community,most DL research
has been focused on creating models to help with medical evaluations, such as
finding tumors or diseases in imagery. In this scenario, the DL model will focus
on finding a specific thing in the image, disregarding the rest.

Photographs are complex, and there is more than one thing to consider when
evaluating the image. Several aspects of the image need to be looked at and
judged accordingly. These aspects will also vary depending on whether the
image contains an animate subject. This requires the deep learning models to
be quite complex and pick up on different parts of the photography to make a
calculated decision on whether it should be deemed good. Additionally, what is
considered good photography is a highly subjective manner. Creating a system
that can determine a good photograph from a bad one is complex and will
likely only align with some consumers’ perspectives.

This thesis explores how deep learning can be used in imagery. The type of imagery
is focused on photography, as evaluating photographs is a complex task involving
multiple aspects. It investigates the design and implementation of a system to
determine whether a photograph is good based on photography-specific technical
criteria. The focus is on creating deep-learning models that adequately rate and
evaluate photographs.

1.3 Methodology

The methodology is integral to working on a research project to ensure accu-
rate and well-founded results [26]. To create a solidified research problem, a
literary study is often performed. This helps gain knowledge surrounding the
thesis subject and create a solid background before conducting the research.
Furthermore, developing a strategy for the thesis goals and results to be reached
is important. Various research methods can help build up the strategy, which
will help create reliable, correct, and valid results [26, 27].

Methods refer to the techniques, procedures, or means employed to perform
a particular task in a well-organized, systematic, and rational way [27, 28].
When writing a thesis, the first decision is whether to use qualitative or quanti-
tative research methods. The former focuses on using existing research within
the field to deepen the knowledge surrounding the topic and create theories,
products, and inventions utilizing that knowledge. The latter focuses on testing
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and understanding how or whether something works through experimentation
and testing to conclude while laws, theories, and principles are formed [26, 27].
Qualitative research aims to create a hypothesis, while quantitative research
seeks to test whether a hypothesis is correct [26].

For this project, a qualitative research approach is chosen as the goal is to de-
velop a system prototype instead of confirming or falsifying a theory. Through
this thesis, a hypothesis is proposed based on research within the field of ar-
tificial intelligence on whether deep learning can be used to create a system
to determine a good photograph. This hypothesis is tested through the imple-
mentation and experimentation of the system.

1.4 Contribution

DeepRoom significantly contributes to the research field by developing a deep
learning-based rating system that assesses various aspects of image complexity,
including exposure and blurriness. This automated system saves time and pro-
vides a consistent and standardized method for rating photographs. DeepRoom
introduces multiple specialized deep learning models for comprehensive and
accurate evaluations.

Moreover, this thesis explores deep learning principles to create a system that
assesses the composition of photographs from a technical perspective. Deep-
Room considers both animate and inanimate images. This broader approach
distinguishes DeepRoom from traditional methods focusing solely on specific
subjects within the photo.

Additionally, the practical implementation of DeepRoom utilizes powerful im-
age recognition techniques, making it versatile for various applications, includ-
ing satellite or medical imaging analysis.

Overall, DeepRoom’s contribution lies in its innovative approach to objectively
assessing photographs, its comprehensive evaluation of multiple composition
aspects, and its potential for broader applications beyond traditional photogra-
phy evaluation.
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1.5 Delimination

This thesis does not prioritize the development of a comprehensive system with
a functional command-line interface or graphical user interface. Instead, the
primary focus is on developing the core functionality, which involves creating
and refining the deep learning models for the prototype system. The objective
is to demonstrate the feasibility of rating photographs using these models.
By emphasizing the functionality of the deep learning models, this research
aims to establish a solid foundation for the rating system’s implementation and
showcase its potential effectiveness.

1.6 Outline

In the subsequent chapters, the thesis will follow this structure:

Chapter 2: Background provides an exploration of the technical background
underlying this thesis. It encompasses essential deep learning concepts relevant
to the research, an examination of photography terminology, and an overview
of the related work in the field.

Chapter 3: Methodology outlines the methodology employed in this research
project, including the selected methods, their theoretical foundations, dataset,
and implementation details.

Chapter 4: Design introduces the system’s design and architecture, outlines
requirements, and defines the criteria for rating photographs.

Chapter 5: Implementation details a comprehensive overview of the system’s
implementation, including the development tools used, the construction of
deep learning models, and details about the dataset.

Chapter 6: Evaluation evaluates the performance of the deep learning models,
and a comparison is made between the system and existing software.

Chapter 7: Discussion highlights and discusses the observed challenges en-
countered during the research.

Chapter 8: Conclusions and Future Work provides a summary and conclusion
of the thesis, along with suggestions for future work.





2
Background
This chapter will cover the technical background for this thesis. It will give a
general and relevant description of deep learning and computer vision as well as
describe the relevant technicality behind the composure of a photograph. This
section will also look at and analyze existing work related to this thesis.

2.1 Deep Learning

Artificial intelligence is a broad term that covers a large field of subjects. The
terminology covers everything that makes a machine solve tasks similar to a
human being [1]. Within AI as a term, there are several subsets, the main ones
being machine learning (ML), artificial neural networks (ANN), and deep learn-
ing (DL). Each of these subsets correlates, with ANN being a subset of ML and
DL being a subset of ANN, as visualized in Figure 2.1. Machine learning enables
machines or computers to acquire knowledge through learning capabilities
without explicitly instructing the computer on what actions to take [10]. Artifi-
cial neural networks, inspired by biological neural networks, are constructed
using algorithms that mimic the human brain [11].

Deep learning is a machine learning technique that utilizes deep neural net-
works (DNN) with three or more hidden layers to detect data patterns [12]. It
aims to optimize the output of a neural network by adding more hidden layers.
Deep learning is specifically designed for processing unstructured data, such

7



8 chapter 2 background

as raw images, without the need for extensive pre-processing [29].

Figure 2.1: Visualisation of the subsets of artificial intelligence and how they correlate
to each other [30].

Artificial Neural networks consist of layers, including an input layer, an output
layer, and one or more hidden layers. Each layer comprises artificial neurons
(nodes) thatmimic biological neurons. These neurons are interconnected across
layers and possess weighted values and associated biases [11].

Weights and biases are fundamental components of neural networks, influencing
the strength of connections between neurons in different layers [31]. Biases are
constant values added to the input and weights, shifting the activation function
and facilitating the artificial neural network (ANN) training. The activation
function determines whether an input is activated and forwarded to the next
layer [32]. In this process, the neural network computes the activation function
equation (2.1) while considering weighted connections between neurons. The
weights and biases are learnable attributes that evolve during the network’s
training [31].

𝑌 =
∑︁

(𝑤𝑒𝑖𝑔ℎ𝑡 ∗ 𝑖𝑛𝑝𝑢𝑡) + 𝑏𝑖𝑎𝑠 (2.1)

Normalization is a crucial consideration when training neural networks as it
facilitates model training by adjusting the input data. If the interval between
input values is excessively large, it can significantly increase training time and
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make it challenging for neurons to activate. This occurs because weights, typi-
cally small numbers, are the sole means of adjusting the input. To address this,
normalization scales the input values to a more appropriate interval, ultimately
enhancing validation accuracy [33].

Backpropagation is a fast and widely used algorithm for training feedforward
neural networks. It involves calculating the error rate between the network’s
output and the target output, allowing the algorithm to adjust the weights
individually for each neuron. The algorithm works by going backward through
the neural network and modifying the weights in each layer based on the error
rate. When the forward pass is repeated, the weights are adjusted again for
each layer, ensuring minimal changes. This efficient learning approach con-
siders the error rate and enables precise weight adjustments during training,
making it faster than traditional methods. Unlike a regular feedforward neural
network, backpropagation accounts for the error rate from previous executions,
enhancing the learning process [34].

2.1.1 Convolutional Neural Network (CNN)

Convolutional Neural Networks (CNN) are a type of neural network that pro-
cesses data through convolution, mimicking how a human eye captures an
image. CNNs excel at computationally intensive tasks like image processing, as
they identify and refine patterns or features within images through successive
convolutional layers. This enables tasks like image recognition. CNNs are more
cost-effective than other machine learning techniques because they extract es-
sential data from the dataset, processing what is necessary, which saves time
and resources [35].

CNNs are commonly used for tasks such as image classification, object detection,
and image segmentation [36]. As depicted in Figure 2.2, a CNN consists of an
input layer followed by convolutional layers. Within the convolutional layers,
patterns are recognized and extracted from the data, which then flows into
subsequent layers. The resulting data from the convolutional layers are even-
tually fed into a traditional feed-forward neural network for final processing
and output generation [35].

Figure 2.2 provides a visual representation of a CNN, where the yellow neurons
represent the input layer, the purple neurons symbolize the convolutional layers,
the green neurons depict the hidden layers, and the red neurons signify the
output layer.
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Figure 2.2: Illustration of a CNN [37].

2.1.2 Deep Learning for Images

Deep learning techniques have played a crucial role in advancing computer
vision, which focuses on replicating aspects of human vision to extract meaning-
ful information from visual inputs, such as digital images and videos [18, 13, 14].
Deep learning is employed in computer vision tasks such as image classification,
object detection, and image segmentation [38].

Image classification involves labeling and categorizing a whole image, while
image localization can identify and label a specific object within an image
[38]. Object detection extends this to handle multiple objects, such as labeling
cats and dogs separately [39]. Image segmentation divides an image into seg-
ments or clusters to classify and label objects more precisely by creating masks
around them. This approach provides more detailed information compared
to bounding boxes. There are three main image segmentation tasks: seman-
tic segmentation groups similar objects into classes, instance segmentation
classifies pixels based on instances or overlapping objects, and panoptic seg-
mentation combines semantic and instance segmentation for comprehensive
image analysis and tracking of objects. These tasks enhance computer vision
capabilities by providing accurate information about object location, size, and
number [36, 40].
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2.1.3 YOLO - Object Detection Model

The YOLO (You Only Look Once) object detection model is a popular and
influential approach in computer vision. Unlike traditional object detection
algorithms that require multiple passes over an image, YOLO performs object
detection in a single pass [41]. It divides the input image into a grid and predicts
bounding boxes and class probabilities for objects within each grid cell. YOLO
utilizes a deep convolutional neural network to predict object classes and refine
bounding box coordinates simultaneously [42]. It achieves real-time object
detection by optimizing the trade-off between accuracy and speed [43]. YOLO
has gained significant attention for its ability to detect objects in real-time
videos and images, making it highly applicable in various applications such as
autonomous driving, surveillance systems, and augmented reality [41].

2.2 Photography terminology

Photography encompasses various technical aspects, including composition,
capture, and post-production. This section provides a concise overview of the
photographer’s workflow, covering the process from initial composition to final
editing while also clarifying technical terminology commonly employed in the
field of photography.

2.2.1 The Exposure Triangle

Three essential components must be considered to compose a photograph effec-
tively: ISO, aperture, and shutter speed. These components, collectively known
as the exposure triangle, are interrelated and require careful adjustment to
achieve optimal results. This is visually presented in Figure 2.3b [44].

ISO refers to the camera’s sensitivity to light and is crucial for converting incom-
ing light into a digital photograph [45]. It ranges from low to high sensitivity,
with low ISO preferred in well-lit settings and high ISO used in low-light envi-
ronments. However, higher ISO levels introduce noise, which is visual distortion
in the image and can be seen in Figure 2.3a [44].

Shutter speed determines the duration for which the shutter in the lens remains
open, affecting the exposure and capturing motion. Faster shutter speeds freeze
action, while slower speeds create a blurred effect. Longer shutter speeds also
allow more light to reach the sensor, reducing the need for high ISO settings,
which is visualized in Figure 2.3a [44].
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The aperture controls the width of the lens opening, influencing the amount
of light reaching the sensor. A higher aperture value represents a narrower
opening, resulting in a greater depth of field and less light. Conversely, a lower
aperture value means a wider opening, providing a shallow depth of field and
more light. This is visually presented in Figure 2.3a [44].

(a) Exposure Chart (b) Exposure Triangle

Figure 2.3: How ISO, shutter speed, and aperture work and affect each other [44].

Properly tuning these three components, considering the available light and
desired effects, is crucial for achieving a well-composed photograph. Incorrect
settings can lead to overexposed (excessively bright) or underexposed (too
dark) images, potentially causing the loss of essential details that cannot be
recovered in post-production [46].

2.2.2 Image File Formats

Two primary formats are commonly used when capturing digital photographs:
RAW and JPEG. Professional photographers favor the RAW format as it retains a
significant amount of unprocessed data directly from the camera’s sensor [47].
This format allows for extensive post-production adjustments and helps correct
issues like overexposure [48]. On the other hand, the JPEG format employs
lossy compression, resulting in smaller file sizes by permanently discarding data
[49, 50]. It is widely used for everyday photography and immediate sharing
without requiring extensive editing. While photographers often shoot in RAW,
the final edited images are usually saved in JPEG, especially for web use, due
to their smaller file size and broader compatibility [51].
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2.2.3 Post-production

Production in photography refers to the image capture phase,while post-production
encompasses all activities after the shoot until the final product [52]. A com-
mon part of post-production is a process called photo culling, where the best
images are selected, and undesired ones are removed [53], and is usually done
before editing to streamline the workflow [54]. Factors such as exposure, sharp-
ness, lighting, and subject placement are considered during culling [54]. The
selected photos are then edited to enhance color and exposure, aiming for the
desired outcome without altering the original image. Editing is commonly per-
formed before delivering or sharing photographs, enhancing the image while
avoiding photo manipulation [55].

2.3 Related Work

This thesis explores the potential of deep learning in distinguishing between
good and bad photographs, which can be viewed as automating photo culling.
This section explores several AI-based systems available on the market that
attempt to accomplish this task. However, none are based on research papers,
making it challenging to discuss their AI aspects. Therefore, this section focuses
primarily on the systems’ features and how they can inspire this study.

AfterShoot [56] is a software designed to automate photo culling while giving
users complete control over the selection process. Users can customize prefer-
ences for the AI’s culling behavior, such as the strictness in removing blurred
photos and grouping duplicates based on similarity. They can also specify the
number of duplicates to be presented, such as a percentage or the top-rated
ones. The AI in AfterShoot is trained to identify objective issues (e.g., blurriness)
and subjective aspects like lighting, aesthetics, and composition. It clusters sim-
ilar images and assigns scores to each group before selecting the best based
on user-defined parameters [57]. At least one photo from each duplicate set
is chosen to represent all moments [58]. The results are displayed as group
duplicates with a scoring system of one to five stars, allowing users to view and
select images individually or collectively based on the ratings. AfterShoot of-
fers additional features like "Sneak Previews," which compares selected images
against top-performing social media posts, and "Key Faces," which zooms in
on faces to facilitate easy evaluation [57, 56]. While the program works best
with human images, it has also shown promising performance with product
and landscape photos [59].
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Narrative Select [60] is an AI-assisted software for photo culling that allows
users to organize their photos into "scenes" or similar image groups [61]. In-
stead of fully automating the process, users can manually rate their photos
using a five-star and color-based rating system [62]. The software employs AI
for face detection and assessment, enabling zoomed-in views of faces, focus
and eye evaluations, and expression analysis. These assessments are presented
through symbols and color grading, allowing users to evaluate and cull images
quickly [62]. Additionally, Narrative Select uses AI for image assessment, indi-
cating the "worst" images within a scene with yellow or red hexagons, helping
users focus on selecting the best images [60, 62]. The aim is to narrow the
selection to 20-30% of the images, streamlining the culling process [60].

Photo Culling [63] is a mobile app developed by Canon U.S.A., Inc. It utilizes
Canon’s Computer Vision Artificial Intelligence Engine, called "PHIL", to assess
and score the user’s photos based on factors like sharpness, noise, emotions,
and closed eyes. The app suggests deleting duplicate photos to save storage
space on the user’s phone. Two culling methods are available: whole culling
and similar culling. In whole culling, the AI selects photos with scores above
the user-set threshold [63].

In contrast, similar to culling, it identifies the best images within a group and
recommends deleting the rest. The app also offers event albums and a photo
count on the home screen [63]. It appears Photo Culling aims to assist every-
day photographers in managing their photo collection and freeing up phone
space.

Adobe Lightroom [64] is a widely used photo editing software that has become
an industry-standard [65]. While it was not initially designed for photo culling,
many users utilize its built-in rating systems [66]. Adobe Lightroom does not
have specific AI features for the culling process, as its focus is primarily on
photo editing. Users can use the flag system to mark images for editing or
rejection and apply a five-star rating system for further categorization. The
advantage of using Adobe Lightroom for culling is the seamless transition to
editing the selected images after applying the ratings [66].

This section explores and analyzes existing AI-based systems for automating
photo culling. It discusses their features and approaches, offering insights and
inspiration for developing a photography rating system. By examining the ca-
pabilities and functionalities of these systems, valuable lessons can be learned
regarding the design and implementation. The section highlights the impor-
tance of customizable AI models, manual rating systems with AI assistance,
image assessment techniques, and seamless integration with editing tools. This
knowledge can inform the development of a similar system to ensure it incorpo-
rates practical features and addresses the needs and preferences of users.
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2.4 Summary

This chapter delves into deep learning and imaging techniques for analysis, the
various components that contribute to composing a photograph, from camera
settings to post-production, and an exploration of existing AI-based systems in
the market designed for photo culling. These sections provide essential back-
ground knowledge and serve as a driving force for designing a system that
utilizes deep learning techniques to rate images. By examining deep learning
and its application in image analysis, insight is gained into the technical as-
pects of defining a good photograph. Additionally, studying existing systems
allows for understanding their strengths and limitations, ultimately inspiring
the integration of these two domains—deep learning and photography—for a
comprehensive understanding and motivation in this thesis.





3
Methodology
The research undertaken in this thesis adopts a qualitative research approach.
This chapter aims to provide a comprehensive overview of the available method-
ology methods for qualitative research, explaining the selected approach and
the rationale behind its adoption. The methodology section will adhere to the
structure outlined in "The Portal of Research Methods and Methodologies" de-
veloped by Anne Håkansson [26], which serves as a guiding framework for
organizing and presenting the research methods employed in this study.

3.1 Philosophical Assumptions

The choice of a philosophical assumption is crucial as it shapes the entire re-
search process, including the selection of appropriate methods. There are vari-
ous paradigms, such as positivism, realism, interpretivism, and criticalism. Inter-
pretivism emphasizes that reality is constructed through social interactions and
focuses on exploring the depth and complexity of phenomena to understand
the meanings assigned by individuals. This approach, often used in projects
involving opinions, perspectives, and experiences, is particularly effective in
the development of computer systems and artifacts [26]. This aligned with
the study being performed in this thesis, as the goal is to develop a computer
system.
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3.2 Research Methods

Researchmethods are crucial in supporting various stages of a research task. For
qualitative research, six common methods are utilized: fundamental, applied,
non-experimental, empirical, analytical, and conceptual. For this thesis, three
research methods were considered: empirical, analytical, and conceptual. The
empirical researchmethod utilizes observations and experiences to gather data,
analyze relationships, and generate knowledge, employing both quantitative
and qualitative methods to explain the observed situations. Analytical research
method involves testing pre-planned hypotheses using existing knowledge and
collected data to critically evaluate and make informed decisions, particularly
in areas like product design and process design. Conceptual research method
focuses on developing new concepts or interpreting existing concepts through
theory development, historical research, literature reviews, and critical analysis.
It aids in establishing concepts in a specific area and involves studying literature
to analyze and interpret commonly-used concepts rather than simply providing
background data [26].

While the ultimate objective of this project is to build a deep learning-based sys-
tem for determining whether an image is good, the research approach primarily
aligns with conceptual research rather than analytical or empirical methods.
This is because the study focuses on exploring concepts within deep learn-
ing, leveraging existing knowledge to conceptualize the system’s development.
Thus, the research method employed is conceptual research.

3.3 Research Approaches

Research approaches, namely inductive and deductive, are commonly employed
to conclude qualitative and quantitative research. Inductive reasoning, asso-
ciated with qualitative methods, focuses on developing theories by compre-
hending and establishing various perspectives of a phenomenon, including the
possibility of developing artifacts. On the other hand, deductive reasoning,
linked to quantitative methods, aims to test theories by confirming or refuting
them [26].

In line with the qualitative nature of this project, an inductive approach will
be utilized to develop a theory through understanding existing phenomena in
deep learning.
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3.4 Research Strategy/Design

Research strategies and designs serve as the methodologies that provide guide-
lines for organizing, planning, designing, and conducting research [26]. The
exploratory research method aims to discover relationships between variables
and generate general findings by utilizing surveys and qualitative data collec-
tion to gain insights into the research question. However, it does not typically
provide definitive answers to specific issues. The ethnography method, derived
from anthropology, involves studying people and cultures through descriptive
research. It focuses on understanding the social and cultural context of phe-
nomena under investigation, aiming to provide a comprehensive portrait of the
subjects [26].

Exploratory research was chosen for this thesis to delve into the topic and un-
cover new insights. It provided flexibility to explore different aspects, generate
ideas for further research, and develop new approaches.

3.5 Data Collection Methods

Data collection methods are employed to gather information to conduct re-
search. Language and text analysis are utilized to interpret and analyze dis-
course and conversations and extract meanings from various texts and doc-
uments [26]. Language and text data allow researchers to explore diverse
perspectives, experiences, and contexts in an open-ended fashion, enabling a
comprehensive investigation [67].

More specifically, within language and text analysis, there is document analysis.
Existing textual materials like documents, reports, articles, or archival sources
are carefully examined. By extracting pertinent information and insights from
these texts, researchers can develop an initial comprehension of the subjectmat-
ter and identify potential directions for further investigation [67]. Document
analysis was chosen for this study, and the data collected for this study consists
of information related to deep learning technology, predominantly obtained
through literature research and online investigation of existing systems. This
data, acquired through these methods, aims to address the research question
and provide insights into constructing a system capable of determining good
photographs.
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3.6 Data Analysis Methods

Data analysis methods are employed to examine and process the collected
material, involving inspection, cleansing, transformation, and data modeling.
These methods facilitate decision-making and draw meaningful conclusions
from the data [26]. One of the data analysis methods is coding, which involves
naming and labeling concepts and strategies identified during data collection
to transform qualitative data into quantitative data. Narrative Analysis involves
the examination and interpretation of literary texts and can also be utilized to
facilitate traceability in requirements and interfaces [26].

In this research, coding is used to identify and label the concepts and strategies
discussed in the related work section, aiming to understand the techniques
employed by existing systems in the market. Although statistical analysis may
not be applied, the focus is on identifying the techniques used by these systems.
Building upon the mapping of existing systems done utilizing coding, narrative
analysis is utilized to gain insight into the needs and motivations used to design
a system. Resulting in a deeper understanding of user perspectives to create
informed design decisions,

3.7 Quality Assurance

Validating and verifying the research material is crucial for ensuring quality
assurance in qualitative research. The data collected for this thesis on deep
learning is obtained from reliable web sources and textbooks while acknowledg-
ing that peer-reviewed articles are not available to support the data collected
from the analysis of existing systems.

Transparency is maintained throughout the research process, with all relevant
information being presented and no withholding of information for personal
gains. This ensures that decisions made in this thesis are based on accounted-
for inspirations.

3.8 Dataset

A well-curated dataset is of paramount importance in a deep learning project.
The quality and composition of the dataset directly impact the performance and
generalization ability of the deep learning model. A carefully curated dataset
ensures that the model is exposed to diverse and representative samples, captur-
ing the variability and complexity of real-world data. Including a wide range
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of examples enables the model to predict unseen data accurately. Addition-
ally, a well-curated dataset helps mitigate biases and ensure fairness in the
model’s outcomes by considering different demographic factors and avoiding
underrepresenting or overrepresenting specific groups. A well-curated dataset
lays a solid foundation for training deep learning models, fostering improved
performance, generalization, fairness, and reliability in their predictions.

A photographer with eight-year field experience has assembled the dataset
curated for this thesis. With a deep understanding of the nuances and require-
ments of photography, the curator hand-picked each image to ensure a wide
variety of representations. The dataset encompasses diverse subjects, lighting
conditions, compositions, and styles, capturing the rich complexity of real-world
photographic scenarios. By drawing from a broad range of images, the curated
dataset provides the model with ample training examples to learn robust and
discriminative features. This comprehensive curation process helps to ensure
that the model is exposed to a diverse set of images, enabling it to generalize
well and make accurate predictions on a wide range of photographs.

The dataset employed in this study comprises 2,370 images, which have been
further organized into seven distinct sub-datasets, each dedicated to training
a specific model. The subsequent chapters of the thesis will provide a compre-
hensive explanation regarding the precise division and categorization of the
dataset, offering more profound insights into this aspect of the research.

3.9 Summary of Development Tools

DeepRoom’s implementation utilized various development tools highlighted in
Table 3.1. This table provides an overview of the specific tools employed during
the development process of DeepRoom.

Anaconda [68] was employed as a distribution platform to set up the coding
environment, ensuring consistent and easy setup across the team. Jupyter [69]
served as the computing platform. It enables developers to write and execute
code interactively, providing a convenient environment for experimentation and
iteration [69]. However, for this project, it was just used as a hosting platform
for the implementation. TensorFlow [70], the core deep learning framework,
formed the foundation for building and training convolutional neural network
models. Keras [71], built on top of TensorFlow, offered a high-level API that
simplified the construction of convolutional neural networks (CNNs) for the
project. Matplotlib’s pyplot [72] was utilized as a visualization tool, allowing
the plotting of evaluation graphs to analyze the performance of the models.
Seaborn [73], another visualization tool,was explicitly employed for generating
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classification reports, providing insights into the accuracy and performance
of the classification tasks. Lastly, Roboflow [74] played a crucial role in the
development process by providing software for labeling and annotations and
training the object detection model, streamlining the computer vision model
training pipeline.

Table 3.1: Implementation development tools.

Software Area of use
Anaconda Distribution platform for setting up the coding environment.
Jupyter The computing platform used to write and execute code.
TensorFlow The deep learning framework.
Keras The library, built on top of TensorFlow, was used to construct the

CNNs.
Matplotlib’s
pyplot

Visualization tool used to plot evaluation graphs.

Seaborn Visualization tool used for classification report.
Roboflow Software used for labeling and annotations, and training of object

detection model

Combining these tools and software in the development process of DeepRoom
ensured a comprehensive and efficient approach to implementing and evaluat-
ing the deep learning models for the project.



4
Design
This chapterwill describe the design ofDeepRoom, a deep learning rating system
for photography, based upon the findings from Chapter 2. It will detail the
requirements of building a system as proposed in Section 1.2, a DL-based system
to determine good photographs. It will explore the key factors contributing
to a good or relevant photograph based on the technical aspects behind the
composure of a photograph, as discussed in Section 2.2. Further on, it will
describe the underlying architecture of the system and how DL techniques, as
discussed in Section 2.1, can be utilized to fulfill the requirements. Lastly, it
will propose two approaches to deploying the DeepRoom for real-life use using
the same underlying architecture.

This chapter is based on the design proposed in the capstone project "Determin-
ing the Relevance of Photographs: A Deep Learning Approach" written by Vic-
toria Kumetz Lillegård Lintvedt in 2022 that this thesis implements [27].

4.1 Requirements

The requirements presented in this section are based on the problem presented
in Section 1.2. This section describes the DeepRoom system’s minimum require-
ments, expected functionality, and additional features to improve further and
optimize the system. Each requirement is discussed in detail to provide clarity
on its meaning and purpose:
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Minimal Requirements:

• Utilization of powerful image recognition technique for photo analy-
sis: The project’s core objective is to employ deep learning (DL) methods
to determine the quality of photos. Thus, the system must utilize DL al-
gorithms to analyze the photographs based on the factors, which will be
discussed further in the next section, to assess their relevance.

• Assignment of ratings to each photo: The system should assign a rating
ranging from one to ten to each analyzed photo. This rating system
enables the identification and presentation of the best photographs within
the dataset to the end user.

• Differentiate between animate and inanimate photos: Certain factors
vary for animate and inanimate photography. Hence, the system needs to
handle these distinctions appropriately. Furthermore, the system should
be able to handle photographs that feature subjects not being the image’s
primary focus.

• File format compatibility: Considering the popularity of RAW and JPEG
file formats in photography (as discussed in Section 2.2), the system
should, at a minimum, support these file formats to accommodate a wide
range of photo files.

Additional features:

• Handling large datasets: The system should be designed to handle and
process large datasets effectively, ensuring efficient performance and scal-
ability.

• Detection and grouping of duplicates: The system should possess the
capability to detect and group similar photos together, even if they are not
exact duplicates. This feature facilitates the analysis and rating process
by directly comparing similar photos.

• Personalized culling preferences: The system should allow end users
to personalize their photo culling process. This may include preferences
such as displaying only the worst photos (those recommended for dele-
tion) or only the best photos (those recommended for further post-production).

The DeepRoom system must prioritize the essential functionalities of analyzing
and rating photos, differentiating between animate and inanimate photos, and
supporting various file formats. These core features are crucial for its effective
operation. Additionally, the system can further enhance its capabilities by han-
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dling duplicates, managing large datasets, and offering personalization options
to cater to the specific needs and preferences of the end user. The core func-
tionalities of analyzing and rating photos and differentiating between animate
and inanimate photos are implemented as the fundamental components of
the DeepRoom system. These essential features are the backbone of the sys-
tem’s functionality and are prioritized in the implementation process, while the
additional functionalities are considered supplementary enhancements.

4.2 Photograph Rating

A scale of one to ten will establish a rating system for the photographs. The
evaluation of factors for the rating system will be approached from a technical
standpoint, considering the discussions in Chapter 2.2. The evaluation will vary
based on whether the photograph contains animate subjects (e.g., humans or
animals) or inanimate subjects (e.g., landscapes or cityscapes). The following
sections present and explain the different factors considered for the rating
system:

• Exposure: If an image is excessively over- or underexposed to the extent
that no data can be recovered from the incorrectly exposed areas, it could
be considered irrelevant. Such a situation may occur due to improper
usage of the exposure triangle while capturing the image.

• Focus & sharpness: The focus of an image is related to the physical
focusing of the camera lens, whether it is manually or automatically con-
trolled. An image that is out of focus appears blurry and lacks sharpness.
Incorrect aperture or shutter speed settings during photography can also
contribute to a lack of sharpness.

Analyzing the focus is a crucial factor in determining the relevance of a
photograph, and different criteria apply to animate and inanimate pho-
tos:

– Animate: The subject is expected to be focused and sharp for im-
ages that include a subject, such as a person or an animal. In the
case of multiple subjects, the majority of the subjects should be in
focus and sharp. When the subject is positioned prominently in the
center of the image, as is often the case in portrait photography,
the photographer typically intends for the subject to be the image’s
primary focus.
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– Inanimate: If an image does not have a specific subject to focus
on, the analysis should shift toward different image segments, such
as the foreground, middle ground, or background. It is important
to ensure that at least one of these segments is in focus and sharp.
These segments represent areas within the image where focus and
sharpness are desired. Alternatively, this criterion should also be
considered if the intention is to have the entire picture in focus and
sharp.

• Horizon lines: This factor primarily applies to inanimate photos, partic-
ularly landscape photography, where a visible horizon or straight lines
within the photo (e.g., buildings) can appear skewed. The straightness of
a photograph can always be adjusted during post-production. However,
when the image is straightened, certain edges may be lost, which can
be undesirable if there are essential elements near the edges that the
photographer intends to include in the final composition.

Table 4.1: Photo rating values. Collected from the capstone project "Determining the
Relevance of Photographs: A Deep Learning Approach" written by Lintvedt,
Victoria K. L. in 2022.

Rating 1-2 3-4 5-6 7-8 9-10
Overexposure >30% 20-30% 10-20% 5-10% 0-5%
Underexposure >30% 20-30% 10-20% 5-10% 0-5%
Focus & Sharpness
(animate)

<50% 50-70% 70-85% 85-95% 95-100%

Focus & Sharpness
(inanimate)

<40% 40-60% 60-75% 75-90% 90-100%

Horizon Lines > 15° 10-15° 5-10° 1-5° 0-1°

Table 4.1 presents a preliminary overview of how photos could be rated from
a technical standpoint. Ratings ranging from one to four will be considered as
"below average," five to six as "average," and seven to ten as "above average."
Each factor will be assessed separately for each photo, distinguishing between
animate and inanimate categories. An overall rating will then be determined
based on the average scores of the individual factors.

Focus and sharpness are interrelated factors that differ between animate and
inanimate images. For animate subjects, the evaluation focuses on the sub-
ject(s). The rating will be average if the entire subject is focused, higher if the
subject’s face is in focus, and best if the eyes are focused. Sharpness is assessed
based on the focused area, and the percentage of sharpness determines the
rating. In the case of inanimate subjects, three elements are considered: fore-
ground, middle ground, and background. The highest rating is given when all



4.3 architecture 27

three elements are in focus, the next best rating when two are in focus, and an
average rating when only one element is in focus. Similar to animate photos,
sharpness is correlated with the focused areas, and the rating is based on the
percentage of sharpness. Any photo with below-average focus will receive a low
rating. Horizon lines are evaluated based on how many degrees the horizon
deviates from being level, and the rating is determined accordingly.

Each factor is individually assessed before calculating the average scores, de-
termining the final rating assigned to an image. Images falling into the below-
average category are recommended for deletion by the system. Images rated
as average require further review, while those receiving an above-average rat-
ing are considered relevant. This establishes a cutoff for images rated below
average, but this only applies to the overall rating, not the individual factors.
For instance, an image that scores above average on all factors except hori-
zon lines will still receive an above-average rating overall. These ratings aid in
determining the relevance of a photograph.

These factors serve as guidelines for assessing the relevance of a photograph.
Some factors may vary between animate and inanimate photographs due to
differences in focal points. It is also essential to consider that some photographs
may include subjects without them being the main focus of the composition,
and this aspect should be addressed in the system’s design.

4.3 Architecture

The heart of the DeepRoom system lies in its profound functionality embodied
by deep learning models. These models serve as the fundamental tools respon-
sible for rating and evaluating images. As explained in the preceding sections,
the DeepRoom system employs a nuanced differentiation between animate
and inanimate subjects, presenting the first model—an object detection model
capable of identifying and categorizing animate subjects. Consequently, this
distinction leads to categorizing images into two categories: those featuring
animate subjects and those without.

Following this classification, dedicated deep learning models are employed to
analyze animate and inanimate images, respectively. The inanimate models
undergo training to detect various quality aspects such as blurriness, skewed
horizons, overexposure, and underexposure. By considering the entirety of the
photograph, distinct models are developed for each quality factor. On the other
hand, the animate models, sharing similarities with their inanimate counter-
parts but excluding the consideration of skewed horizons, are honed to con-
centrate on these quality aspects, specifically within the subject itself.
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This intricate approach highlights the system’s attention to detail and the multi-
faceted nature of the deep learning models employed in the DeepRoom system.
By incorporating separate models for animate and inanimate images and train-
ing them to focus on specific aspects, the system demonstrates a comprehensive
understanding of image evaluation, allowing for precise analysis and accurate
rating. The architecture is presented in Figure 4.1.

Figure 4.1: DeepRoom’s architectural overview.
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4.4 Deployment

This section will explore a console-based deployment option specifically de-
signed for servers or non-graphical operating systems, enabling efficient uti-
lization in a command-line interface. This streamlined approach simplifies the
system’s deployment process.

When using DeepRoom, users can select a folder containing the images they
wish to rate. The system applies the underlying deep learning architecture dis-
cussed in Section 3.2 to rate all the images within the chosen folder. DeepRoom
incorporates a predetermined "cutoff" rating, such as a score of 6, as a thresh-
old. Images scoring equal to or above the cutoff are moved to a folder labeled
"keep," while those below the cutoff are moved to a folder named "delete." It
is important to note that these suggestions are intended as guidance, allowing
users to review and decide on the proposed "bad" images.

Furthermore, the console-based system of DeepRoom includes customizable
settings that provide flexibility to users. For instance, users can overwrite the
rating method for all images, opting for either the animate or inanimate rating.
The cutoff limit can also be adjusted according to specific preferences and
requirements. These settings empower users to tailor the rating process to
their needs and preferences.





5
Implementation
This chapter provides an overview of the implementation of DeepRoom, focus-
ing on key details and processes. It discusses the development tools, provides
further insight into the dataset used, and the steps taken for data preprocessing.
Additionally, it explores the construction and training of each deep learning
model employed in the project. By examining these implementation-specific as-
pects, a deeper understanding of DeepRoom’s inner workings is attained.

5.1 Development Tools

The implementation of the project required a combination of software tools
and hardware resources to support the development and training of deep learn-
ing models. These tools and hardware were essential in various project stages,
including data preprocessing, model design, training, and evaluation. The soft-
ware tools provided the necessary frameworks and libraries to build and deploy
deep learning models, and the hardware resources ensured sufficient compu-
tational power to handle complex computations.
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5.1.1 Software

During the implementation of the project, several development tools were uti-
lized to facilitate the creation and training of deep learning models. These tools
played a crucial role in various stages of the development process, including
data preprocessing, model architecture design, training, and evaluation.

One of the primary tools employed was Anaconda [68], a popular open-source
distribution platform that simplifies package management and environment
setup [75]. Anaconda provided a seamless way to manage different Python
libraries and dependencies required for the project, ensuring compatibility and
reproducibility across different systems.

TensorFlow [70] and Keras [71] were employed as the core deep learning
frameworks. TensorFlow, an open-source library, offered a comprehensive set
of tools and functionalities for building and training deep learning models.
Keras, built on top of TensorFlow, provided an easy way of constructing neu-
ral networks, simplifying the implementation process and allowing for faster
prototyping.

Jupyter [69] notebooks served as an essential tool for coding and experimen-
tation. It provided an efficient environment for developing and testing code
snippets, allowing for easy data exploration and visualization.

For data visualization, Matplotlib’s Pyplot [72], and Seaborn [73] were utilized.
It provided an easy way to analyze and present the results of the models and
aided in gaining insights into the performance and behavior of the deep learn-
ing models.

Lastly, Roboflow [74] played a vital role in annotating and training the object
detection model. Roboflow offered a user-friendly interface for annotating and
labeling images, making it easier to generate training datasets. It also provided
data augmentation and preprocessing functionality, enhancing the diversity
and quality of the training data.

Together, these development tools formed a robust ecosystem that facilitated
the implementation of the project. They streamlined the development pro-
cess, empowered efficient experimentation, and enabled the creation of high-
performance deep learning models for the task at hand.
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5.1.2 Hardware

The deep learning models in this project were trained using the following
hardware specifications: an AMD Ryzen 7 3700X 8-Core Processor [76] as the
CPU and an Nvidia GeForce GTX 1070 [77] as the GPU. With its multi-core
architecture and powerful processing capabilities, the CPU provided efficient
execution of computations during training. The GPU, known for its parallel
processing capabilities, significantly accelerated matrix calculations and neural
network operations, enhancing the training process. The 32GB of RAM allowed
for support of the training process and handling large datasets and model
parameters, ensuring smooth and efficient data loading.

5.2 Object Detection Model

The development of the Object Detection model involved utilizing the YOLOv8
Object Detection model architecture. The computer vision platform Roboflow
was employed to annotate and train the model, offering helpful tools for easy
and precise annotation and efficient training. The model’s objective is to detect
two distinct categories: humans and animals. For this purpose, a dataset of 270
images encompassing human and animal instances was prepared and employed
as the foundation for training. The dataset consisted of 256 instances featuring
humans and 137 instances featuring animals.

The dataset was divided into three sets: the training set, encompassing 68% of
the data, served as the primary component during the model’s training phase.
The validation set, comprising 16% of the data, played a crucial role in the itera-
tive refinement of the model. The model’s weights and biases were adjusted by
leveraging the validation set’s results, enabling enhancement and optimization
of the model. Lastly, the testing set, accounting for 16% of the data, acted as
the final evaluation benchmark for the trained model.

Table 5.1 provides an overview of the dataset setup and includes specific de-
tails.

Table 5.1: Object detection dataset details.

No. Images Labels Class Balance Train/Validation/
Test Split

270 human & animal 256 with humans,
137 with animals

68% / 16% / 16%
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5.3 The CNN Rating Models

In total, there are six different models built for rating the photographs. The
rating models, as shown in Figure 4.1, were developed from scratch using Keras
to construct Convolutional Neural Networks (CNNs) for extracting image fea-
tures. Six distinct CNN models were trained to detect specific attributes and
rate the images accordingly. These attributes included Blurry, Overexposed An-
imate, Overexposed Inanimate, Underexposed Animate, Underexposed Inani-
mate, and Skewed Horizon for inanimate images. While the overall structure
of the CNN models remained similar, slight adjustments were made to cater to
the unique characteristics of each attribute.

5.3.1 Preprocessing

All the rating models adhere to a consistent structure of data preprocessing
and can be seen in Table 5.2. Initially, all images are resized to a uniform
dimension of 224x224 pixels and undergo rescaling to ensure normalization. To
prevent memory overflow, a batch size of 32 is established. An image generator
is also employed to introduce variations and augment the dataset, enhancing its
robustness. Each model’s dataset is further divided, allocating 90% for training
purposes and reserving 10% for validation. This partitioning facilitates practical
model training and evaluation.

Table 5.2: Dataset preprocessing details

Train/Validation Split Batch Size Resize Shape
90% Train & 10% Validation 32 224x224 pixels

5.3.2 The Over- and Underexposure Models

The architectural design of the rating models encompasses four distinct CNNs,
tailored explicitly for analyzing over- and underexposure in both animate and
inanimate photographs. While the fundamental structure remains consistent,
the differentiation lies in the datasets curated for each model. The inanimate
model’s datasets comprise images primarily showing significant over- or under-
exposure, while the animate model’s datasets focus explicitly on subjects being
over- or underexposed. Each dataset consists of approximately 300 images,
equally divided into "good" and over-/underexposed categories, serving as the
training labels for the models. Table 5.3 provides an overview of the dataset
setup and includes specific details.
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Table 5.3: Exposure datasets details.

No. Images Labels (and value)
Overexposure Animate 300 good (1) & overexposed (0)
Overexposure Inanimate 300 good (1) & overexposed (0)
Underexposure Animate 300 good (1) & underexposed (0)
Underexposure Inanimate 300 good (1) & underexposed (0)

The model construction, depicted in Figure 5.1, entails three convolutional
layers followed by flattening, leading to two dense layers. A dropout layer
is incorporated to randomly deactivate 10% of the neurons during training,
mitigating the risk of overfitting.

Figure 5.1: CNN model for exposure detection

5.3.3 The Blurry Model & The Skewed Horizon Model

The blurry model is trained on a dataset comprising 600 images, encompassing
both animate and inanimate photographs. Half of these images are classified
as "good," while the remaining half represents blurry photographs, which serve
as the labels for the model’s training. The skewed horizon model is specifically
designed for inanimate images. Its dataset comprises 300 images, similar to
the distribution in the blurry model, with half of the images labeled as "good"
and the other half labeled as "skewed horizon." Table 5.4 provides an overview
of the dataset setup and includes specific details.
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Table 5.4: Blurry and skewed horizon datasets details.

No. Images Labels (and value)
Blurry 600 good (1) & blurry (0)
Skewed Horizon 300 good (1) & skewed-horizon (0)

Both models follow the same architecture, consisting of two convolutional lay-
ers, flattening, and two dense layers. The model is depicted in Figure 5.2. In
contrast to the exposure CNN architecture, the CNN architecture utilized in
this case does not incorporate a dropout layer. The concern for overfitting was
comparatively less pronounced, leading to the exclusion of this layer. Addition-
ally, the architecture does not feature a max pooling operation following the
final convolutional layer. These two distinctions, the absence of dropout and
max pooling, are the only factors that differentiate the architecture depicted in
Figure 5.1 from the one in Figure 5.2. Apart from these variances, both models’
architectures are identical in their structure and employ the same activation
functions.

Figure 5.2: CNN model for blurry and skewed horizon detection
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5.3.4 Rating Evaluation

The model generates a confidence score (C) ranging from zero to one for each
photograph, representing its prediction. This score is the basis for assigning a
rating (R) to the photograph, calculated by multiplying the confidence score
by ten. The rating calculation is illustrated in Equation 5.1. For instance, a
prediction score of 0.98 would correspond to a rating of 9.8.

𝑅 = 𝐶 · 10 (5.1)

Furthermore, it is essential to note that each photo receives ratings from multi-
ple models, each assessing specific features. These individual rating scores are
then averaged to obtain the final rating score (FR). Equation 5.2 demonstrates
the calculation of the final rating score for animate images, while Equation 5.3
presents the calculation for inanimate images. For example, if an image receives
ratings of 9.8 for overexposure, 8.9 for underexposure, and 7 for blurriness, the
overall rating would be 8.6.

𝐹𝑅 =
(𝑅𝑜𝑣𝑒𝑟𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 + 𝑅𝑢𝑛𝑑𝑒𝑟𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 + 𝑅𝑏𝑙𝑢𝑟𝑟𝑦

3
(5.2)

𝐹𝑅 =
(𝑅𝑜𝑣𝑒𝑟𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 + 𝑅𝑢𝑛𝑑𝑒𝑟𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 + 𝑅𝑏𝑙𝑢𝑟𝑟𝑦 + 𝑅𝑠𝑘𝑒𝑤𝑒𝑑−ℎ𝑜𝑟𝑖𝑧𝑜𝑛)

4
(5.3)
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Evaluation
This chapter provides a comprehensive evaluation of the DeepRoom system,
focusing on each deep learning model’s performance and effectiveness. The
evaluation includes an analysis and discussion of the results obtained from
each model, considering metrics such as accuracy, precision, and recall. The
strengths and limitations of the models are highlighted, shedding light on their
capabilities and potential areas for improvement.

In addition to the internal evaluation, DeepRoom is compared to similar soft-
ware solutions discussed in Section 2.3. This comparison allows for a deeper
understanding of DeepRoom’s unique features, advantages, and potential con-
tributions to the field. By examining the similarities and differences between
DeepRoom and existing tools, valuable insights can be gained regarding its
novelty, performance, and potential for practical applications.

6.1 Object Detection Model

Mean Average Precision (mAP) is a commonly used metric for evaluating the
performance of object detection models. It measures the accuracy and precision
of the model in identifying and localizing objects within an image. In object
detection, precision refers to the percentage of correctly identified objects out
of all the predicted objects. At the same time, recallmeasures the percentage of
correctly identified objects out of all the ground truth objects. Average Precision
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(AP) is calculated by taking the precision-recall curve and computing the area
under the curve. The mAP is then obtained by averaging the AP values across
different object classes. It provides a single value that summarizes the overall
performance of the object detection model. A higher mAP indicates better
accuracy and localization of objects by the model [78].

In Table 6.1, the training results of the object detection model are presented.
The mAP of 84.9% indicates the model’s overall performance in terms of object
detection accuracy. A higher mAP value suggests that the model effectively
identifies and localizes objects. Additionally, the model achieves a precision of
85.7% and a recall of 83.9%, indicating a relatively high level of accuracy in
correctly detecting objects and minimizing false positives and false negatives.
These results demonstrate the model’s proficiency in recognizing and precisely
locating objects within the training and validation dataset.

Table 6.1: Object detection training results.

mAP Precision Recall
84.9% 85.7% 83.9%

Figure 6.1 illustrates the progression of mAP values during the training process,
displaying a generally linear graph. Notably, spikes indicate initial fluctuations
and a period of stabilization required to establish a consistent mAP for the
model. Towards the latter stages of training, the line flattens, indicating a more
stable and consistent mAP result. This observation highlights the model’s pro-
gression and improvement, achieving reliable and steady performance.

Figure 6.1: mAP graph of the object detection model.

Table 6.2 provides valuable insights into the average precision of each class
in the object detection model. Notably, both the animal and human detection
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exhibit impressive average precision scores of 81-82%, indicating high accuracy.
The exceptional performance of 96-97% in animal detection further emphasizes
the model’s capability in accurately identifying animals. However, the human
detection score of 66-68%may be affected by annotation inconsistencies, as the
bounding boxes varied from encompassing the entire human body to focusing
solely on the face. In contrast, the annotation process for animals demonstrated
more consistent bounding box annotations, primarily encompassing the ani-
mal’s entire body.

Table 6.2: Average precision for object detection per class.

Validation dataset Train dataset
Human 66% 68%
Animal 97% 96%
All 81% 82%

In object detection, there are three main ways of measuring loss. Box loss mea-
sures the accuracy of predicted bounding box coordinates. Class loss evaluates
the accuracy of object classification. Object loss determines the presence or
absence of an object. These components are used to assess and improve the
model’s performance in detecting objects and their properties [79].

Figure 6.2 displays three graphs depicting the box, class, and object loss during
training. All three graphs exhibit a downward trend, indicating a reduction in
loss over time. Initially, the box loss experienced a rapid decline, followed by
a more gradual decrease, ultimately reaching a relatively low score of approx-
imately 2-3%. Similarly, the class loss demonstrates an initial steep decrease
before stabilizing at less than 0.5% loss. The object loss follows a more consis-
tent linear decrease, settling at around 1.5%. These impressive results showcase
the effective learning and optimization of the object detection model.

Figure 6.2: Loss graphs of the object detection model.
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6.2 CNNmodels

When evaluating Convolutional Neural Network (CNN) models, loss and accu-
racy are commonly used metrics. Loss refers to the discrepancy between the
predicted output of the model and the actual ground truth labels in the training
data. It measures how well the model can minimize the difference between its
predictions and the expected values. The goal during training is to minimize
this loss, as a lower loss indicates a better fit of the model to the data. On the
other hand, accuracy represents the proportion of correctly classified instances
in the evaluation dataset. It measures the model’s overall performance in terms
of correctly predicting the class labels [80].

Apart from loss and accuracy, precision, recall, and F1-score are evaluation met-
rics commonly used for classification tasks. Precision measures the proportion
of true positive predictions among all positive predictions [81]. It quantifies the
model’s ability to identify positive instances while minimizing false positives
correctly [82]. Recall, also known as sensitivity or true positive rate, calculates
the proportion of true positive predictions among all actual positive instances.
It assesses the model’s ability to capture all positive instances while minimizing
false negatives. The F1-score is a harmonic mean of precision and recall, provid-
ing a single metric that combines both [81]. It provides a balanced assessment
of the model’s performance by simultaneously considering precision and recall
[82].

By evaluating CNN models using these metrics, it is possible to assess their
performance, identify strengths and weaknesses, and compare different mod-
els.

6.2.1 Training

During CNN training, the loss and accuracy values served as performance indi-
cators. The loss values guided optimization to improve predictions by adjusting
model parameters. Accuracy values reflected the proportion of correctly clas-
sified instances. Figure 6.3 illustrates the loss and accuracy of a CNN model
during training, encompassing both training and validation datasets. Appendix
A presents all of the training graphs of the six CNN models.

To comprehend the results, it is essential to grasp the concept of an epoch. An
epoch refers to a complete iteration through the entire training dataset during
the model training process [83]. In other words, an epoch represents one pass
where each training sample has been presented to the model once, allowing it
to make predictions and update its internal parameters based on the provided
training data [84, 83].
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Figure 6.3: Example CNN training graphs. This is from the overexposed inanimate
model.

During an epoch, the model goes through twomain steps: forward propagation,
where the input data is processed through the network to produce predictions,
and backpropagation, where the model adjusts its internal parameters (weights
and biases) based on the calculated errors between the predicted outputs and
the expected outputs [34, 32, 31]. The model can learn and refine its perfor-
mance by repeating this process for multiple epochs, gradually improving its
ability to make accurate predictions.

Figure A.1 illustrates the training progress of the overexposed animate CNN
model throughout fourteen epochs. The loss values for both the training and
validation datasets remained relatively similar throughout the training pro-
cess, indicating a consistent learning trend. However, a notable spike in loss
occurred on the validation dataset during the twelfth epoch. In terms of accu-
racy, there were slight variations between the training and validation datasets,
with the validation dataset generally exhibiting lower accuracy compared to
the training dataset, which suggests a potential area for further investigation
and improvement.

The overexposed inanimate CNN model underwent ten epochs, as depicted in
Figure A.2. Throughout the training process, both the training and validation
datasets exhibited fluctuating loss values. Interestingly, the validation dataset
demonstrated lower loss values during the initial epochs but experienced a
spike and increased loss values towards the end of training. The accuracy scores
remained relatively consistent between the training and validation datasets.
These findings suggest the need for further analysis to understand the causes
behind the loss spike and to explore potential strategies for enhancing the
model’s performance.
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As illustrated in Figure A.3, the underexposed animate CNN model underwent
eleven epochs. The training and validation datasets exhibited remarkably sim-
ilar loss and accuracy values during the training process. This consistency sug-
gests that the model’s performance remained stable and consistent across the
training iterations. These findings highlight the model’s ability to effectively
learn and generalize patterns from the data, demonstrating its potential for
accurately classifying underexposed animate photographs.

The visualization in Figure 6.7 illustrates the training process of the underex-
posed inanimate CNN model over eleven epochs. The training and validation
datasets exhibit similar trends in loss and accuracy. However, the validation
dataset demonstrates slightly inferior performance, with higher loss values and
lower accuracy than the training dataset.

The blurry model underwent fifteen epochs as illustrated in Figure A.5. The
training datasets exhibit a smooth descending curve in loss values while the
accuracy values consistently increase. Conversely, the validation datasets expe-
rience notable spikes in loss and accuracy during training, eventually converg-
ing to values similar to those of the training dataset. In summary, the model
successfully reduces loss and improves accuracy throughout training, despite
intermittent fluctuations observed in the validation datasets.

The training of the skewed horizon CNN model, as depicted in Figure A.6,
reveals that the loss values remain consistent without significant fluctuations
after the initial epoch. Both the validation and training sets yield comparable
results and exhibit a parallel trajectory during training. However, the accu-
racy scores demonstrate noticeable fluctuations, resulting in spikes in accuracy.
Despite following a similar overall trend, the validation dataset displays more
pronounced spikes than the training dataset. In conclusion, the model’s training
demonstrates stable loss values, while the accuracy scores exhibit variability,
particularly in the validation dataset.

6.2.2 Exposure models

The evaluation results presented in Table 6.3 showcase the performance of
the four exposure models based on their loss and accuracy scores using the
dedicated validation datasets. The accuracy scores for all models are relatively
high, ranging from 87.1% to 91.4%. These scores indicate that the models can
correctly classify the exposure levels with good accuracy.

However, there is room for improvement when considering the loss values.
The loss values for the models are considerably higher, with the underexpo-
sure animate model achieving the best score of 14.9%. On the other hand, the
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other three models exhibit loss values ranging from 33.0% to 35.9%. These
elevated loss values suggest that the models’ predictions deviate significantly
from the true labels, indicating inconsistency and imprecision in the exposure
classification.

Table 6.3: The loss and accuracy scores of each exposure CNNmodel. Calculated using
their respective validation datasets.

Loss Accuracy
Overexposure Animate 33.0% 87.1%
Overexposure Inanimate 35.9% 90.9%
Underexposure Animate 14.9% 91.4%
Underexposure Inanimate 34.4% 90.7%

Overall, while the accuracy scores of the exposure models are promising, the
relatively high loss values indicate the need for further refinement and opti-
mization. By reducing the loss values, the models can improve their precision
in predicting exposure levels and enhance their overall performance.

The following figures (Figure 6.4-Figure 6.7 depict the classification reports
of each of the models, including their precision, recall, and F1-score for each
of the models, calculating each score for each of their labels, accuracy, macro
average, and weighted average.

In Figure 6.4, the overexposed animate model demonstrates precision values
of 0.75 for class 0 (overexposed) and 1.00 for class 1 (good). The recall values
are 1.00 for class 0 and 0.69 for class 1, suggesting that the model successfully
identifies all instances of class 0 but only around 69% of class 1 instances. The
F1-scores, which balance precision and recall, are 0.86 for class 0 and 0.81 for
class 1. These scores indicate a good trade-off between precision and recall for
both classes. The model’s overall accuracy is 0.84,meaning it correctly classifies
84.0% of the instances in the evaluation set. The average macro F1-score is 0.84,
reflecting an overall solid performance across classes. The weighted average F1-
score, also 0.84, suggests that the model’s performance is consistent across both
classes, considering their respective contributions to the evaluation set.

Overall themodel demonstrates reasonable performance in classifying instances
into class 0 and class 1. It achieves high precision for both classes and shows
good recall for class 0 but relatively lower recall for class 1. The F1-scores indi-
cate a balanced performance, and the model’s overall accuracy is 84.0%.
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Figure 6.4: Overexposed Animate model classification report.

The overexposed inanimate model, depicted in Figure 6.5) demonstrates fa-
vorable performance in this report, with precision values of 0.89 for class 0
(overexposed) and 0.80 for class 1 (good). The recall values are 0.84 for class
0 and 0.86 for class 1, indicating the model’s ability to identify instances of
each class correctly. The F1-scores, balancing precision and recall, are 0.86 for
class 0 and 0.83 for class 1. Overall, the model achieves an accuracy of 0.85,
accurately classifying 85.0% of the instances in the evaluation set. The macro
average and weighted average F1-scores of 0.85 suggest a consistent and ro-
bust performance across both classes. In summary, the model exhibits accurate
and balanced performance, achieving high precision, recall, and F1-scores in
classifying instances into the overexposed and good classes.

Figure 6.6 provides an overview of the underexposed animate model’s perfor-
mance. The model demonstrates accurate predictions for both classes with a
precision of 0.86 for class 0 (underexposed) and 1.00 for class 1 (good). In terms
of recall, the model achieves a recall of 1.00 for class 0, indicating it successfully
identifies all instances of class 0. In contrast, for class 1, it attains a recall of 0.81,
suggesting it identifies approximately 81.0% of class 1 instances. The F1-scores,
which balance precision and recall, are 0.93 for class 0 and 0.90 for class 1,
indicating a good trade-off between precision and recall. The model’s overall
accuracy is 0.91, indicating that it correctly classifies 91.0% of the instances
in the evaluation set. Based on this classification report, the model success-
fully distinguishes between overexposed and good instances, achieving high
precision, recall, and F1-scores.
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Figure 6.5: Overexposed Inanimate model classification report.

Figure 6.6: Underexposed Animate model classification report.
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The underexposed inanimate model, depicted in Figure 6.7, demonstrates ac-
curate predictions for both classes with a precision of 0.77 for class 0 (under-
exposed) and 1.00 for class 1 (good). In terms of recall, the model achieves
a recall of 1.00 for class 0, indicating it successfully identifies all instances of
class 0. In contrast, for class 1, it attains a recall of 0.81, suggesting it identifies
approximately 81.0% of class 1 instances. The F1-scores, which balance pre-
cision and recall, are 0.87 for class 0 and 0.89 for class 1, indicating a good
trade-off between precision and recall. The model’s overall accuracy is 0.88,
indicating that it correctly classifies 88.0% of the instances in the evaluation
set. Based on this classification report, the model successfully distinguishes
between overexposed and good instances, achieving high precision, recall, and
F1-scores.

Figure 6.7: Underexposed Inanimate model classification report.

The evaluation results of the four exposure models suggest a mixed perfor-
mance. While the accuracy scores for all models are relatively high, indicating
good classification ability, the elevated loss values indicate room for improve-
ment in terms of precision and consistency. The models’ precision values vary
across classes but generally accurately predict both overexposed and good in-
stances. However, recall values show some variability, particularly in identifying
instances of the "good" class. The F1-scores reflect a reasonable balance between
precision and recall for both classes. Overall, the models exhibit promising per-
formance but would benefit from further refinement to reduce loss values and
enhance precision in predicting exposure levels.
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6.2.3 Blurry and Skewed Horizon models

The blurry model’s loss and accuracy evaluation results, presented in Table 6.4,
indicate a mixed performance. With an accuracy score of 81.7%, the model
demonstrates a relatively high level of overall correctness in classifying blurry
instances. This suggests that the model can correctly identify and classify a
significant portion of the blurry images in the dataset. However, the high loss
score of 45.9% indicates a substantial deviation between predicted and true
labels. This suggests that the model’s predictions for blurry images could be
more precise and consistent. Therefore, while the accuracy score is respectable,
the elevated loss score implies a need to improve the model’s ability to predict
and classify blurry images accurately. Fine-tuning and optimization techniques
could enhance the model’s performance and reduce the loss score, leading to
more accurate and reliable predictions.

The skewed horizon model exhibits poor performance, with a high loss score of
65.8% and a low accuracy score of 0.5%, as can be seen in Table 6.4. These met-
rics indicate that the model struggles to classify images accurately concerning
the presence of a skewed horizon. The high loss score suggests that the model’s
predictions deviate significantly from the ground truth labels during training,
indicating a lack of precision and consistency. The low accuracy score confirms
that the model’s predictions align with random chance, as it correctly classifies
only 50.0% of the instances. This model requires significant improvements to
identify and rectify images with skewed horizons effectively. Possible strate-
gies for enhancement involve adjusting the model architecture, increasing the
dataset size, or refining the training process to achieve better results.

Table 6.4: The loss and accuracy scores of the blurry and skewed horizon CNN model.
Calculated using their respective validation datasets.

Loss Accuracy
Blurry 45.9% 81.7%
Skewed Horizon 65.8% 50.0%

The classification report for the blurry model, depicted in Figure 6.8, evaluates
its performance in distinguishing between blurry and non-blurry images. The
precision values for class 0 (blurry) and class 1 (good) are 0.81 and 0.76, re-
spectively, indicating that when the model predicts a class, it is correct around
81.0% of the time for class 0 and 76.0% for class 1. The recall values, which
measure the model’s ability to identify instances of each class, are 0.59 for
class 0 and 0.90 for class 1. This suggests that the model correctly identifies ap-
proximately 59.0% of blurry and 90.0% of non-blurry instances. The F1-scores,
balancing precision and recall, are 0.68 for class 0 and 0.83 for class 1, indicating
a reasonable trade-off between precision and recall.
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Overall, the model achieves an accuracy of 0.77, correctly classifying 77.0% of
the instances in the evaluation set. The average macro F1-score of 0.75 reflects
a balanced performance across classes, while the weighted average F1-score
of 0.77 suggests that the model’s performance is consistent, considering the
class distribution in the evaluation set. Based on this classification report, the
model demonstrates a reasonable ability to classify images as blurry or non-
blurry with moderate precision, recall, and F1-scores. However, there is room
for improvement, particularly in enhancing the precision and recall for blurry
instances, to further enhance the model’s performance.

Figure 6.8: Blurry model classification report.

Figure 6.9 present the classification report for the skewed horizon model, and
indicates moderate performance. The precision, recall, and F1-score for both
classes, 0 (skewed-horizon) and 1(good), are relatively balanced but not very
high. The model achieves a weighted average precision, recall, and F1-score of
around 0.54, indicating that it is able to classify instances from both classes,
but with a moderate level of accuracy. The overall accuracy of the model is 0.53,
suggesting that it correctly predicts the class label for approximately 53.0% of
the instances. However, there is room for improvement in terms of performance,
as indicated by the relatively low scores across precision, recall, and F1-score.
Further adjustments, such as refining the model architecture or increasing the
dataset size, may be necessary to enhance its predictive capabilities and achieve
better results.
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Figure 6.9: Skewed Horizon classification report.

6.3 Comparison Between Existing Software

The comparison table in Table 6.5 provides an overview of photo-culling soft-
ware options discussed in Section 2.3, along with their key features. It directly
compares them to DeepRoom and evaluates the incorporation of AI assistance,
duplicate detection, subject identification, and landscape photography support.
Additionally, compatibility with Adobe Lightroom, widely used among photog-
raphers, is considered, enabling seamless export of culled images and ratings
to streamline post-production workflows.

Table 6.5: Photo culling software comparison. Collected from the capstone project
"Determining the Relevance of Photographs: A Deep Learning Approach"
written by Lintvedt, Victoria K. L. in 2022.

DeepRoom AfterShoot Narrative
Select

Photo
Culling

Adobe
Lightroom

Uses AI Yes Yes Yes Yes No
Duplicate
Detection

No Yes Yes Yes No

Subject
Detection

Yes Yes Yes Not stated Yes

Designed for
landscape

Yes No No Not stated No

Lightroom
Compatible

No Yes Yes Not stated Yes
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Among the AI-based systems, three offer similar functionalities primarily fo-
cused on assisting in culling photos with animate subjects. DeepRoom,although
not currently deployed, possesses the underlying architecture for future devel-
opment. Compared to other popular photo-culling software, DeepRoom lacks
features like duplicate detection and detection of human blinks, indicating the
need for further refinement to match the complexity and user-friendliness of ex-
isting options. Adobe Lightroom [64], while not utilizing AI for photo culling, is
included in the comparison due to its widespread usage among photographers,
particularly for photo editing with AI assistance.

None of the other applications explicitly specify optimization for culling inani-
mate objects, such as landscape photography, potentially limiting their effec-
tiveness for photographers who frequently capture such images. This is where
DeepRoom stands out by introducing something new. The models supporting
the DeepRoom architecture are designed to analyze both animate and inani-
mate subjects, aiming to cater to the diverse repertoire of photographers.

6.4 Summary

The object detection model demonstrates promising results with high precision,
recall, and mean average precision scores. These scores reflect the model’s ex-
ceptional ability to detect and classify animals and humans in the dataset
accurately. The model achieves remarkable precision in identifying and localiz-
ing objects, ensuring minimal false positive detection. With a high recall score,
the model successfully captures the majority of instances of the target objects.
Furthermore, the model’s remarkably low loss values indicate its precision and
optimization, producing accurate predictions that closely align with the labels.
This optimized model enhances object detection performance and contributes
to reliable and consistent results. These findings emphasize the model’s profi-
ciency in precise object detection, making it a valuable asset in various appli-
cations requiring accurate object recognition and localization.

The exposure models exhibit overall good accuracy scores, indicating their
ability to correctly classify over- and underexposure with a reasonable level of
accuracy. However, the high loss values suggest inconsistencies and imprecision
in the exposure classification. One potential factor contributing to the high loss
values could be underfitting, where the models fail to capture the underlying
patterns and complexity of the images. Increasing the dataset size may provide
more data for the models to learn from and better identify the underlying ex-
posure patterns. Enhancing the models’ capacity through increased complexity
or additional layers/units and adjusting hyperparameters can improve their
performance. Despite the need for further improvements, the classification re-
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ports demonstrate a reasonable balance between precision and recall for both
classes on all exposure models.

The underexposure inanimate model stands out as the most robust among the
models, with the highest accuracy score and the lowest loss score, being less
than half of the rest. It also demonstrates the best results in the classification
reports. The distinction in performance between this model and the other
three models can be attributed to the curation of the datasets, as all models
underwent identical preprocessing, model construction, and training processes.
Since all four models were trained on datasets of the same size, the disparity
in performance may stem from the quality of dataset curation. Although there
is room for improvement, this model shows the most promising performance
among the CNN models.

The performance of the blurry model could be more promising. While it demon-
strates a relatively good accuracy score, the significantly high loss score is
a cause for concern. This issue could be attributed to similar challenges en-
countered with underfitting, suggesting that the model’s performance could be
enhanced through similar interventions as discussed with the exposure models.
Although the blurry model possesses a dataset twice the size of the other mod-
els, the quality of the dataset might be a contributing factor to its suboptimal
performance, necessitating further improvements. Additionally, this model type
may require a substantially larger dataset to discern the underlying patterns
associated with blurry photos effectively.

The skewed horizon model’s performance is significantly lower than the other
models, evident from its high loss score exceeding the accuracy score of 50%.
Despite several modifications made to the model’s architecture and the cura-
tion of a more comprehensive dataset free of misleading images, the results ob-
tained in this study remained suboptimal. Enhancing the model’s performance
requires addressing the inherent challenges associated with this classification
task, such as training the CNN to recognize and distinguish between straight
and skewed horizons. One potential avenue for improvement involves curating
a larger dataset tailored explicitly for this task and subsequently fine-tuning
the model. It is worth acknowledging that skewed horizon detection is a com-
plex problem that may require additional refinements and strategies to achieve
better results.

DeepRoom introduces a unique feature that sets it apart from existing software:
the ability to rate inanimate photos. While it may lack certain features in other
software, such as duplicate detection, it focuses on providing a versatile system
that accommodates photographers of all genres. DeepRoom aims to be inclusive
and serve the needs of photographers, regardless of the subject matter they are
capturing.
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Discussion
This chapter establishes a platform to acknowledge and engage with the ob-
servations encountered throughout the research process. By delving into these
challenges, readers are granted a comprehensive understanding of the study’s
context and are presented with valuable insights into the potential limitations
that emerged. Including this chapter greatly enhances the transparency and
depth of the study, fostering a more robust and informative research experi-
ence.

All the photographs presented in this chapter have been captured by the author,
underscoring the firsthand nature of the visual material. This ensures a direct
connection between the research and the actual photographic examples.

7.1 Complexity of a Photograph

Defining what constitutes a good photograph and designing an effective rat-
ing system for photography presents a significant challenge in this thesis. The
approach involved analyzing a photograph’s composition and identifying po-
tential flaws that may arise during the composition process, thereby offering
a theoretical framework for addressing this question. Consequently, the rating
system was developed based on key factors such as exposure, sharpness, fo-
cus, and skewed horizon in landscape photography. Additionally, graininess in
photos could be considered since it is typically avoided in photography.
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Determining the quality of a photograph is inherently subjective, as it relies on
the photographer’s perspective and the individual assessing the image. Techni-
cal aspects that might categorize a photograph as "bad" can also be intentionally
employed to achieve a desired artistic outcome. Some of these artistic choices
will be discussed in the following sections, and highlight how they challenge
the current approach to photography rating.

7.2 Intentional Blurriness

Capturing intentional blur can be a deliberate artistic choice in photography,
as demonstrated in Figure 7.1. Specific scenarios can benefit from intentionally
introduced blur, like capturing the movement of water or a car. By employing
techniques such as long exposures while maintaining camera stability, only
the dynamic elements of the scene exhibit noticeable changes. This approach
results in a smoother and more dynamic appearance for subjects like flowing
water, as depicted in Figure 7.1a, or the streaks of light from a moving car,
as depicted in Figure 7.1b. These images possess a distinct aesthetic appeal,
showcasing the captivating effects of intentional blur.

(a) Long exposure of water. (b) Long exposure of car.

Figure 7.1: Photos illustrating using long exposure to create intentional blur.

However, when evaluating images with intentional blur, a challenge arises. A
blurry model trained to identify sharpness and clarity might classify the in-
tentional blur as undesirable blurriness, potentially resulting in a lower rating
for these visually appealing photographs. It is necessary to address this chal-
lenge to ensure accurate assessments and ratings of images, accounting for the
artistic choices and intentional blur effects photographers employ.
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7.3 Night Photography and Intentional
Underexposure

Night Photography and the Challenges of Underexposure Models Night photog-
raphy introduces an intriguing aspect to consider when evaluating underexpo-
sure models. Images captured in low-light or nighttime settings often embrace
the darkness and rely on available light sources to create captivating scenes,
as illustrated in Figure 7.2a. These images possess a unique ambiance and can
evoke a particular mood through the interplay of light and shadows in a dark
environment.

One distinctive artistic element purposely uses underexposure, as shown in
Figure 7.2b. Silhouettes are created when the main subject appears in a dark,
featureless shape against a brighter background. This effect is achieved by
intentionally underexposing the image, allowing the subject to appear as a
silhouette against the backdrop of ambient or artificial light sources. It adds a
powerful visual impact and can create a sense of mystery and drama within
the photograph. The resulting silhouette is a powerful compositional element,
drawing the viewer’s attention to the subject and conveying a narrative or
evoking emotions.

(a) Night photography (b) Silhouette

Figure 7.2: Photos illustrating night photography and silhouettes.

However, evaluating night photography, as well as the intentional use of under-
exposure, using underexposure models, presents particular challenges. Given
the inherently darker nature of these images, the models may assign them
a lower rating due to the underexposed appearance. This discrepancy arises
because underexposure models prioritize brightness and exposure levels asso-
ciated with well-lit scenes. As a result, such models may need to adequately
capture or appreciate the artistic intentions and unique atmosphere conveyed
by night photography. Addressing this challenge is crucial to ensure that the
evaluation and rating of night photography accurately reflect its artistic value
and the deliberate use of darkness and available light sources.
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7.4 Presence of People in Landscape and
Cityscape Photography

The object detection model developed in this thesis focuses on identifying
animals and humans within images. However, it is crucial to recognize that
specific photography scenarios involve the presence of humans without them
being the primary subject of the composition. This is particularly evident in
cityscape photography, where the intention is to capture the city’s essence
rather than emphasize individual passersby. An example of such a scenario is
depicted in Figure 7.3. While the underlying architecture of the object detection
model may successfully detect these individuals, it is essential to note that
classifying these images solely as "animate" may not accurately reflect their
intended purpose as land- or cityscape photographs.

Figure 7.3: Cityscape photography with people.

To address this challenge, incorporating adjustable settings or features within
the model can offer more flexibility and customization. One potential approach
involves introducing a user-adjustable threshold that determines the minimum
proportion of human subjects required in an image to be classified as "animate."
For example, users could set a threshold of 20% such that images containing less
than that percentage of human subjects would be categorized as "inanimate"
photographs. This approach allows for a more nuanced classification based on
the presence and significance of human elements within the composition.

Additionally, implementing an override function could allow users to choose
whether their dataset should be rated solely based on inanimate or animate
factors. This functionality empowers users to align the classification and rat-
ing process with their specific requirements and preferences. By offering these
options, the model can better accommodate diverse photography scenarios, en-
suring that the classification accurately reflects each image’s intended purpose
and creative intent.
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Addressing the nuances of human presence in non-human-centric compositions
within photography enhances the versatility and applicability of the object
detection model, making it more adaptable to various photographic styles and
genres.

7.5 Summary

In delving deeper into the intricacies of creating a photography rating system,
it becomes apparent that several factors warrant careful consideration. The sub-
jective nature of what constitutes a "good" photograph and the broad spectrum
of individual preferences highlight the impracticality of adopting a one-size-
fits-all approach. Photography is a realm of boundless creativity and personal
interpretation where diverse styles and artistic visions flourish.

In response to this complexity, DeepRoom was explicitly designed to prioritize
the technical aspects of photography within its rating system. However, despite
their potential artistic merit, the examples discussed in this chapter might have
received lower scores within the DeepRoom architecture. This observation un-
derscores the need for system adjustments to accommodate such compositions
better and align with users’ expectations.

One potential solution involves training specific models tailored to these unique
scenarios, enabling users to select the most appropriate model for their pho-
tography datasets. Users gain heightened control over the rating process by
tailoring the system to cater to different styles, genres, or artistic intentions.
This approach empowers photographers to align the system’s evaluation with
their specific goals and preferences, leveraging the full potential of deep learn-
ing techniques to enhance their creative vision.

DeepRoom can evolve into a more versatile and adaptable tool by addressing
the challenges of subjectivity and diversity in photography. By offering tailored
models and user-controlled evaluation parameters, the system becomes better
equipped to accommodate a broader range of compositions, embracing the rich
tapestry of creative expression within photography.





8
Conclusions and Future
Work

This thesis explores deep learning in imagery, explicitly focusing on photogra-
phy evaluation. It investigates the design and implementation of a system that
uses deep learning models to assess the technical criteria of photographs and
determine their quality.

During this study, the DeepRoom system was developed as a deep learning-
based rating system for photography. DeepRoom comprises seven deep learning
models designed to assess and categorize photographs as good or bad. The
rating system focuses on the technical aspects of image composition, consider-
ing factors like blurriness and exposure to objectively evaluate a photograph’s
quality. A key feature of DeepRoom is its ability to analyze both animate and
inanimate photographs using object detection techniques to differentiate be-
tween them. The images are processed using specialized CNN models trained
to evaluate specific features.

Mostmodels in DeepRoom demonstrate strong performance with high accuracy
and F1-scores, indicating their proficiency in correctly rating images. However,
certain aspects of the images, such as blurriness and skewed horizon, proved
more challenging to distinguish accurately, resulting in higher loss values. This
suggests that further improvements are necessary to enhance themodels’ ability
to handle these complex features and improve their performance.
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The findings of this research demonstrate the potential of deep learning in ac-
curately rating and evaluating photographs. However, the study also acknowl-
edges the subjectivity of photography and the limitations of any automated
system in fully capturing the fine qualities of a photograph. To address this, the
thesis proposes the inclusion of adjustable settings and customizable options
in the rating system, allowing users to align the evaluation process with their
specific requirements and preferences.

In conclusion, this thesis provides valuable insights into using deep learning
in photography evaluation. It addresses the research problem by designing
and implementing a system that effectively rates and evaluates photographs
based on photography-specific technical criteria. This research contributes to
deep learning and photography, opening up new avenues for objectively and
consistently assessing photographs.

8.1 Future Work

The DeepRoom system, currently in its prototype stage, still requires significant
development and optimization to reach its full potential. The following section
will outline the key areas of future work that aim to enhance and optimize the
system’s performance and capabilities.

Optimization

The CNN models used in DeepRoom should be optimized and trained further,
particularly for those with high loss values. This can be achieved by enlarging
the datasets used for training to cover a broader range of scenarios and image
compositions. By incorporating more diverse images, the models can better
learn to handle challenging features such as blurriness and skewed horizons,
improving their rating accuracy.

Additionally, it is recommended to analyze and reconstruct the architectures
of the blurry and skewed horizon models. This analysis may involve exploring
different network architectures, adjusting hyperparameters, and incorporating
specific image-processing techniques to address the complexities associated
with blurriness and skewed horizons. More accurate results can be achieved
by iteratively refining the models, enhancing DeepRoom’s ability to rate pho-
tographs with these challenging features effectively.
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Additional features

The current implementation of DeepRoom serves as a foundational prototype,
meeting the minimum system requirements. However, several additional fea-
tures should be considered to optimize the system further. Firstly, handling
large datasets efficiently and ensuring scalability is crucial for enhanced per-
formance. The system should be designed to process and manage substantial
numbers of photos effectively.

Another important feature is the detection and grouping of duplicates, enabling
the system to identify and group similar photos together, even if they are not
exact duplicates. This functionality simplifies the analysis and rating process
by allowing users to conveniently compare and evaluate similar images. Addi-
tionally, personalized culling preferences should be implemented, empowering
users to customize their photo culling process according to their preferences.
This can include options such as displaying only the worst-rated photos for dele-
tion or showcasing the highest-rated photos for further post-production.

Deployment

DeepRoom is currently in the architectural stage, with the rating models being
the primary focus. To move forward, the next step is to implement a deploy-
ment system that integrates and combines these models into a cohesive and
user-friendly application. One possible approach is to develop a console-based
system, providing a straightforward and efficient interface for users to interact
with DeepRoom.

The console-based system would involve designing a command-line interface
(CLI) that allows users to input commands and receive output directly in the
console. This approach offers simplicity and ease of use, particularly in server
or non-graphical operating systems where a GUI may not be available or nec-
essary. Alternatively, a fully fleshed front-end application with a graphical user
interface (GUI) could be developed, offering a more visually appealing and
intuitive user experience. The choice between a console-based system and a
GUI application depends on user preferences, platform compatibility, and the
level of functionality and interactivity desired.

Trainable models

The thesis has explored what constitutes a good photograph, with DeepRoom
adopting an objective and technical approach in its rating system. However, a
different approach that could enhance the system is incorporating trainable
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models, enabling users to customize the system according to their preferences.
The initial model provided by DeepRoom serves as a baseline, incorporating
the current rating criteria. Users can evaluate and train these models to align
with their unique photography style.

This empowers users to fine-tune the rating system, creating a tailored expe-
rience that aligns with their specific criteria. By allowing users to review and
adjust the system’s rating results, they can directly influence the ratings as-
signed to photos, providing feedback to the DL models. Over time, the models
will adapt to incorporate the user’s ratings, gradually refining the predefined
rating system.



A
Deep Learning Model
Training

This appendix visually represents the training processes for each of the six CNN
models and the object detection training graphs. These graphs offer insights
into the training progress and performance of the models, showcasing their
learning curves and improvements over time.
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Figure A.1: Overexposed Animate training graph.

In Figure A.1, the overexposed animate CNN model underwent 14 epochs. The
loss values were similar between the training and validation datasets, with
a notable spike in the validation set during the twelfth epoch. The accuracy
scores varied slightly between the two datasets, with the validation dataset
performing slightly worse overall than the training dataset.
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Figure A.2: Overexposed Inanimate training graph.

Figure A.2 displays the overexposed inanimate CNN model’s eleven epochs.
The training and validation datasets exhibited similar varying loss values, with
the validation dataset showing lower losses initially but spiking towards the end
of training. Accuracy scores remained consistent between the datasets.
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Figure A.3: Overexposed Animate training graph.

Figure A.3 depicts the underexposed animate CNN model’s eleven epochs. The
training and validation datasets maintained similar loss and accuracy values
consistently during the training.
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Figure A.4: Overexposed Inanimate training graph.

Figure A.4 illustrates the eleven epochs of the underexposed inanimate CNN
model. The training and validation datasets exhibit similar curves for loss and
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accuracy values throughout training. However, the validation dataset shows
slightly poorer performance with higher loss values and lower accuracy com-
pared to the training dataset.
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Figure A.5: Blurry model training graph.

Figure A.5 displays the fifteen epochs of the blurry model. The training dataset
exhibits a smooth decrease in loss values and a consistent increase in accu-
racy. However, the validation dataset shows noticeable spikes in both loss and
accuracy during training before converging to values similar to the training
dataset.
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Figure A.6: Skewed Horizon model training graph.

Figure A.6 shows the skewed horizon CNN model training. The loss values
remain consistent, while the accuracy scores fluctuate with noticeable spikes,
particularly in the validation dataset.
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