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ABSTRACT
Educational data mining (EDM) is an emerging topic in recent years steered by data mining
and machine learning techniques to enhance students’ overall learning experience and academic
progress. In recent years EDM techniques are frequently used to improve assessment systems but
the evaluation procedure is majorly marks driven. Developing an evaluation system to distinguish
candidates, based on their ability to answer cognitively difficult questions is a challenging task. In
this study, a unique methodology is proposed to dynamically rank the candidates to develop an
outcome-based online examination system that will properly evaluate a candidate’s cognitive com-
petencies. The questions are segmented into different cognitive groups based on classical Bloom’s
educational taxonomy. The JenksNatural BreaksOptimization technique is usedhere to segment the
questions and as a result, distinct question clusters based on different cognitive levels are obtained.
Students are evaluated with different questions from these cognitive groups and ranking is done
for individual candidates considering both the marks of the questions and his/her ability to solve
questions from different difficulty levels.
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1. INTRODUCTION

In the last decade a revolution in education was observed
with the introduction ofArtificial Intelligence (AI)-based
techniques [1]. The future trend in the modern educa-
tional system is the deep integration of AI with the exist-
ing methodology to enhance the overall learning system.
Every student is considered an independent, dynamic
and continuously learning individual having immense
development potential by emphasizing the concept of
AI in the evaluation process [2]. Machine learning is
an important part of AI that helps to find out the pat-
terns from the data resulting in the discovery of new
knowledge that has immense potential for the benefit
of society [3]. An emerging multidisciplinary research
field has been evolved through data mining and machine
learning methods in education which is known as edu-
cational data mining (EDM) [4]. EDM applies machine
learning methods to educational data to find out the hid-
den patterns to predict the students’ behavioral changes
and individual performances. The evaluation of a stu-
dent is traditionally done by written examinations in
educational institutes. In recent years researchers have
proposed different approaches to generate examination
questions to analyze the efficacy of the existing learn-
ing method [5]. Among different approaches, questions
prepared by matching the intended learning outcomes

(ILO) of a particular course module are proven to be
effective tomeasure the overall learning progress of a stu-
dent. Therefore, academic bodies are trying to follow a
well-defined taxonomy to produce high-quality question
papers that can judge over cognitive levels of a student.
The learning outcomes, based on the course syllabi can
be described through an educational taxonomy. Further-
more, an overview of the various levels of understanding
about a particular learning topic is achieved by using
these outcome-based taxonomies.

Bloom’s taxonomy [6] and its modified version [7]
are largely popular among the proposed taxonomies.
Bloom’s taxonomy is based on six cognitive learning
levels (i) remembering (ii) understanding (iii) applica-
tion (iv) analyzing (v) evaluate and (vi) create. At the
remembering level the memorization ability of a student,
regarding the facts and fundamental information, is eval-
uated e.g. “Label different phases of the life cycle of a
process”. Student’s ability to understand different top-
ics and concepts based on prior acquired knowledge is
measured in the understanding level e.g. “Describe dif-
ferent types of stack operations”. Implementation skill of
the acquired knowledge is judged at the application level
e.g. “Apply stack operations to implement a queue”. The
analysis level deals with assessing the student’s ability to
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analyze the gained knowledge and ability to distinguish
between facts and different options e.g. “Compare merge
sort and quick sort by analyzing their time complexities”.
A student’s ability to defend and evaluate based on some
criteria is measured in the evaluation level e.g. “Assess
the performance of linear search and binary search on a
sorted array”. In the create level,a student’s ability to reor-
ganize and reconstruct elements to synthesize new pat-
terns or ideas is measured e.g. “Design a model of smart
hospitalmanagement system”. Different levels of Bloom’s
taxonomywith the action verbs arementioned in [8]. The
lower level of thinking skills is needed in the remem-
bering and understanding level and the difficulty level
increases gradually in the rest of the levels. The expected
learning outcomes of a course are described by identify-
ing particular action verbs. In 2009, the revised version
of Bloom’s taxonomy [9] was introduced where cognitive
dimensions are mapped with the knowledge dimensions.
The cognitive domain introduced in Bloom’s taxonomy
is a hierarchical structure consisting of the aforesaid six
levels. In present daysmore andmore importance is given
to outcome-based learning systems [10–12] for the over-
all growth of a student and for the all-round development
from understanding a topic and to the extent of applying
the gathered knowledge to design a new model or con-
cept. Nowadays, the online mode of education is gaining
popularity for its effectiveness and recent research studies
have demonstrated their encouraging effect on achiev-
ing learning outcomes [13].Moreover, in this coronavirus
disease (COVID-19) pandemic situation more and more
countries are relying on online modes to manage and
maintain academic activities. Nearly 1.2 billion students
are affected due to school closures worldwide [14]. In
a recent research by UNESCO [15] nearly twenty-three
countries are depending on online assessments to mon-
itor and evaluate students’ academic progress. Learners’
progress needs to be assessed to identify learning gaps
and plan for the remedial classes once the schools reopen.
Therefore, a proper online assessment system is neces-
sary that can judge the competency of the student in
every cognitive domain. In this outcome-based educa-
tional system, the existing evaluation method is facing
challenges such as (i) whether the question paper has a
proper mix of questions that can analyze all the cognitive
levels of a particular candidate (ii) whether the evalua-
tion system is competent enough to identify the candi-
dateswho are solving analyticallymore difficult questions
compared to the other candidates. In recent years, sev-
eral research studies have been carried out in the area of
cognitive analysis in the educational domain. The major-
ity of the study is focused on the analysis of question
papers or course content to know its effectiveness to eval-
uate the cognitive achievements of the students. As to

the best of our knowledge, no existing evaluation sys-
tem has been developed to date where the candidates are
ranked dynamically by analyzing their cognitive skill set.
The question sets are generated dynamically based on the
performance of the candidates reflect their cognitive lev-
els. The novelty of this research work is the proposal of
dynamic question set generation based on bloom’s tax-
onomy that evaluates them based on their cognitive level.
Henceforth, the proposed method is fully customized
for every candidate who is appearing in this examina-
tion system. In the proposed framework the candidates
are categorized based on his/her proficiency in answer-
ing the questions adhering to different learning levels
of Bloom. The main contributions of this work are - (i)
proposing a novel methodology to measure the difficulty
level of a question by qualitative analysis and classifying
into various difficulty groups per Bloom’s outcome-based
education taxonomy (ii) introduction of a dynamic can-
didate ranking system in the online examinations which
not only considers the total marks obtained by a can-
didate but also gives importance to the cognitive skills
achieved by the candidates. A novel algorithm to clas-
sify or segment one-dimensional data is Jenks Natural
Breaks Optimization (JNBO) [16] which is largely pop-
ular in the Geographical Information System (GIS). In
this work, the JNBO method is experimentally used to
classify the questions into different difficulty groups.

The rest of the paper is organized as follows: In Section 2
recent studies regarding the application of Bloom’s Tax-
onomy in the question paper generation are vividly dis-
cussed. The application of unsupervised learning in aca-
demics is also discussed here. The objective of thiswork is
described in Section 3 and a brief discussion of the JNBO
method is given in Section 4. The proposed automatic
clustering of the questions according to Bloom’s Taxon-
omy is explained in Section 5. In Section 6 the suggested
approach to dynamically rank the candidates based on
their competencies in the different Bloom’s cognitive
domains is presented. The implementation of the sug-
gestedmethod and results are discussed in Section 7. The
conclusion and future scope of this work are mentioned
in Section 8.

2. RELATEDWORK

In recent years unsupervised learning methods are
widely applied to analyze students’ learning achieve-
ments. In [17] unsupervised learning is applied to analyze
the effect of students’ demographic characteristics and
online learning engagements on overall learning achieve-
ments. One of the unsupervised learning techniques
i.e. the k-Means clustering technique is used by several
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researchers to improve the overall education system [18].
k-Means clustering is applied to analyze the distribution
of Indonesian high school teachers [19]. After prepro-
cessing the selected dataset, k-Means clustering is applied
to obtain clusters of three categories: less, adequate and
excess teachers. The result of this research is helping to
solve the issues arising from the uneven distribution of
teachers across the country. In another study [20] the
k-means clustering algorithm is used to improve the aca-
demic performance of the students inMOOCs. Different
parameters such as the number of assignments com-
pleted, number of posts on the course discussion forum,
course video view count, task completion percentage and
the final score are considered to establish the relationship
between online learning behavior and overall academic
progress. K-Means clustering is used to perform predic-
tive analysis [21] of students’ performance by analyzing
their answer scripts. A hybrid approach, based on a deci-
sion tree and data clustering, is proposed in [22] for
the prediction of students’ Grade Point Average (GPA)
that acts as a reference for educators to improve the per-
formance of the students. Cluster analysis has the great
potential to understand students’ learning behavior from
hyperlinked knowledge sources by analyzing the log files
generated by the web servers. In [23] k-Means clustering
is applied to analyze students’ learning behavior during
real-time online problem-solving. An analysis is carried
out in [24] relating the course evaluation by the univer-
sity students and their corresponding results. Clustering
techniques are used here to find the correlation between
the course evaluation and average resultsmade by the stu-
dents. This study also helped to point out the regularities
of the courses that emerge over the years. K-Prototype
clustering is utilized here to form groups or clusters of
students considering the demographic parameters and
students’ interaction in online learning platforms. The
learning achievement of individual groups is investigated
to know the performance of each group of students.
Hence insight is obtained to design online courses that
adapt to students’ needs. Unsupervised learning meth-
ods [25] are applied to explore the textual data in the
discussion forum of Massively Open Online Courses
(MOOCs) online performance. Understanding the com-
ments in the discussion forum helps to provide adaptive
support based on the students’ needs. Clustering meth-
ods are used here to group similar posts and these clusters
are compared and analyzed by the MOOC researchers.
Knowledge and skillset acquired by a group of people are
largely affected by the nature of these groups. Therefore,
the effectiveness of learning is greatly improved by form-
ing the groups systemically and intelligently. An adaptive
framework [26] is explored to form groups to optimize
the intended performance criteria. Linear regression is

used here to dynamically update the rules used for form-
ing the groups. An unsupervised approach is used to ana-
lyze students’ learning characteristics in an open-ended
learning environment [27]. Students are grouped by their
learning behaviors by combining feature selections and
clustering methods. The learning behaviors of individual
groups are analyzed and linked to the students’ poten-
tiality to develop accurate models. Clustering methods
like k-Means clustering are efficient formultidimensional
data, whereas for classifying 1-d data a popular and effi-
cient method is the JNBO technique. Alhough to the best
of our knowledge there is no existing work where JNBO
is applied in the education domain, the Jenks method is
applied frequently in Geographical Information Systems
(GIS) [28]. In recent times several studies [29,30] have
been reported where Jenks optimization is widely used
to classify Geographical environment Units.

Bloom’s taxonomy is widely studied in the literature for
improving teaching and learning efficiency [31]. Disre-
garding the pyramid structure of Bloomwas identified as
themajor cause of laboratory examination failure in engi-
neering courses [32]. The medium-level and higher-level
knowledge are disrupted due to the lack of lower-level
knowledge that results in incomplete execution of the lab-
oratory assignments. Bloom’s taxonomywas used for cre-
atingwell-structured assessments and evaluating the cog-
nitive levels [33] of students of computer science courses.
Text analysis is used here to automate the question-
generation process based on Bloom’s learning taxon-
omy. The authors have demonstrated 81.35% accuracy
by implementing the proposed method. A distinction is
made between higher-order and lower-order questions
in [34] based on Bloom’s taxonomy. This study aimed to
assesswhether the engineering academicswere preparing
questions to evaluate the analytical and problem-solving
skills of the students. In [35] Bloom’s taxonomy levels
are discussed and interpreted individually with suitable
exemplars. This is a useful reference for educators in
the computer science domain to follow Bloom’s taxon-
omy for building outcome-based programming assess-
ments. Here the authors demonstrated that the quality
of assessments in fundamental programming courses is
greatly improved by designing the examination following
Bloom’s taxonomy. The basic level of programming skills
of the students was measured by changing programming
questions based on Bloom’s taxonomy levels [36]. The
developed framework has resulted in relating the student
performance with the cognitive level of the questions.
A systematic review of the automatic generation of the
MCQ question-based assessment system is given in [37].
In this study the authors have presented a generic work-
flow to automate the MCQ question generation system.
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A vivid literature review is done for each phase of the
workflow. Different techniques to evaluate the MCQ-
based automated question paper generation systems are
also elaborated here. A new method of assigning weights
and categorizing examination questions was suggested in
[38]. A unique rule set is developed here using Natu-
ral Language Processing (NLP) and Wordnet similarity
algorithms to distinguish categories and assign weights
to the examination questions following Bloom’s taxon-
omy. In another research work [39] a novel methodology
to classify questions in the absence of verbs was pro-
posed.Wordnet similarity algorithm and Cosine similar-
ity are also used here to classify the questions according to
Bloom’s taxonomy levels. An automated question paper
generation methodology was proposed using a genetic
algorithm [40] to categorize the questions into six levels
of Bloom’s taxonomy. TF-IDF statistical feature [41] was
used to classify the examination questions to maintain
the cognitive domain of Bloom’s taxonomy. Classifica-
tion is done by using three popular machine learning
methods, namely Support Vector Machine (SVM), K-
Nearest Neighbor and Naïve Bayes. In [42] the authors
presented a framework based on Bloom’s taxonomy for
mapping the questions with the intended learning out-
comes. Here a prototype of an automated question gen-
eration tool is demonstrated which evaluates the achieve-
ment of the expected learning outcomes. The perfor-
mance of SVM in Bloom’s taxonomy-based classification
of questions was analyzed in [43]. The effect of remov-
ing stop words and the frequency of the keywords were
considered here to evaluate the performance of the SVM.
A unique system for automatic identification of Bloom’s
cognitive levels of each question was proposed to aid
educators in preparing the examination questions [44].
The shuffling algorithm is used here as a technique for
randomization. Different modules e.g. user admiration,
subject choice and specification of the related course out-
comes, question paper generation andmanagement were
included in the system.

3. OBJECTIVE

The current evaluation system of the candidates in the
examinations is based on the obtained score. No reward
is given to the candidates who are solving more diffi-
cult questions to achieve the score compared to other
candidates. A multi-criteria decision-making solution is
adapted here to classify questions into different diffi-
culty levels. Thereafter, a novel methodology is proposed
here to dynamically rank the candidates based on their
cognitive skillsets. Certain parameters are considered to
measure the difficulty level or hardness of a particular
question:

i) Marks assigned to the question
ii) Which Bloom’s level it belongs
iii) How much it is related to a particular Bloom’s level

Next, the ranking is done dynamically depending on the
candidate’s competency in solving questions belonging to
different hardness groups.

4. JENKS NATURAL BREAKS OPTIMIZATION

Jenks Natural Breaks Optimization algorithm was intro-
duced in 1977 [45] as a methodology for optimal data
classification. The algorithm was primarily based on
exact optimization techniques developed by Fischer in
1958 [46]. The JNBO method was mainly used for ana-
lyzing geographic data and over the year it evolved as
a standard data classification algorithm in Geographi-
cal Information Systems (GIS). In an industry-leading
GIS software package ArcGIS [47] the JNBO method
is used as the default classification algorithm. Numer-
ous research studies [48,49] primarily in the GIS domain
have validated the reliability of this algorithm. The core
principle of JNBO is to find the best possible arrange-
ments in a series of data [50,51]. This property of Jenks
is utilized in this study to segment the questions into
different hardness groups based on Bloom’s outcome-
based learning taxonomy. Classic clustering techniques
such as k-Means [52], DBSCAN (Density-Based Spatial
Clustering of Applications with Noise) [53] and Gaus-
sian Mixture Model [54] are applied to multivariate data.
Jenks Natural Breaks Optimization is similar to one-
dimensional k-Means algorithm. In this study cluster-
ing algorithm is applied to one-dimensional data i.e. the
hardness factor of the questions. Since the JNBOmethod
is applied on single-dimensional data, hence it is used
here as the clustering method. As a result, unnecessary
mathematical calculations and complexities are avoided
and accurate clusters of questions are obtained. Density
Based clustering methods are not applied here because
these methods are not effective for varying density clus-
ters. In recent decade there were few works on Cognitive
analysis by Deep Learning-based architectures. In [55] A
deep learning-based model is suggested for the predic-
tion of cognitive processes and knowledge dimensions.
The fundamental goal of this paper is to create a relative
study of the classification of the summative assessment
based on Revised Bloom’s taxonomy using the Con-
volutional Neural Networks (CNN), Long Short-Term
Memory (LSTM) of Deep Learning techniques, to attain
significant accomplishment and elevated precision levels.
In another work [56] transfer learning via bidirectional
encoder representations from Transformers (BERT) was
adopted for automatic and large-scale classification of
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MOOCs based on their learning objectives and Bloom’s
taxonomy. The proposed method is not comparable with
deep learning-based methods as the number of question
papers taken as input is not high and also the number
of parameters considered is low, rather only one, that is,
the difficulty level of the question. Henceforth, multi-
dimensional clustering techniques are not in the scope
of this study, rather these techniques will increase the
computational complexity without any improvement in
performance.

In this study questions are clustered into different diffi-
culty groups based on their calculated hardness.

This is described in detail in the next section.

5. AUTOMATIC CLUSTERING OF QUESTIONS

A dynamic procedure for the automatic clustering of
the questions is proposed in this study. Bloom’s taxon-
omy and the JNBO technique are applied here to classify
a set of questions having different difficulty levels into
different groups. The procedure is described as follows:

First, keywords related to each Bloom’s level are iden-
tified and stored in an array named Bloom’s Keyword
Array (BKA []). Thereafter, all the individual levels of
Bloom’s taxonomy are provided with distinct weights
according to their chronological difficulty levels in the
range of 1–6. Since the difficulty levels in Bloom’s tax-
onomy increases from the lower to the upper level, hence
remembering level is assigned a weight of 1; the under-
standing level is assigned a weight 2 and so on. Each
question is analyzed to obtain the number of matches
with the keywords corresponding to each level. The ques-
tions are ranked by the specific parameters - marks,
number of matches at each Bloom’s level and the indi-
vidual Bloom’s level weight. Marks for a specific question
are considered here because marks can be a criterion
to calculate the hardness of the questions. A particu-
lar question carrying more marks is considered to be
tougher than the same question carrying a lower mark
because in the earlier case, a greater level of knowledge
was required to answer. A particular question may fall
under multiple levels of Bloom. The weightage scores for
individual levels are stored in a question difficulty level
(QDL) matrix. The total hardness of a question span-
ning across all the levels is stored in an array arrHard-
ness[]. After that algorithm 2 is called where the JNBO
technique is applied to the weighted question set to get
k clusters of the intended difficulty level. k is dynamic
here and decided by the user to select the number of

difficulty levels. The algorithm for automatic question
classification is mentioned in Algorithm 1.

Algorithm 1: AutoQuestionClustering(BKA[],Q)

Input: Number of question segments or clusters K, the
total questions paper pool (Q), BKA [] storing keywords
related to each Bloom’s Taxonomy level. Keywords of
level i are stored in BKA[i], where 0< = i< = 5.

Output: K number of questions clusters with varying
difficulty levels.

Begin
1. Define the array d[] = {1,2,3,4,5,6} where each ele-
ment represents the hardness level in Bloom’s taxonomy
from understanding to creating the level.
/∗Store the weight of a question in a Question Difficulty
Level (QDL) matrix. Each row of the //matrix represents
an individual question q and each column represents
each Bloom’s taxonomy level.∗/
2. Declare QDL[Q][6] where Q is the total number of
questions
3. For each question q in the set of questions Q
4. For each row j in BKA
5. matchedCount = 0
6. For each word m in q
7. For each keyword r in BKA[j]
8. If m matches with r are contained in

BKA[j]
9. matchedCount=matchedCount+1
10. break;
11. End If
12. End For
13. End For
14. QDL[q][j] = matchedCount ∗ mark

∗ d[j]
∑5

k=0 d[k]
(1)

15. End For
16. End For
17. Declare arrHardness[N] where N is the total number
of questions
18. For each row i in the QDL matrix
19. HFq = 0
20. For j in the range (0,5):

21. HFq = HFq + QDL[i][j] (2)

22. End For
23. Put HFq inside arrHardness[]
24. End For
25. Initialize the no of clusters K
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26. call JNBO(arrHardness,K) //Algorithm 2
End

Algorithm 2: JNBO (arrHardness[N],K)
Input: Array having hardness factors (HF) of allN num-
ber of questions and number of classes K
Output:Clusters of questions of different difficulty levels
Begin

1. Sort the array arrHardness[] in an ascending order
of the hardness or weight.

2. For each question difficulty in the arrHardness[]
compute the sum of squared deviation (SSD) from the
array mean(M).

SSD =
N∑

i=0
(M − arrHardness [i])2 (3)

3. All possible C combinations of K pair classes or
hardness arrays are formed by combining different HF
values
/∗SSDs based on class means (SSDCM) are calculated for
each class (C) having n number of questions among the
K number of classes∗/

4. Declare SSDCM[K]
For each k pair class among all combinations do

a. For each class C in k do
(i) Compute mean (m)

(ii) SSDC =
n∑

i=0
(m − C[i])2 (4)

(iii) SSDCM[C] = SSDCM + SSDc (5)

/∗ Goodness of Variance fit (GVF) is calculated for each
of the K pair classes

GVF = SSD-SSDCM
SSD

where1 ≤ GVF ≤ 0 (6)

GVF = 1 means a perfect fit and GVF = 0 means poor
fit.∗/

5. Declare GVF[K]

6. For each k pair of classes in all K combinations do

GVF[k] = SSD − SSDCM[k]
SSD

(7)

7. Return a combination of classes or groups of ques-
tions having the greatest GVF value.

End
After obtaining the question clusters according to their
difficulty levels in the above-mentioned procedure the
next step is to rank the candidates which is explained in
the next section.

6. CANDIDATE RANKING SYSTEM

In this study an online competitive examination scheme
is proposed where questions are presented one by one
according to the chronological difficulty levels. The ques-
tions are introduced from the easiest level and gradually
the difficulty level of the questions is increased based on
the candidate’s performance. If the candidate is successful
to answer the questions from a particular difficulty level
then only he/she can face the question belonging to the
next higher difficulty level. If the candidate is unable to
answer a question then the next question will be selected
from the group, one level below the hierarchy. Once
the examination is completed, a ranking methodology
is applied which considers both the question marks and
their corresponding difficulty level so that the cognitive
skill of the student is properly evaluated. The algorithm
for candidate ranking is given in Algorithm 3.

Algorithm 3: CandidateRanking (questionClusters, w,
succAttmt[])
Input: K clusters or subgroups of questions from

Algorithm AutoQuestionClustering, weight or total
hardness (w) of each question, succAttmt[] containing
successfully answered question numbers.
Output: Ranks of the candidates in a descending order

Begin

1. For each candidate appearing in the online
competitive examination
For each question subgroup l in k subgroups
Declare Rank = 0
For each question q among all the questionsQ
in l do

i. Calculate mean hardness hl =
∑Q

q=1 wq
Q where wq is

the total hardness of question q
End For

2. For each correctly answered question i do

Rank = Rank + Marksi ∗ hl (8)

3. End For
4. End For
5. End For
6. Sort candidates according to the descending order
of their rankings.

End

The block diagram of the overall candidate ranking sys-
tem is given in Figure 1.
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Figure 1: Block diagram of the candidate ranking system

7. RESULTS ANDDISCUSSION

BCL’s (Bloom’s taxonomy Cognitive Level’s) dataset is
used here and the proposed methodology is applied to
a dataset of nearly 600 questions introduced in [57,58].
This dataset contains questions from different domains
since this is collected from several web sources. The
questions in the data set were manually categorized into
six learning levels of Bloom’s. This dataset was used
for automating the classification of questions according
to Bloom’s cognitive levels. Academic accreditation and
regulatory organizations (e.g. NBA, NAAC, AICTE in
India) throughout the world are giving significant impor-
tance to Outcome-Based Education (OBE) to improve
the teaching and learning process. Outcome-based learn-
ing that will nurture the cognitive competency of the
students is of foremost importance in the current aca-
demic periphery. Bloom’s taxonomy is widely applied
in the educational domains for outcome-based course
design and especially it is used for assessment structur-
ing for understanding the cognitive level achievements
of the students. In this study Bloom’s taxonomy is fol-
lowed to develop the proposed model of cognitive rank-
ing of the students. All the questions should have at least
one Bloom’s predefined keyword to a particular Bloom’s

cognitive level. Hence the questions having Bloom’s pre-
defined keywords are only considered here. The pro-
posed method is applied to a subset of this dataset and
has a combination of questions from different levels of
Bloom’s taxonomy. Spyder 3.3.3 tool [59] from the Ana-
conda distribution is used here as a Python development
environment. (Python version 3.7.3). Python’s jenkspy
library is used here to apply the JNBO procedure to the
data distribution. The JNBO partitioning method is con-
sidered as the one-dimensional k-Means. Well-defined
clusters of questions having different hardness levels are
obtained through this method. In this work, the density-
based clustering method is also analyzed along with
partitioning-based clustering (JNBO) on the question
paper database. The DBSCAN (Density-Based Spatial
Clustering of Applications with Noise) method is applied
here to the questions having varying difficulty levels. The
resultant clusters of questions are shown in Figure 2. A
significant presence of clusters having only one question
is observed that

Indicates the DBSCAN method is not able to form well-
defined clusters here. One probable reason behind this
is that one of the major disadvantages of the DBSCAN
method is, it fails in case of varying density clusters [60].
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Figure 2: Different question clusters having varying difficulty
levels

Table 1: Weightage given to Bloom’s taxonomy levels
Blooms Levels Keywords

0 cite, define, describe, identify . . . . . .
1 abstract, arrange, articulate, associate, . . .
2 apply, calculate, carry out, classify, . . . ..
3 analyze, arrange, breakdown . . . . . . . . .
4 appraise, apprise, argue, assess, . . . . . . ..
5 arrange, assemble, build, collect, . . . . . . .

In this study the JNBO method is used to partition the
questions into different difficulty groups. First, weigh-
tage is given to the individual Bloom’s taxonomy level,
as shown in Table 1. Thereafter numbers of matched
keywords are calculated, comparing the values in BKA
(Table 2) and weights are assigned to the individual
question by using Equation 1. A sample of the out-
come is given in Table 3. After assigning weights to
individual questions the Jenks Natural Breaks Optimiza-
tion method is applied to find the breakpoints that
segment the questions in different difficulty groups.
Nine different groups of questions having increasing
difficulty levels are created. The breakpoints obtained
by this method are 0.048, 0.29, 0.57, 1.05, 1.71, 2.56,
3.26, 4.03, 4.55 and 4.98 respectively. So the ranges are
[0.048 . . . . . . 0.29], [0.29 . . . . . . .0.57], [0.57 . . . . . . 1.05],
[1.05 . . . .1.71], [1.71 . . . .2.56], [2.56 . . . .3.26], [3.26 . . . ..
4.03], [4.03 . . . .4.55] and [4.55 . . . 4.98], respectively. This
is also shown in Figure 2. During the online examination
candidates are given questions ranging from the easiest
groups to the most difficult group. If a candidate can suc-
cessfully answer the questions from a particular group
then he/she is presented with the question from the next
higher group in the ladder.

(B) Case Study-Dynamic candidate ranking:
The proposed methodology of the dynamic ranking of

Table 2: Bloom’s Keywords Array (BKA)
Bloom’s Taxonomy Level Given Weight

Remember 1
Understand 2
Apply 3
Analyze 4
Evaluate 5
Create 6

Table 4: Showing rank calculation of candidate 1

Question No
Mean Weight of

the group Marks Answer status Weight ∗Marks

1 0.12 3 Success 0.36
2 0.38 3 Success 1.14
3 0.81 5 Failure -
4 0.38 4 Success 1.52
5 1.33 5 Success 6.65
Rank 13.72

the candidates in competitive examinations is demon-
strated in Table 4. Whenever a candidate is answering a
question successfully then first the corresponding ques-
tion cluster is found by comparing its weight with the
breakpoints. Then the marks of the question are multi-
pliedwith themeanweight or difficulty level of the group.
Whenever a question is successfully answered the next
question will come from the next higher difficulty ques-
tion segment. As an example, after successfully answering
question no 2 the next question the candidate facing, is
question no 3 having higher difficulty level. If the candi-
date fails to answer a question from a certain difficulty
level then the next question will come from a lower diffi-
culty level. In Table 4 it is observed that the candidate fails
to answer question no 3 and hence the next question he is
facing is question no. 4 belonging to the lower difficulty
level. The marks of all successfully answered questions
and corresponding mean segment weight are multiplied
to calculate the score of the candidate for answering a
particular question. Thereafter, all these scores are added
to obtain the final rank of the candidate. In this method
both the marks of the question and the corresponding
difficulty level are considered to evaluate the candidate.

In this study the JNBO procedure is applied to obtain
nine tight clusters of questions having increasing diffi-
culty levels.

In Figure 3 each group is identified by different colours.
It is observed that the entire question sets are divided
into three major divisions: easy, medium and hard ques-
tions and each section is further divided into three groups
having increasing difficulty levels. By dividing the entire
question pool into nine different question groups, flex-
ibility is provided to choose questions considering the
difficulty levels. The system gets enough scope to evaluate
the cognitive skill set of the student by evaluating his/her
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Figure 3: Different breakpoints indicating the groups of ques-
tions. Break points are shown by the dotted lines(Breakpoints:
0.048, 0.29, 0.57, 1.05, 1.71, 2.56, 3.26, 4.03,4.55 and 4.98)

efficiency in each level. The ranking method introduced
in this study is provided with the capability to judge the
students’ performance based on these cognitive levels.
One candidate can enter a particular difficulty level by
completing the earlier level. Both marks of a particular
question and the mean weight of the group it belongs to
are considered to find the ranking of a candidate. Hence
a candidate who has solved a greater number of harder
questions is considered as possessing higher cognitive
skills and the same is reflected in the acquired rank.

In this work the questions are identified as a member
of the particular level of Bloom’s taxonomy based on
matching Bloom’s keyword at each level. There are some
questions that fall under particular Bloom’s level seman-
tically but Bloom’s keyword is missing in them Se.g.
“find the time complexity of the Merge sort algorithm”.

Semantically these questions falls under analysis level in
Bloom’s taxonomy though there is no Bloom’s keyword.
Moreover, sometimes hardness of the Moreover some-
times hardness of the questions falling in the same level
of Bloom’s differ. As an example, the hardness of the fol-
lowing two questions is different- (i) “find out the time
complexity of Bubble Sort” and (ii) “find out the time
complexity of merge sort”. Both of these belong to anal-
ysis level but the second question is analytically more
complex than the first one. Classifying and computing
the hardness of these kinds of questions needs further
analysis and research.

8. CONCLUSION

The proposed framework generates groups of ques-
tions automatically based on intended learning outcomes
which act as a repository of questions indicating the
corresponding hardness level. This creates an opportu-
nity to conduct online examinations that will properly
evaluate students’ cognitive skills. The traditional eval-
uation system only considers the final marks obtained
and sometimes the accuracy of the student. The pro-
posed methodology considers the marks of a question
and the mean hardness level of the cluster to which it
belongs, to reflect the cognitive skills of students in the
final result or rank list. In competitive examinations the
suggested methodology will assist to find out the candi-
date with a higher cognitive level with the ability to solve
complex analytical problems. This framework will help
educational institutes to identify the students’ weaknesses
in different cognitive skills so that focused remedial mea-
sures can be taken to improve the individual academic
performance.Moreover, in this COVID-19 pandemic sit-
uation schools and colleges are mostly continuing the
educational activities by conducting online classes but

Table 3: Snapshot of the outcome after question weight assignment according to Blooms taxonomy
Questions Remembering Understand Apply Analyze Evaluate Create Total Weightage

By comparing the map of the tectonic plates to
the earthquake map, what inferences can
you make?

1 0.761904762

Compare Calliope with Howie. Use the word
bank.

1 1 0.857142857

Compare two of the characters in this book. 1 1 0.857142857
State and explain BFS algorithm. 1 1 0.857142857
State and explain DFS algorithm. 1 1 0.857142857
Create an equation to represent the solution to
this problem.

1 0.857142857

Create plan of local environment by applying
drawing around boxes.

1 1 0.857142857

Design a building according to given
specifications

1 0.857142857

design a cost effective strategy to generate
reliable data.

1 0.857142857

Appraise the speech’s effectiveness based
upon the class’ criteria.

1 0.952380952

Critique an experimental design or a research
proposal.

1 0.952380952
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the physical classroom is needed especially for the aca-
demically less-proficient students. This work helps the
academics to properly track the academic progress of the
students so that adequatemeasures are taken to overcome
the knowledge gap. Moreover the corporate can choose
the suitable employees as per their job role by adopting
the proposed framework. Even based on the ability to
solve the difficult problems the organization can fix the
salary of the selected candidates.

As discussed earlier some questions devoid of Bloom’s
defined keywords. Further study is required to analyze
the semantics of these kind of questions to assign it
to a particular Bloom’s level. There are some questions
that fall under the same level of Bloom’s but their hard-
ness can be different. Further investigation and analysis
is required to accurately compute the hardness of these
questions by understanding their semantics.
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