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1I N T R O D U C T I O N

Search log analysis is an unobtrusive technique used to better understand user
behavior in search systems [7, 8, 22, 23, 31, 42, 48, 51, 83]. It contributes to the
understanding of the information needs of users and to what extent these are
met. The results of such an analysis can be used to evaluate search algorithms
or user interfaces, or to (re-)design systems [13, 41, 85].

Log analysis frequently focuses on queries and click actions on ranked lists of
search results [7, 8, 31, 47, 48, 51–53, 70]. This focus poses some disadvantages.
First, queries are ambiguous, as they form an uncontrolled vocabulary and have
little context to interpret the information need of the user. Second, most queries
are in the long tail; they occur infrequently, making it hard to find recurring pat-
terns. Third, queries may contain privacy-sensitive information such as names
and personal information [26, 55, 56], and thus are seldom shared among re-
searchers.

We study search in "vertical" search engines, as opposed to "horizontal" search
engines. We define a vertical search engine as a search engine providing access
to professionally curated collections, such as digital libraries, archives and web-
shops. With the term "horizontal" search engines we refer to search engines on
the open web, such as Google, Bing, Baidu etc., not providing access to specific
collections or specific types of content or types of media, but providing access to
the web in general.

In the context of a vertical search engine providing access to a collection, other
rich data is available in addition to the search logs: the annotated documents
in the collection, with categorizations presented in professionally curated meta-
data. This descriptive metadata is often reflected in the search interface in the
form of facets, acting as a filter over the search results and as such offering an
alternative way to access the collection next to full-text search. Search behavior
in vertical search engines can be expected to differ from behavior in horizontal
search engines, in part as a reflection of different search functionalities based on
the descriptive metadata. This has been shown, for example, for image archives
[37, 48], a medical knowledge portal [18], newspaper archives [13, 33], and in a
study of a digital library [77].

In this thesis, we focus on how to leverage the descriptive content metadata
to further our understanding of search behavior. In our analyses we use both
the metadata present in search interactions in the form of selected facets, and
the metadata of the clicked documents. We combine search logs collected in a
vertical search engine with the metadata records and contents of the searched
collection.
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2 introduction

The scope of our research is limited to digital libraries within the public do-
main, supporting collection owners, domain experts and researchers interested
in how users search different parts of these collections. At the same time we rec-
ognize that the results of our research could likely also be used in other vertical
search systems.

In the research we conducted for this thesis we address the following ques-
tions: do search patterns differ within different parts of a collection; how can
we identify user interests and corresponding search behavior within a collection;
how can we retrieve search sessions relating to specific topics; and finally how
can we communicate our research results to collection owners, domain experts,
and researchers.

1.1 research context

The research presented in this thesis was performed at Centrum
Wiskunde & Informatica (CWI), and was supported by the VRE4EIC project,
a project that has received funding from the European Union’s Horizon 2020
research and innovation program under grant agreement No 676247. To con-
duct the research, search logs and collection data were used from Delpher, a
search platform maintained by the National Library of the Netherlands provid-
ing digital access to historical newspapers, books, journals and texts of radio
news broadcasts from collections of various libraries, museums and other her-
itage institutions. Within this platform, we focused on search within the histori-
cal newspaper collection.

The logs were collected from the Delpher search platform1, for which access
was granted under a strict confidentiality agreement. In addition, for part of our
research a collaboration was set up with humanities researchers from the Dutch
NIOD Institute for War, Holocaust and Genocide Studies.

collection The historical newspaper collection contains over 100 million
newspaper documents published in about 1500 newspaper titles between 1618
and 1995. These documents have been scanned and digitized for online access.
Users can retrieve entire newspapers, newspaper pages, or individual items on
the page. The documents in the collection are described in bibliographic meta-
data records with the following attributes: a document identifier, the publication
date, item type, newspaper title, place of publication, source (the physical loca-
tion of the original document), and distribution zone. The item type can be one of
the following four types: news article, advertisement, announcement (relating to
family such as birth, marriage or death announcements) or image (illustrations
or photographs, where search is performed on the caption text). The distribution
zone represents the geographical region where the newspaper was distributed,

1 http://www.delpher.nl
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Figure 1: Search interface for the newspaper collection, with facets to the left and search
results to the right.

with – at the time the data was collected – the values “local”, “national”, one
of the areas formerly colonized by the Dutch (“Indonesia”, “Suriname”, or the
“Antilles”), or, in a few cases, “unknown”.

search interface In the Delpher search interface (see Fig. 1) the facets are
filters based on the metadata attributes and values of the documents, and these
can be used to refine the search results. From a search results page, a user can
click on a document in the list of results and, after a click, can download the
document.

search logs and documents The web server of the Delpher search plat-
form logs HTTP page requests of its users. The National Library of the Nether-
lands has provided us with the search log records collected from October 2015
until March 2016. These around 200M records include encoded IP addresses,
time of the requests, user agents (identifying client software), referrer URLs
(URL where request originated), and the URLs of the requested HTTP pages.
The URL of a requested page contains a document identifier in case the request
was for a document. In case the requested URL is a search results page, we ex-
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tract from it (1) the query string, (2) any facets selected, and (3) the result ranking
method, together representing what we call the user’s search interaction.

In addition to the search logs we have received the metadata records of the
over 100M documents in the newspaper collection as well as the actual contents
of these documents. We have combined these three data sets, making it possible
to analyze both the metadata of the search interactions (the facets selected) and
the metadata and/or the contents of the clicked documents concurrently.

1.2 research goal

The main research goal of this thesis is to investigate the use of metadata to
analyze search behavior. We include the descriptive content metadata of both
the search interactions (the filtering facets selected) and of the clicked documents.
First, we study how we can use metadata in three different settings. The settings
we study differ in a number of dimensions; on whether we know in advance
which topics we want to analyze, and on the availability of relevant metadata.
Finally, we investigate how we can communicate the results of these studies to
domain experts, collection owners and researchers.

metadata-based analysis : setting 1 In the first setting, we analyze the
search log data using specific metadata values defined in advance, in order to
study search behavior within specified parts of the collection that we have se-
lected to be relevant. These parts correspond to historical periods, geographical
regions or subject matter. This part of the research is presented in Chapter 2 of
this thesis.

We performed a descriptive analysis within the historical newspaper collec-
tion of the National Library. We combine the search log data with the metadata
records describing the contents of the collection, using specific metadata values
to create subsets in the logs corresponding to different parts of the collection.
When we compare sessions in which users use facets in their search with ses-
sions in which no facets have been selected by the users, we observe that on av-
erage users spend more time in the first type of session, and that these sessions
contain more clicks, downloads and unique queries. In addition we observed dis-
tinct search patterns in different parts of the collection, thus providing deeper
insights into search behavior at a fine granularity.

metadata-based analysis : setting 2 In the second setting we study
how to leverage the metadata without specifying metadata values of interest
beforehand. In this case, we want to gain insights into what subsets of the collec-
tion users are showing an interest in, and how they search in these parts, without
defining these user interests in advance. The results of this part of the research
can be found in Chapter 3.
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To find patterns in the data without defining specific metadata values corre-
sponding to the different parts of the collection in advance, we use an unsuper-
vised machine learning algorithm. The algorithm used here is a clustering algo-
rithm, and we cluster the search sessions based on the metadata values present
in these sessions. This helps us to find user interests within the collection, and
analyze the corresponding search behavior. We observed clusters of users search-
ing in specific parts of the collection. In some parts users were spending little
time and few search techniques, in other parts spending a long time and a wide
variety of search techniques.

To evaluate the clustering algorithm, we used the stability of the clusters over
time. We measured whether the same clusters reappear over a period of six
months. Our results showed a good stability for the larger clusters, demonstrat-
ing continued user interests in certain parts of the collection. For the smaller
clusters, this stability was less strong, showing more variability here.

metadata-based analysis : setting 3 In some cases, professionally cu-
rated metadata to identify the relevant parts of the collection we want to study
might not be available. Thus, in the third setting we explore how to identify
search behavior within specific parts of the collection when no metadata directly
describes the topics of interest related to these parts. The results of this part of
the research is presented in Chapter 4.

We applied several approaches. First, we defined our topics of interest using
a relevant external knowledge resource to create a topic representation. Then,
we expanded on the topic representation using local word embeddings on the
documents in the collection. In addition, we included manual judgements of the
different versions of the topic representations, resulting in a variety of methods
to create them. We matched the topic representations to both the user queries
and to the clicked documents. We explicitly note that in this setting we do in-
clude the user queries, where in the first two settings we did not. We still group
the search interactions, but this time not based on any selected facets, as these
do not contain our topics. Instead, we group the search interactions based on an
analysis of the user queries. To do this, we match the user queries to the topic
representations. We applied these different approaches in a double case study
including two topics in the same data set, and evaluated the resulting subsets
using a ground truth based on an annotated sample of the search sessions.

communicating metadata-based analyses Finally, we look into how
to communicate the results of these type of analyses to collection owners, do-
main experts, and professionals in an easy and intuitive way, including the meta-
data. This part of the research is presented in Chapter 5.

We developed a session visualization which combines a graph visualization
of the search interactions in a session, and a coloring representing the meta-
data related to the search. To evaluate the visualization technique, we conducted
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a user study to compare our visualization to a baseline session representation
in three typical tasks. The participants fill out standard questionnaires for per-
ceived workload and usability of the two visualizations, their activity is logged
and they provide us with written comments explaining their answers to the tasks
and how they experienced the use of the two visualizations. Our study demon-
strates the added value of the visualization. Our design of the session graphs
is new in combining both the search interactions and the metadata in a single
visualization.

Presenting the search sessions to domain experts, collection owners, researchers,
and professionals can help to identify patterns in search by browsing through
the sessions at a glance; and it can help to explore the most typical sessions of a
clustering.

Our visualization of the search sessions also played a role in the first three re-
search chapters in this thesis. For the research presented in Chapter 2 it provided
support in the process of data cleaning and data exploration, and as such it has
made the process of data cleaning more transparent and easier to reproduce. For
Chapter 3 the visualization technique provided insights into the different search
behaviors with respect to the different user interests. And for Chapter 4 the ses-
sion visualizations have helped to create a ground truth of annotated sessions
used to validate our results in the fourth chapter.

1.3 publications

The following publications formed the basis of this thesis.

chapter 1 is based on the doctoral consortium paper On the Interplay Between
Search Behavior and Collections in Digital Libraries and Archives presented at the
2018 Conference on Human Information Interaction & Retrieval, March 11–15,
2018, in New Brunswick, NJ, USA, by Tessel Bogaard [10].

chapter 2 is previously published as Metadata categorization for identifying
search patterns in a digital library published in the Journal of Documentation Vol-
ume 75, Number 2, 2019, by Tessel Bogaard, Laura Hollink, Jan Wielemaker,
Jacco van Ossenbruggen, and Lynda Hardman [13]. The research for this pa-
per was mainly conducted by Tessel Bogaard. The data cleaning of the raw logs
and metadata records was done in collaboration with Jan Wielemaker, the anal-
ysis and code for analysis was performed by Tessel Bogaard. Supervision and
feedback on the research process was given by the co-authors. All authors con-
tributed to the text.

chapter 3 is previously published as Searching for Old News: User Interests
and Behavior within a National Collection presented at the 2019 Conference on Hu-
man Information Interaction & Retrieval, March 2019, Glasgow, UK, by Tessel
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Bogaard, Laura Hollink, Jan Wielemaker, Lynda Hardman, and Jacco van Ossen-
bruggen [12]. The paper was awarded an Honorable Mention at the conference.
All authors contributed to the text. The idea for using a metadata clustering and
the selection of stability as the evaluation method came from Tessel Bogaard, as
well as writing the code for the clustering algorithm and the stability measure.
Feedback on the process and the text was given by the co-authors.

chapter 4 is previously published as Comparing Methods for Finding Search
Sessions on a Specified Topic: A Double Case Study presented at the 25th Inter-
national Conference on Theory and Practice of Digital Libraries, TPDL 2021,
September 13-17, 2021, by Tessel Bogaard, Aysenur Bilgin, Jan Wielemaker, Laura
Hollink, Kees Ribbens, and Jacco van Ossenbruggen [11]. All authors contributed
to the text. The majority of the code and the analysis was written by Tessel Bo-
gaard. Part of the analytical code, the local word embeddings, was written in
collaboration with Aysenur Bilgin. The evaluation method was set up in collabo-
ration with Laura Hollink. The relevance judgments of the topic representations
for the WWII topics were provided by Kees Ribbens with the assistance of Caro-
line Schoofs and Koen Smilde from the NIOD Institute. The topic-relevance an-
notations of the sessions were performed by Laura Hollink and Tessel Bogaard.
Writing contributions and feedback on the text were provided by all authors,
especially on the parts they contributed to.

chapter 5 is previously published as Understanding User Behavior in Digital
Libraries Using the MAGUS Session Visualization Tool presented at the 24th Interna-
tional Conference on Theory and Practice of Digital Libraries, TPDL 2020, Lyon,
France, August 25-27, 2020, by Tessel Bogaard, Jan Wielemaker, Laura Hollink,
Lynda Hardman, and Jacco van Ossenbruggen [14]. All authors contributed
to the text. In addition it was based on the demo and paper SWISH DataLab:
A Web Interface for Data Exploration and Analysis presented at the 28th Benelux
Conference on Artificial Intelligence, Amsterdam and published in BNAIC 2016:
Artificial Intelligence - 28th Benelux Conference on Artificial Intelligence, Ams-
terdam, The Netherlands, November 10-11, 2016, Revised Selected Papers [9].
The idea of visualizing sessions in graphs with color to represent the metadata
came from Tessel Bogaard. The code was written in collaboration with Jan Wiele-
maker. The session graphs have been improved through feedback from the other
co-authors and feedback in demonstrations in different contexts (DHBenelux
conference, ICTOpen and a demo paper at BNAIC conference, demonstrations
at the National Library of the Netherlands, plus feedback at the CHIIR doctoral
consortium). The user study was set up by Tessel Bogaard with feedback from
the co-authors, and with support in coding the forms and logging of the three
tasks in the user study by Jan Wielemaker. All authors contributed to the text.





2M E TA D ATA C AT E G O R I Z AT I O N F O R I D E N T I F Y I N G S E A R C H
PAT T E R N S I N A D I G I TA L L I B R A RY

2.1 abstract

For digital libraries, it is useful to understand how users search in a collection.
Investigating search patterns can help them to improve the user interface, col-
lection management and search algorithms. However, search patterns may vary
widely in different parts of a collection. This study demonstrates how to identify
these search patterns within a well-curated historical newspaper collection using
the existing metadata.

The authors analyzed search logs combined with metadata records describ-
ing the content of the collection, using this metadata to create subsets in the
logs corresponding to different parts of the collection. The study shows that
faceted search is more prevalent than non-faceted search in terms of number of
unique queries, time spent, clicks and downloads. Distinct search patterns are
observed in different parts of the collection, corresponding to historical periods,
geographical regions or subject matter. First, this study provides deeper insights
into search behavior at a fine granularity in a historical newspaper collection,
by the inclusion of the metadata in the analysis. Second, it demonstrates how
to use metadata categorization as a way to analyze distinct search patterns in a
collection.

2.2 introduction

Log analysis is an unobtrusive technique for macro-analysis of user behavior
in digital search systems [48, 52]. It contributes to an understanding of the
information needs of users and to what extent these needs are met. Results based
on log analysis may be used for the evaluation of search algorithms, (re-)design
of user interfaces, and to identify potential gaps in the underlying document
collection. User behavior in general web search is well-studied [6, 8, 29, 52].
However, in search engines providing access to a specific type of content or
collection (“vertical search engines”), the search functionality is often different,
hence, user behavior can be expected to differ. This has been shown, for example,
for image archives [38, 48], a medical knowledge portal [18], a newspaper
archive [33], and in a study of a digital library [77].

Our work is carried out in the context of the online search interface to the
historical newspaper collection of the National Library of the Netherlands. The
documents in the collection are described with rich, professionally curated bibli-
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10 metadata categorization

ographic metadata about their format and origin. The search interface providing
access to the documents is typical for a digital library: in addition to regular
query input for full text search, users can filter search results based on selected
metadata values using facets [43]. Curators at the National Library of the Nether-
lands are interested in understanding how users search within their historical
newspaper collection. This will allow them to provide improved search features
for user groups with specific tasks searching in different parts of the collection.
This study therefore addresses the following research question: How do search
patterns differ among users searching in different parts of the collection?

Previous work has used categorizations of the queries found in logs to find
distinct search patterns, for example in the study of religious search relating to
five religions [88], or an investigation of different types of learning in search
[31]. Query analysis, however, suffers from various disadvantages. Queries are
ambiguous, as they form an uncontrolled vocabulary with little context to inter-
pret the underlying information need. Most queries appear infrequently in the
logs. As a consequence, when investigating patterns of queries and clicks, even
the most frequently occurring patterns occur infrequently. Furthermore, queries
may contain privacy-sensitive information [55]. We propose to use the metadata
instead to investigate different search patterns in a historical newspaper collec-
tion. The metadata values of clicked documents and the corresponding facet
values come from a controlled vocabulary. We can observe search patterns by
grouping individual, unique queries based on facet values. Likewise, (long tail)
clicked documents can be grouped by their associated metadata values. More-
over, metadata values of facets and clicked documents are less privacy-sensitive
than queries entered by users.

We start with an analysis of faceted versus non-faceted search to investigate
the role of facets in search. Our results show that faceted search (57% of all
search) is responsible for the larger part of time spent (median session duration
of over an hour versus less than 10 minutes), the majority of unique queries
(79%) and documents clicked (78%) and downloaded (72%). We create subsets
based on the metadata of facets selected in search, using the selected facet values
as a proxy for user interest.

We find distinct search patterns based on the kind of facet selected: publication
date, item type, or geographical region. For example, users searching within
World War II keep returning to the platform over an extended period of time
(median session duration eight days) and click and download many documents
(median of 25 clicks, 31% of sessions includes a download). Many users are
interested in family announcements (18% of all sessions), with visits that are
typically highly focused on the subject matter and contain relatively few clicks.
Search for Suriname, though not as popular, is also very focused, with almost all
clicks on documents from this part of the collection (84%) in these comparatively
shorter visits (median session duration of just under five hours).
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The contribution of this paper is twofold. First, we provide detailed insights
into user behavior in a historical newspaper collection, observing distinct search
patterns within different parts of the collection. Based on our findings, we are
able to formulate concrete suggestions for improvement of the online search plat-
form of the National Library: suggestions for improvements to the user interface,
recommendations for a different default setting of parameters, and recommenda-
tions for prioritization of their ongoing digitization efforts. Second, we illustrate
how metadata can be used to analyze behavior in a digital library or archive.
As such, it enables us to do a comparative analysis of (1) what users search for
(from the faceted query log data), (2) what they find (from click log data), and
(3) what is or is not present in the collection (from collection metadata).

2.3 related work

Diverse studies have used log analysis to gain a general understanding of search
behavior in digital libraries and archives. In 2000, Jones et al. described the gen-
eral search behavior in a library of computer science technical reports [57]. They
presented user demographics (multiple countries of origin), discussed use of op-
erators (used in about a third of queries), common terms in queries, number
of views per query (mostly zero or one), and length of visits (average of about
ten minutes, with more than half around 5 minutes). Mahoui and Cunningham
[67] found similar results in a comparison to a different digital library for com-
puter science researchers in a larger dataset gathered in the same period over
a shorter interval. Sfakakis and Kapidakis [80] distinguished different search
patterns for search in various collections – ranging from medical bibliography,
and archaeological records, to PhD dissertations – of the Hellenic National Docu-
mentation Center in terms of average session length (mostly short sessions with
about three interactions) and use of certain search fields, such as any, author,
title. More recently, Gooding [33] showed differences between online and of-
fline search behavior in a Welsh newspaper archive, describing online behavior
in terms of number of visits, browsing and viewing content, and time spent on
search (about 17 minutes per session and visiting over 20 pages per visit). The
data used combine Google analytics with log analysis. Niu and Hemminger
analyzed search in a faceted search interface providing access to a digital li-
brary [77], combining log analysis with a user study, observing different search
patterns for faceted and non-faceted search, where faceted search, occurring in
about 12% of the sessions, correlated with shorter queries (2.6 versus 3.2 terms
per query).

User studies have also been used to better understand search behavior in dig-
ital libraries, such as in a combination with log analysis as mentioned above
[77], where the user study demonstrated that the facets were valued and uti-
lized especially in the context of more exploratory, open-ended search and im-
proved the accuracy of the search. In another user study the focus was on a
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broader context of search, modeling the search behavior of the growing group
of non-professional genealogists and family history researchers in terms of type
of search, preferred resources, and different phases of research [27]. Darby and
Clough found that these users return to their search and preferred resources
frequently, that the search is ongoing and open-ended, and resources such as
newspaper collections are used more in a later stage of the research. Another
study used pop-up surveys to investigate the motives for search within a cul-
tural heritage site [24].

Our analysis of logs of the National Library of the Netherlands, investigating
the use of the historical newspaper collection, is different from these studies as it
focuses on finding fine-grained search patterns within different parts of a single
collection in terms of the metadata descriptions of the collection, as opposed to
the more general, over-arching search patterns described above.

To characterize search behavior from log records, individual log records are
usually grouped into sessions. Session-level analysis captures the context in which
individual user actions occurred: it connects search interactions to clicks and
partly conveys the user’s effort in terms of number of actions and time spent.

Sessions can be defined in several ways, for example using the IP address as a
proxy for a user. Even so, using only the IP address can be problematic as there
can be multiple users behind a single IP address. In an access-controlled portal
a session can be based on login [18], or alternatively, an HTTP cookie can be
used [33]. This improves on using only the IP address, as login credentials and
HTTP cookies both should uniquely identify a user. Still, login credentials may
be shared or the same user may switch devices during a search with different
HTTP cookies on each device. Moreover, not all search platforms require login
or record HTTP cookies in the logs.

Sessions can also be defined based on queries. For example, in Guo, Liu,
and Wang [36] a session is defined as a single user query and the subsequent
clicks; and in Huurnink et al. [51] a session is dependent on the presence of
overlapping terms in consecutive queries. This has the advantage that queries
and clicks in succession can be linked. Even so, a single user might interleave
several search tasks [4] and a session might be broken off incorrectly.

Frequently sessions are bounded by a period of inactivity. The length of this
timeout is often thirty minutes, mentioned as an established approach in Eick-
hoff et al. [31] and [77] and finding its origin in a study of browsing behavior in
1994 [20]. Other examples of sessions defined by a timeout are Hollink, Tsikrika,
and Vries [48](15 minutes); Chapelle and Zhang [21] (60 minutes); and Jansen
and Spink [52] or [38] where sessions were bounded per day. While this is a
straightforward method to identify sessions, it does not solve the possibility of
joining several users behind a single IP address in a single session. Furthermore,
the length of the timeout is hard to choose correctly if the goal is to identify
search tasks of a user [54].
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In the context of studying web navigation, the concept of a clickstream is often
used, as in [89]. A clickstream is the navigational path a user follows, consisting
of consecutive HTTP requests from a single IP address. The clickstream model
can help to untangle multiple users behind a single IP by splitting up separate
sequences of interactions occurring (possibly at the same time) from the same
IP address. Nevertheless, this could result in wrongly breaking up a session of a
single user searching from different tabs in a web browser.

We have identified the sessions based on a clickstream model, as the logs do
not contain HTTP cookies and the platform does not require a login.

Grouping sessions makes it possible to find different search patterns. In Niu
and Hemminger [77] sessions are grouped into faceted and non-faceted search
sessions. Other studies have used query analysis to find fine-grained search pat-
terns, for example to investigate religious information-seeking related to five
main religions [88], or to study different types of learning in search [31]. How-
ever, query analysis has various disadvantages. First, queries can be ambiguous.
For example, it is virtually impossible to know whether someone who enters the
query “Oudkerk” is interested in stories about the Dutch politician, news related
to the Frisian village, or announcements regarding births, deaths or marriages in
one of the many Oudkerk families. Second, most queries are in the long tail, i.e.
they appear infrequently in the query logs. As a consequence, when investigat-
ing patterns of queries and clicks, even the most frequently occurring patterns
occur infrequently. Finally, queries may contain privacy-sensitive information.
Even after removing identifying information users can often still be identified
[56]. This leads to a conflict between protecting the privacy of users and retain-
ing or publishing query logs, as mentioned in Cooper [26]. Techniques such as
differential privacy [30] – a mathematical model for maximizing accuracy while
at the same time minimizing chance of identification – do improve the privacy
of the user, however the resulting logs do not have the same utility [60]. Two
recent papers [50, 95] aim for methods of applying differential privacy to re-
tain the utility of the logs for analysis of query-click pairs while protecting the
privacy of the users. Even though these approaches focus on query-click pairs
and cannot be transferred to a different dataset, they do recognize the need for
privacy protection.

We take a first step towards a more privacy-preserving method of analysis
by grouping sessions based on a metadata categorization as present in the facet
values instead of a categorization of the queries. The query is only analyzed for
its number of occurrences between sessions, a term count, and use of operators
such as AND, OR, NOT, and quotes.
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2.4 national library of the netherlands

We present the materials that were used for this study: the library collection and
bibliographic metadata, the platform providing online access to the collection,
Delpher, and the recorded usage logs.

library collection and metadata The National Library of the Nether-
lands curates a historical newspaper collection1. This collection is – as self-
described on the platform – targeted at researchers of any type, such as scholars,
students, journalists and genealogists. It contains over 100 million newspaper
documents published in about 1500 newspaper titles between 1618 and 1995.
These documents have been scanned and digitized for online access. Users can
retrieve entire newspapers, newspaper pages, or individual items on the page,
where the last can be one of four types: news articles, advertisements, announce-
ments (relating to family such as birth, marriage or death announcements) or
images (illustrations or photographs, where search is done on the caption text).

The documents in the collection are described in bibliographic metadata records
with the following attributes: a document identifier, the publication date, item
type, newspaper title, place of publication, source (the physical location of the
original document), and distribution zone. The distribution zone attribute repre-
sents the geographical region where the newspaper was distributed, with values
“local”, “national”, one of the former Dutch colonies (“Indonesia”, “Suriname”,
or the “Antilles”), or, in a few cases, “unknown”.

online access The newspaper collection is accessible through the Delpher
platform2. In the Delpher search interface (see Fig. 2) the facets are filters based
on metadata attributes and values of the documents. The facets visible in the
figure, from top to bottom, are time facets (“Periode”), where a user can re-
fine search by century, then by decade and by year, up to an exact date; dis-
tribution zone (“Verspreidingsgebied”); and type of newspaper item (“Soort
bericht”). Users may change the default relevance ranking of results (“Sorteer
op: relevantie”) to alphabetical ordering by item title or by newspaper title, or to
chronological ordering (ascending or descending). From a search results page, a
user may click on a document in the result list and, after a click, may decide to
download the document. A download can be a scanned image, a digitized text,
or a bibliographic reference of the document.

search logs The web server of the Delpher search platform logs HTTP page
requests of its users. Under a strict confidentiality agreement the National Li-
brary of the Netherlands has provided us with the log records collected from

1 More information about the National Library of the Netherlands can be found at the following URL:
https://www.kb.nl/en

2 The Delpher search platform can be accessed using the following URL: https://www.delpher.nl/
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Figure 2: Search interface for the newspaper collection, with facets to the left and search
results to the right.
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October 2015 until March 2016. These around 200M records include encoded IP
addresses, time of the requests, user agents (identifying client software), refer-
rer URLs (URL where request originated), and the URLs of the requested HTTP
pages. The IP addresses are hashed (obfuscated) to protect the privacy of users,
and have only been used to help define sessions. The URL of a requested page
contains a document identifier in case the request was for a document. In case
the requested URL is a search results page, we extract from it (1) the query
string, (2) any facets used, and (3) the result ranking method, together represent-
ing what we call the user’s search interaction.

2.5 method

To be able to discover search patterns in different parts of the collection, we start
with identifying sessions in the logs, then we add session properties, and finally
we create subsets of sessions based on the bibliographic metadata values. We
use these subsets to compare and analyze specific search patterns.

2.5.1 Step 1: Session identification in search logs

As described in the Section 2.3, a session can be defined in different ways, de-
pending on the information available in the logs. For this study we have chosen
a clickstream-based model, using the (hashes of) IP addresses and the referrer
URLs to combine individual interactions into a session. The referrer URL helps
to connect records, matching the referrer URL to a (previously) requested URL
found in the records. We have selected this approach for a few reasons. First, we
expect a possibly large proportion of users to be engaged in exploratory, open-
ended search (as is the case, for example, for genealogists and family historians
as described in Darby and Clough [27]), thus using a timeout might result in
breaking up visits that occur with long pauses. Second, the historical newspaper
collection is accessible without login, and the server does not log HTTP cookies.
Third, as our focus is not on the query this is not an obvious choice for our ses-
sion definition. Finally, using the referrer URLs to link interactions is a relatively
straightforward way to define sessions, trying to avoid combining multiple users
into a single session and keeping sessions of users returning to their search over
a longer period intact, even if we might break up sessions of users searching in
different tabs: an HTTP request using "open in new tab" might still be connected
to the previous user interactions, however a copy-paste of a URL is not.

search log data cleaning Consecutive visits of the same URL are re-
moved as this is likely a reload of the web browser and not a new action by the
user. Thus, a reload of a document is not counted as a second click. As we are
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interested in user behavior, we remove all records stemming from web crawlers3.
Web crawlers are identified based on the user agent or a request for robots.txt,
and records with matching IP address are filtered out.

Since our aim is to analyze search behavior, we only analyze sessions that
include a search interaction within the newspaper collection. This means we ex-
clude sessions that contain only clicks (following deep links, for example), or
visits to the homepage. Additionally, sessions that consist of only a single inter-
action are also discarded. The remaining 204,125 sessions consist of 17,053,823
search interactions (of which 6,000,589 search interactions include facets); 6,430,674
clicks on documents and 574,831 downloads.

2.5.2 Step 2: Computing session properties

Next, we add for each session a set of properties that we use in the analysis:

1. session duration (computed as the time interval between the first and last
interaction in a session)

2. number of queries, number of queries using quotes, and number of queries
using boolean operators4

3. number of clicked documents and their metadata values

4. number of downloaded documents and their metadata values

5. number of facets selected and their metadata values

We report aggregate session properties for the entire dataset and for specific
subsets of the data. As most of our data has a skewed distribution, with high
outliers, we report the median instead of the mean [46]. The median values are
session duration and number of queries and clicks per session. In addition, we
report a percentage of sessions with at least one download, sessions with a query
using quotes, and with a query using boolean operators. We use percentages for
these last three, as they occur in less than half of all sessions and a median value
would always be zero. In addition, we include absolute numbers of clicks and
downloads.

2.5.3 Step 3: Grouping and analyzing sessions

To study the different information-seeking behaviors, we create subsets in the
dataset. First, we compare the session properties of sessions with and without

3 A web crawler is an internet bot that automatically ‘crawls’ the web to collect information, e.g. for a
search engine.

4 Boolean operators in a query, such as AND, OR, NOT and PROX, can be used to broaden or narrow
a search. For example, term A PROX term B searches for documents that contain the two terms in
close proximity.



18 metadata categorization

facet use, to investigate whether the use of facets plays an important role in
search. In addition, we analyze how often queries reoccur in different sessions,
and in which subsets of sessions the unique, long tail queries occur.

Next, we use metadata values to create subsets in the sessions and compare
the resulting subsets. We can do this based on (1) metadata values of facets se-
lected in a session, or based on (2) the metadata values of clicked documents,
depending on the results of the previous step, whether faceted search plays a
sufficiently important role in search. The aim here is to discover whether search
patterns are different for users interested in different parts of the collection. For
example, we can investigate behavior of users searching for family histories by
taking the subset of sessions that include a search interaction with the facet
⟨item_type = announcement⟩. We compare the session properties in this sub-
set with those found in other subsets, e.g. we compare them to the session prop-
erties of the subset of sessions that include ⟨item_type = article⟩. Note that
subsets may overlap as one session can contain multiple facets.

Lastly, we compare the popularity of the various metadata values to how often
documents with the corresponding values are clicked on, downloaded, and how
often they appear in the collection. For example, to put the sessions with the facet
value ⟨item_type = announcement⟩ into perspective, we compare their num-
ber to the number of clicks on announcements, downloads of announcements
and the number of announcements in the entire collection.

2.5.4 Limitations

While log analysis is a good technique for obtaining a general understanding of
user behavior identified in search patterns, it cannot explain why users follow
these patterns. Further research would be needed to uncover their reasons and
motivations.

We have focused on session level analysis to bring the user interactions into
a context, as opposed to providing an analysis at the level of the individual
interactions. However, any session definition has limitations as well. We have
chosen a clickstream-model session definition, and while this might keep the
interactions together of a user continuing a search over multiple days, it still
could in some cases break up the search of a user searching in multiple tabs.

Moreover, the dataset puts some constraints on what we can analyze. The
hashing of the IP addresses makes it impossible to provide demographics over
who visits the historical newspaper archive. The ranking of clicked results is not
logged, thus an analysis of the depth of clicked results is not possible. The sub-
sets we create are bounded by the metadata categories available in the collection,
possibly other categorizations could be of interest as well. In addition, we have
made the choice not to analyze the query in detail.
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2.6 results

We first provide some general statistics of visits to the newspaper collection.
Then, we investigate faceted search and look at the frequency of use of the three
main search facets presented on the platform, to determine how the use of facets
correlates with other search behavior. Finally, we analyze user behavior in more
detail by focusing on a few specific use cases, the information-seeking behavior
of users interested in genealogy and family history, in Suriname (one of the for-
mer Dutch colonies), or in World War II (WWII). To find these search patterns,
we use the relevant metadata values present in sessions as a proxy for user in-
terest in that specific part of the collection to create subsets within the sessions.
Based on the observed search patterns we give concrete recommendations to the
National Library which are included at the end of each subsection, demonstrat-
ing the effectiveness of extending log analysis with facet usage and collection
metadata.

2.6.1 Visitor statistics

The portal is accessed consistently over the days of the week (Fig. 3), in contrast
to the observations of Jones et al. [57], Ke et al. [59], and Huurnink et al.
[51], where there was a significant drop in usage in the weekend. When we plot
session start times, we see that usage starts to peak in office hours, and contin-
ues into the evening with only a small drop around 18:00 (Dutch dinnertime).
Both findings suggest a mix of professional and amateur researchers visiting the
platform.

Figure 3: Number of sessions over the days of the week and the hours of the day

2.6.2 Faceted search

Table 1 summarizes session properties and facet use. Facets are used in 57% of
the sessions, higher than the 12% Niu and Hemminger observed in a univer-
sity library catalog [77]. Time facets are most popular (40%), followed by item
type facets (31%) and distribution zone facets (26%). We observe that sessions in
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which facets are used are much longer (median of 1:05:32 versus 9:32 without
facets), and contain more queries, clicks and downloads. The 57% sessions in-
cluding facets contain 78% of all clicked and 72% of all downloaded documents.
Moreover, 80% of sessions with faceted search lead to clicks, whereas this is
69% of sessions without facets. In total 75% of all sessions include a click on a
document. The 25% of sessions not leading to a click are very short sessions (a
median duration under 2 minutes), and on average consist of a single query.

queries Queries are short, mostly two terms. We observe a slight difference
between the queries with and without facets: with facets the mean number of
terms in a query is 2.2; without the mean is 2.4. Similarly, Niu and Hemminger
observed a lower mean for faceted search, 2.6 terms versus 3.2 for non-faceted
search [77]. In a photo archive of a news agency, Hollink, Tsikrika, and Vries
found an even lower number of terms in queries (mean of 1.8) [48]. In contrast,
in open web search an average of four terms per query is not uncommon5. This
suggests a different type of usage in specialized search engine, and especially
news archives with a higher likelihood of search for named entities and fewer
natural language queries.

Another indication for named entity search is the relatively frequent use of
quotes (19% of sessions include a query with quotes, see Table 1). Boolean op-
erators are less frequently used (in only 2.3% of all sessions). The use of quotes
and of boolean operators again occurs more often in faceted than in non-faceted
search (21% versus 15% of sessions uses quotes, and 3.6% versus 1.7% boolean
operators). This is even stronger for the 31% sessions using an item type facet
value leading to 58% of all clicks. 25% of these sessions use quotes, and 3.6%
boolean operators. When we analyze the number of occurrences of queries, we
find that 96% of queries occur only in a single session. Moreover, 79% of these
queries occur in faceted search. These findings demonstrate the importance of
faceted search in this historical newspaper collection.

reranking of results The search interface default setting is to rank search
results by relevance. We observe that in 24% of all sessions, at some point, the
user selects the option to rerank the results by time. This option is used more
often in sessions using facets (29% of these sessions) than in sessions not using
facets (16%). The frequent use of this option suggests that the default relevance
ranking alone does not suffice for a large group of users.

Overall, we observe that most actions come from sessions using faceted search,
the sessions are longer, contain more complex, and unique queries, use search
options more often and generate the majority of the clicks and downloads. Thus,
we will create subsets in the sessions based on the metadata of the facets used.

5 Two blogs reporting on the trend of increasing query length: https://tinyurl.com/y9eja22b, and
https://tinyurl.com/y8twrjhv (accessed 29 May 2018)
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Table 1: Session subsets overview

Sessions Frequency Clicks Downloads

all 204,125 6,430,674 574,831

- without facets 87,348 43% 1,410,385 22% 159,400 28%

- with facets 116,777 57% 5,020,289 78% 415,431 72%

- - time facets 81,321 40% 3,480,966 54% 281,750 49%

- - item type facets 64,272 31% 3,748,762 58% 309,294 54%

- - distr. zone facets 52,927 26% 3,064,239 48% 254,689 44%

- without clicks 50,226 25% 0 0% 46 0.008%

- with clicks 153,899 75% 6,430,674 100% 574,785 100%

Median

duration

Median

queries

Median

clicks

Incl.

downloads

Incl.

quoted

query

Incl.

boolean

query

all 24:50 3 3 12% 19% 2.3%

- without facets 9:32 2 2 11% 15% 1.7%

- with facets 1:05:32 4 6 18% 21% 2.9%

- - time facets 1:17:38 4 6 18% 22% 2.8%

- - item type facets 9:35:59 6 10 21% 25% 3.6%

- - distr. zone facets 3:26:51 5 9 21% 20% 3.1%

- without clicks 1:35 1 0 0.04% 11% 1.6%

- with clicks 1:11:10 4 7 20% 21% 2.6%
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recommendations Since many users reorder the results by time, a sugges-
tion would be remembering the preference within a session or providing an
option in user preference settings for a default ranking by time. Another sugges-
tion could be a timeline visualization of the results. As a matter of fact, such a
visualization of results has become part of the search interface since June 2016.

2.6.3 Genealogy and family history search

In this section we focus on users selecting the family announcement facet value,
to gain insight into the behavior of users interested in genealogy and family
history in the collection. We use a comparative analysis of the sessions subsets
by item type. The item values are one of article, advert, announcement, and
image. Table 2 summarizes the session properties per item type.

search behavior The announcement value is the most frequent item type
value selected, in 18% of all sessions. The sessions are shorter than the other
sessions using item type facets, and generate fewer clicks and downloads. The
number of distinct queries per session is not high with a median of 7 queries.
However, 47% of the long tail, single-occurrence queries are found in these ses-
sions. Quotes are used relatively frequently in family search, even if boolean
operators are not used as often as for the other item type values. Interestingly,
these sessions have about the same number of queries per session as the sessions
using the article facet value, even while fewer results are clicked or downloaded.
This could be because the relevance and content of the short announcements can
often be assessed from the result page snippets, without actually clicking a docu-
ment. In sessions where the announcement facet value was selected, many clicks
are on announcements (1M of the 2,6M clicks), making these sessions more fo-
cused than most sessions involving the other types. For comparison, in sessions
that include the image value, less than 10% of the clicks are on images (70k of
the 876k clicks). This indicates that users searching explicitly for announcements
have less interest in results of other types. At the same time, relatively few an-
nouncements (20%) are found in sessions not using that facet. For comparison,
64% of all articles are clicked in sessions not using the article facet at all (see the
"Clicks on value" column in Table 2). This suggests that announcements could
be hard to find unless the corresponding facet has been selected, while articles
are also found and clicked without the help of the corresponding facet.

An analysis of the documents that were clicked and downloaded confirms
that search for announcements follows a different pattern than search for the
other items. Where announcements are just 2% of the collection, the percentage
of clicks on announcements is much higher at 24% (Fig. 4). When we investigate
downloads, on the other hand, most notable are the high proportion of article
downloads and the low proportion of announcement downloads. This low pro-
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Table 2: Session subsets by item type facet values

Sessions Frequency Clicks

- article 28,442 14% 2,252,398 35%

- advert 16,045 8% 1,695,772 26%

- announcement 37,733 18% 2,554,849 40%

- image 7,461 4% 875,964 14%

Downloads
Clicks

on value

- article 214,957 37% 1,106,441 36%

- advert 139,949 25% 386,900 37%

- announcement 169,166 29% 1,074,282 80%

- image 68,249 12% 70,200 47%

Median

duration

Median

queries

Median

clicks

- article 1d 15:08:41 7 14

- advert 5d 16:53:46 10 22

- announcement 1d 6:27:38 7 11

- image 7d 7:12:28 12 28

Including

downloads

Including

quoted

query

Including

boolean

query

- article 28% 25% 4.7%

- advert 30% 30% 5.3%

- announcement 21% 30% 3.4%

- image 34% 29% 5%
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portion may be due to their short length, making it easy to write them down or
copy and paste them.

Altogether, this part of the collection receives a high user interest. The fre-
quent visits are comparatively quick and strongly focused on announcements.
Many of the unique queries appear here, and a high number of sessions uses
quotes for the queries. Nevertheless, these sessions have fewer clicks on average
than some of the others, and only few of the clicks are downloaded.

recommendations Snippets of announcements as they appear in the re-
sults set have added value. Announcements receive a lot of user interest, so our
recommendation for the library is to give snippets of these short items extra
attention. For articles, which are typically much longer, this is probably not as
useful since people are more likely to click on a result to scan or read the full
text.

Another suggestion would be to consider prioritizing post-correction of the
digitized announcements: user interest is high; the total volume is low at 2%
of the collection; and announcements are potentially more impacted by OCR
mistakes since entity names can have unique spelling variations.

2.6.4 Search for Suriname

In this section we focus on users interested in publications from Suriname, one
of the former Dutch colonies. To do this, we will investigate users selecting the
Suriname distribution zone facet value. The distribution zone is the geographi-
cal region where a newspaper is distributed. This facet is selected in 26% of all
sessions. Table 3 summarizes the session properties and Figure 5 compares the
occurrence of the relevant metadata values in the collection, in clicked results
and in downloaded documents. The most popular value here is the local distri-
bution zone facet value, used in 13% of all sessions. This may be connected to the
relatively high user interest in family announcements discussed in the previous
section, which frequently appear in local newspapers. The unknown facet value
is least popular, and appears in very long sessions with many queries, clicks
and downloads, in combination with other facet values. However, only 2% of
the clicks on the unknown value occur in these sessions, and most clicks here are
on the other values.

search behavior The distribution zone facet appears to be needed to re-
trieve documents from particular, smaller subsets of the collection. While well
over 60% of the clicks on national and regional articles are from sessions without
using the corresponding facets, only 16% of the clicks on articles from Suriname
are from sessions not using the Suriname facet value. The Suriname value is
selected in 2% of all sessions. This interest in Suriname is higher than is to be ex-
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Table 3: Session subsets by distribution zone facet values

Sessions Frequency Clicks

- national 21,325 10% 1,620,113 25%

- local 27,050 13% 1,797,927 28%

- Indonesia 10,930 5% 882,072 14%

- Antilles 2,930 1.4% 289,256 4%

- Suriname 4,004 2% 334,013 5%

- unknown 861 0.4% 112,268 2%

Downloads
Clicks

on value

- national 139,582 24% 639,817 29%

- local 146,184 25% 1,138,093 34%

- Indonesia 71,860 13% 340,384 61%

- Antilles 25,751 4% 43,234 49%

- Suriname 20,857 4% 128,334 84%

- unknown 7,385 1% 63 2%

Median

duration

Median

queries

Median

clicks

- national 1d 0:24:16 6 12

- local 17:51:49 6 10

- Indonesia 21:56:13 7 15

- Antilles 23:56:51 8 19

- Suriname 4:44:02 6 14

- unknown 6d 23:48:46 13 37

Including

downloads

Including

quoted

query

Including

boolean

query

- national 25% 22% 4.3%

- local 22% 21% 3.1%

- Indonesia 27% 25% 3.4%

- Antilles 31% 23% 3.3%

- Suriname 24% 19% 3.2%

- unknown 33% 24% 2.7%
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pected from the size of the Suriname collection (only 1.2%). The number of clicks
on documents from Suriname is in line with the number of sessions including
this facet value (only 2.4%), but the percentage of downloads is quite low (only
1.5%, see Fig. 5). The total number of clicks in these sessions is not as high as for
some of the other values, nevertheless the focus is on documents from Suriname
(with 128k of the 334k clicks). The queries are a bit shorter than average, with
a mean query length of 1.97 terms, and fewer sessions include quoted queries
(19%). We find 5% of the single-occurrence queries in these sessions.

Overall, we find that search for Suriname occurs in relatively short and not
very complex sessions. Hardly any documents from Suriname are clicked out-
side these sessions, suggesting the facet is needed to find the documents. We
hypothesize that users interested in Suriname have more difficulty finding what
they are looking for.

recommendations The relatively low number of clicks and downloads for
the Suriname value – despite a user interest – could reflect a problem. A sug-
gestion to the National Library here would be to investigate potential causes. It
could be that user expectations need to be moderated. The relevance ranking
could be performing non-optimally here. Or OCR quality could be more prob-
lematic for this part of the collection and OCR post-correction is needed.

2.6.5 Search within World War II

Time facets are the most popular, selected in 40% of all sessions. Since WWII
was a pivotal time in Dutch history that the National Library of the Netherlands
prioritizes, for example in digitization of the resistance’s illegal press, we zoom
in on this period to investigate how users search for these documents.

search behavior Sessions with time facets are not as long as sessions with
item type or distribution zone facets (a bit over one hour versus more than nine
and three hours respectively, see Table 1). However, sessions with time facet
values within the years of WWII (1940 to 1945 in the Netherlands) are much
longer with a median of more than eight days (Table 4). These sessions contain
more queries, clicks and downloads. In these 3% of all sessions, we find 26% of
all clicks on WWII documents. In addition, 13% of the single-occurrence queries
occur here. Quotes are used frequently (in 30% of the sessions), as are boolean
operators (4.1%).

The relatively high user interest in announcements that we observed in the
overall collection is even more pronounced for the WWII period: announcements
receive almost 32% of the clicks while they still make up only 2% of the collection
(Fig. 6).



2.6 results 29

Table 4: Session subset by time facet value

Sessions Frequency Clicks

- WWII facets 5,563 3% 694,989 11%

Downloads
Clicks

on value

- WWII facets 52,395 9% 133,231 26%

Median

duration

Median

queries

Median

clicks

- WWII facets 8d 0:22:19 12 25

Including

downloads

Including

quoted

query

Including

boolean

query

- WWII facets 31% 30% 4.1%
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On the whole, search within WWII is more complex, with a high number of
unique queries and many sessions including quoted queries or boolean queries.
Moreover, the sessions have a long duration and the number of clicks is high.

recommendations If we take the long session duration with many clicks
and downloads as an indication that users are highly engaged and perform suc-
cessful searches, this would suggest that the National Library’s prioritization of
the WWII period pays off. A further extension of the collection with documents
from the postwar period would probably interest users.

Since there is clear user interest in the WWII period, a suggestion to the Na-
tional Library would be to consider using special time facets to easily filter for
specific periods in history; a WWII facet value might very well be of interest to
the users.

As for the even more pronounced user interest in announcements, this strength-
ens our earlier recommendation to consider improving snippets for these items.

2.7 conclusions

We have presented an analysis of fine-grained search patterns within a historical
newspaper collection using metadata categorizations. The analysis method de-
ploys metadata as a shared vocabulary to compare the logged (faceted) search
behavior, the clicked results and the collection. Focusing on the metadata of
facets and clicked results instead of on the query, we alleviate the disadvantages
of query-level analysis. Facets are not ambiguous like queries. We are able to iso-
late and observe search patterns by grouping long-tail queries based on shared
facet use. Finally, facets are less privacy-sensitive than user-entered queries.

We have observed distinct search patterns that are not visible from overall us-
age statistics. Faceted search is more prevalent than non-faceted search and fol-
lows a different pattern: sessions that include facets are typically longer, contain
more clicks and downloads and more unique, shorter keyword queries. Some
parts of the collection stand out with an increased user interest. Documents from
WWII, for example, are frequently searched and appear in very long sessions
with many clicks and a high proportion of unique queries, signifying highly
engaged users. The family announcements are also disproportionately popular
in search, confirming the assumption of the National Library that genealogists
and family historians constitute a high proportion of their user base. Smaller
parts of the collection are hard to find without using the corresponding facets.
This applies, for example, to the family announcements and to documents from
Suriname. Based on the observed patterns, we were able to give concrete recom-
mendations to the Library about improvements to the user interface, a different
default setting of search parameters, and for prioritization of their ongoing digi-
tization efforts.
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We expect that this approach can be used for any faceted search system for
collections with curated metadata. Also, this approach could potentially be a
starting point for inter-collection comparison of user search behavior for digital
libraries or archives sharing similar metadata categories. Future work will con-
centrate on a more data-driven method to find fine-grained search patterns in a
curated collection.



3S E A R C H I N G F O R O L D N E W S : U S E R I N T E R E S T S A N D
B E H AV I O R W I T H I N A N AT I O N A L C O L L E C T I O N

3.1 abstract

Modeling user interests helps to improve system support or refine recommen-
dations in Interactive Information Retrieval. The aim of this study is to identify
user interests in different parts of an online collection and investigate the related
search behavior. To do this, we propose to use the metadata of selected facets
and clicked documents as features for clustering sessions identified in user logs.
We evaluate the session clusters by measuring their stability over a six-month
period.

We apply our approach to data from the National Library of the Netherlands,
a typical digital library with a richly annotated historical newspaper collection
and a faceted search interface. Our results show that users interested in specific
parts of the collection use different search techniques. We demonstrate that a
metadata-based clustering helps to reveal and understand user interests in terms
of the collection, and how search behavior is related to specific parts within the
collection.

3.2 introduction

Understanding user interests and related search behavior can reveal the differ-
ent types of system support users need. Collections are not always homogeneous
and users may have different information needs depending on which parts of
a collection they are interested in. This begs the question of how we can iden-
tify different "parts" of a collection – for example through different usage pat-
terns and/or by professionally curated categorizations of the documents in the
collection. If we are able to identify different usage patterns corresponding to
identifiable parts of the collection then we can better help collection owners in
providing support for these.

The research questions addressed in this paper are thus:

• (RQ1) What are the user interests in terms of the different parts of a collection?
How can we detect these?

• (RQ2) What is the related search behavior within these parts?

Understanding the answers to these questions may lead to more targeted search
interfaces, better search algorithms, and a fine-tuning of strategies for collection
management.

33
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In a digital library or archive, metadata categorizations of the documents are
often reflected in facets, allowing the user to filter the search results. We use
the metadata of facets selected and of documents clicked to detect user interests.
As we do not know in advance in which (combinations of) metadata categories
users are interested, we apply a data-driven partitioning of sessions: a clustering
of sessions based on the metadata features of both search (selected facet values)
and clicks (document metadata) in each session, and we analyze the behavior in
the resulting clusters.

Evaluating the resulting clustering is nontrivial, for different reasons: first, an
interpretation of the results is subjective, and second, we have no ground truth
available in the data as a way to measure the “correctness” of the clustering.
Nevertheless, as we are interested in stable clusters that reappear over different
periods, we test the stability of the clusters in each month over a six-month
period and interpret stability as an indicator of the quality of the clustering,
similar to the cluster stability measured between two periods in [22].

We apply our approach to data from the National Library of the Netherlands, a
digital library with a richly annotated historical newspaper collection spanning
400 years, and a faceted search interface. The library has granted us access to
both user logs1 and the metadata descriptions of the documents in the collection.

Our results show that the detected user interests are stable, and that the re-
lated search behavior varies within the different parts of the collection. Exam-
ples of user interests are: specific types of news items, such as family announce-
ments (relating to births, marriages, deaths), specific periods, such as 1930-49
(including the Great Depression and World War II), or specific regions, such as
Suriname (one of the former Dutch colonies). We observe users focusing exclu-
sively on specific parts of the collection, in some parts spending less time and
few search techniques, in other parts spending a lot of time and a variety of
search techniques. As a result this approach can help to find and investigate
these highly-focused users. This can inform the design of more targeted user
interfaces, or help to improve search systems or collection management. We con-
tribute to the research field by demonstrating that a partitioning of sessions into
clusters based on the metadata of a collection and an investigation of related
search behavior reveals specific user needs in specific parts of a collection, where
in an overall analysis these patterns would disappear.

3.3 related work

To answer our research questions, definitions of user interests and sessions are
needed. Additionally, we need a method to group the sessions. In this section
we discuss relevant literature with respect to how to detect user interests, define
sessions, and what methods can be used to group the identified sessions.

1 Logs collected from the search platform http://www.delpher.nl, access granted under a strict confi-
dentiality agreement.
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Detecting user interests

User interests are frequently derived from queries, for example by categorizing
user queries in [64], or finding search topics by semantic linking of user queries
[48]. Alternatively, interests can be detected in logs using the context of search
[92], or search histories [93]; and in [44] mouse hovering is used to help under-
stand user interests within a digital library, in combination with query analysis
and the (analyzed) metadata of document clicks in a statistical analysis.

Similar to this research, we use a form of categorization to identify user in-
terests, and similar to [44], we make use of the metadata categories of the col-
lection. However, we use the metadata directly as found in facets selected and
documents clicked, rather than the query input, to identify user interests, as we
aim for a definition of user interests in terms of parts of the collection.

Defining sessions

Search behavior is often interpreted using a bounded sequence of search actions
by a user [52]. Sessions have been studied to understand search in context and
to evaluate it in terms of success or failure [52]. Sessions help to provide infor-
mation about repeated visits [57], to examine query modification [48], to obtain
information about learning in search [31], or to find patterns in search behavior
[22, 76].

We use sessions to put user interactions in a context and so to enable the
detection of user interests and behavior. This requires a computational method
for specifying the beginning and end of a session. Sessions can be specified
based on query boundaries using the IP address as identifier. For example, in
[36] a session is defined as a search query and the following clicks until the next
query, and in [51] a session is bounded by the presence of overlapping terms in
successive queries until there is no more common term. Sessions are frequently
bounded by a timeout, a period of inactivity by a user, e.g. [21, 31, 48, 52]. In
the context of studying web navigation, the concept of a clickstream is more often
used, as in [89]. A clickstream is the navigational path a user follows, consisting
of consecutive HTTP requests from a single IP address. We adopt this definition
of a session, as it enables the identification of multiple users behind a single IP
and we want to avoid breaking up longer sessions by using a timeout.

Grouping user logs

Several approaches exist to group user logs in order to find patterns, for example
logs can be classified or clustered. To classify different types of behavior, queries
have been grouped into why versus what questions [31], into DBpedia concepts
[70], or into categorizations based on a thesaurus related to the collection [51].
Alternatively, Niu and Hemminger have provided an analysis of faceted versus
non-faceted search, grouping the logs based on user actions, showing in their
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work that facets play an important role in search [77]. In our study, we not only
include the facets, we also enrich the clicked documents with their metadata
descriptions, and use this metadata explicitly to group the user logs for the
detection of user interests.

Clustering techniques can also be used to detect patterns in logs. For example,
Wang et al. use unsupervised hierarchical clustering to detect user behavior pat-
terns in social networks [89]. In our work, we also use unsupervised clustering
and not supervised classification, for similar reasons: we do not have a ground
truth available in the data, nor do we know in advance which patterns we want
to detect. However, since our data is skewed we use a different algorithm that is
more robust to outliers.

Clustering techniques have been used before in the context of a digital library.
Chen and Cooper applied a hybrid clustering technique to detect different types
of users in the logs, combining an initial clustering using k-means with hierar-
chical clustering to get to the final clusters [22]. In this research, sessions are
represented using a set of features based on user interactions with the search
system. More recently, Niu and Hemminger have reproduced this research with
an added focus on the facets present in more recent search interfaces [76]. In
our study the goal is different, as we aim to find the user interests in terms of
the collection and relate these user interests to search behavior. Nevertheless, we
use a similar clustering technique and a similar representation of the sessions
to be clustered as in [22] and [76], even though we focus exclusively on the
bibliographic metadata features of search and clicks.

To evaluate the clustering we look at stability [86], similar to the approach in
[22]. This approach was more recently investigated as a validation method for a
clustering in a log analysis of a digital library in [34].

3.4 method

In this study we use a clustering algorithm to detect the user interests and in-
vestigate the relation between these user interests and search behavior in the
collection. For the clustering of the sessions, we base the features on the meta-
data of facets and clicked documents (the metadata of the facets are the selected
values used in search). To do this we need both user logs and metadata records
of the collection being searched.

3.4.1 Session Identification and Representation

We identify sessions in the logs based on a clickstream model, using the IP ad-
dress as identifier and connecting sequential HTTP requests to follow the user
navigating the search platform.

We represent the sessions based on the metadata values of the search interac-
tions, where available in the facets selected, and clicked documents, linked to the
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metadata records of the collection. We include all values of the (main) categories
in the metadata (such as publication date, origin or type of document). These
values are proportional to the number of search interactions or the number of
clicked documents per session, and are used as features for the clustering.

To detect the user interests, we apply a clustering algorithm representing the
sessions using a metadata feature set. As the features are likely to be correlated,
principal component analysis is applied for dimensionality reduction before clus-
tering with a standardized feature set. We retain the principal components with
a standard deviation equal to or higher than 1 for the clustering.

In addition, we collect interaction variables based on user interactions within
the search interface to analyze the search behavior. These variables include typ-
ical variables, such as the total duration of a session, the number of HTTP re-
quests, the proportions of actions that are search or clicks, and specific variables
dependent on the search interface, such as facets or reordering of results.

3.4.2 Clustering

We use an unsupervised clustering algorithm, as we have no ground truth avail-
able and do not know in advance what kind of patterns are present in the data.
Since we cannot assume the data adheres to a normal distribution, we have cho-
sen a k-medoids method [58], partitioning the data into k clusters, as k-medoids
is more robust against outliers than k-means is, it is to k-means what the median
is to the mean. As we have a high number of sessions and many dimensions in
the clustering, we apply the CLARANS algorithm [74], a k-medoids variant op-
timized for large datasets. We use the Manhattan distance as distance metric for
the clustering, because it is suitable for data represented in a high dimensional
space [2]. To choose the number of clusters k, we apply the silhouette method
[79], which measures the separation between the clusters with values ranging
from -1 to 1, the higher values indicating a better clustering. We cluster the ses-
sions repeatedly with different values for k and select the k with highest average
silhouette width. We use a statistical summary of user behavior in each resulting
cluster to analyze differences in behavior between the clusters based on the user
interests.

3.4.3 Evaluation of Clustering

Our goal is to find stable patterns that reoccur in different period, so we evaluate
the stability of the clustering over time, using this as an indication for clustering
quality [86]. For this purpose, we cluster logs collected in separate periods,
similar to the approach in [22]. We use a six-month period as it is the maximum
period user logs can be retained according to Dutch law and as is common
practice to protect the privacy of users. The size of each period is a month, as
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the sample size used in the collection of the logs was a month and some sessions
have a duration longer than two weeks (12% of the sessions).

The stability of the clusters between two periods, the previous period and the
target period, is measured as follows:

(1) We cluster the sessions in the previous period using the same value for k
as was used for the target period.

(2) For each cluster in the previous period we determine a “center” by taking
the original metadata features of the sessions and computing the median for
each feature, resulting in a set of medians.

(3) For each session in the target period, we compute the Manhattan distance
to each of the centers in the previous period based on the original metadata
features.

(4) We assign each session in the target period to the cluster from the previous
period with the shortest Manhattan distance, the nearest “center”.

(5) For each of the k clusters in the target period, we compute the percentage
of sessions in each of the k clusters of the previous period, resulting in k x k
percentages .

(6) We define the stability of a cluster in the target period as the highest of the
k percentages, the best match.

(7) The stability of a clustering as a whole is the average stability of all its
clusters, weighted by cluster size.

We inspect in detail the overlap between the clusters between two periods. We
do this with a “stability matrix”, that shows the amount of matching (i.e. the
percentages per cluster as assigned in step 5) between each of the clusters of
the two periods. In the stability matrix, the clusters of the target period are the
columns (percentages in the columns sum to 100%), and the previous period the
rows.

We remark that cluster stability and silhouette widths measure different things:
the first consistency between clusterings over time and the second consistency
within a clustering.

3.5 the national library of the netherlands

We apply our method to a library that is representative for digital libraries in
general, with a richly annotated collection of digitized historical documents and
a faceted search interface. The National Library of the Netherlands has granted
us access to user logs from their search platform2, our focus is on the historical
newspaper collection, amounting to more than 90% of all HTTP page requests
to the library’s search platform.

From this collection, users can retrieve full newspaper issues, pages, or in-
dividual items on a newspaper page. The documents in the collection are an-

2 http://www.delpher.nl provides access to collections from the National Library of the Netherlands
and other heritage institutions, comprising newspapers, magazines, radio bulletins, and books.
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Figure 7: Average silhouette widths for k in March

notated with bibliographic metadata records, including a publication date, dis-
tribution zone and type of newspaper item. The distribution zone of a docu-
ment is the geographical region where the newspaper was distributed, and can
be one of the following values: “local”, “national”, one of the former Dutch
colonies (“Indonesia”, “Suriname”, or the “Antilles”), or, in a few cases, “un-
known”. The available newspaper item types are: news articles, advertisements,
announcements (relating to births, marriages, deaths) or images (illustrations or
photographs, search on the caption text). Table 6 shows the percentages for each
metadata value in the collection.

The search interface combines full-text search with facets. The facets are fil-
ters based on the metadata attributes of the collection, and include time facets,
indicating the publication date, item type facets, and distribution zone facets. In
addition, users may change the relevance ranking of the results on a results page
to alphabetical or chronological ordering. From a results page, a user can click
on a document and, after viewing a document, download it.

The logs used in this experiment were collected between October 2015 and
March 2016 (raw data 200M records). In addition, we received the full text dig-
italization and metadata records of the historical newspaper collection (103M
documents at the time), making it possible to link the clicked documents in the
logs to the metadata records of all the documents in the collection.

3.5.1 Session Identification and Representation

The user logs contain all HTTP requests to the server. This includes the requested
URL, the referrer URL (the origin of the request), the IP address of the client, the
browser agent and a timestamp.
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Table 5: Session features based on metadata

Publication date clicks

1 percentage of clicks published between 1600 and 1899

2 percentage of clicks published between 1900 and 1929

3 percentage of clicks published between 1930 and 1949

4 percentage of clicks published between 1950 and 1995

Item types clicks

5 percentage clicked articles

6 percentage clicked family announcements

7 percentage clicked advertisements

8 percentage clicked images

Distribution zone clicks

9 percentage of clicks with a local distribution zone

10 percentage of clicks with a national distribution zone

11 percentage of clicks with an Indonesian distribution zone

12 percentage of clicks with a Suriname distribution zone

13 percentage of clicks with an Antilles distribution zone

14 percentage of clicks with an unknown distribution zone

Search with time facets

15 percentage of search with time facets

16 percentage of search with time facets within 1600 and 1899

17 percentage of search with time facets within 1900 and 1995

18 percentage of search with time facets within 1900 and 1929

19 percentage of search with time facets within 1930 and 1949

20 percentage of search with time facets within 1950 and 1995

Search with item facets

21 percentage of search with item facets

22 percentage of search with article facets

23 percentage of search with family announcement facets

24 percentage of search with advertisement facets

25 percentage of search with image facets

Search with distribution zone facets

26 percentage of search with distribution zone facets

27 percentage of search with local facets

28 percentage of search with national facets

29 percentage of search with Indonesian facets

30 percentage of search with Suriname facets

31 percentage of search with Antilles facets

32 percentage of search with unknown facets
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Table 6: Collection metadata

Publication date Percentage

between 1600 and 1899 12%

between 1900 and 1929 27%

between 1930 and 1949 26%

between 1950 and 1995 35%

Item type

articles 67%

family announcements 2%

advertisements 29%

images 2%

Distribution zone

local 40%

national 45%

Indonesia 12%

Suriname 1%

Antilles 2%

unknown 0.05%
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Table 7: Clusters March - part 1

Number
of ses-
sions

Silh.
width

Label Description

8667
(19%)

0.66 no metadata Sessions with little to no metadata val-
ues.

7238
(16%)

0.42 recent na-
tional

At least half the sessions include 100%
clicks between 1950-95 with a national
distribution zone. About 25% sessions
additionally include other clicks.

7549
(16%)

0.25 recent local At least half the sessions include 100%
local clicks, of which 85% or more are
between 1950-95. About 25% sessions
additionally include other clicks.

6837
(15%)

0.13 1930-49 At least half the sessions in this clus-
ter include 100% clicks between 1930-
49. About 25% of sessions additionally
include clicks after 1949.

5537
(12%)

0.02 1900-29 At least half the sessions include 100%
clicks between 1900-29. In the sessions
more clicks have a national distribu-
tion zone than a local one. About 25%
of sessions additionally include a mi-
nority of clicks between 1930-49s.

4156
(9%)

0.19 historical At least 75% sessions include facets or
(a majority of) clicks from before 1900.
About half the sessions also include
clicks on adverts, about 25% clicks on
announcements. There are more clicks
in the sessions on documents with a
local distribution zone than with a na-
tional one.
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Table 8: Clusters March - part 2

Number
of ses-
sions

Silh.
width

Label Description

2701
(6%)

0.62 family At least 75% sessions include an-
nouncement facets and a majority of
clicks on announcements. In addition,
more clicks in the sessions are local
than national, and published in the
20th century. About 25% of sessions
additionally include clicks on adverts;
25% include clicks on Indonesian doc-
uments; 25% clicks on pre-1900 docu-
ments; and 25% include time facets or
distribution zone facets.

2101
(5%)

0.37 article All sessions include item facets. At
least 75% include article facets, 25%
advertisement facets. Most of the ses-
sions include a majority of article
clicks; some sessions additionally in-
clude advertisement clicks. About 25%
include time facets between 1900-95;
and 25% include national distribution
zone facets.

850 (2%) 0.64 Suriname At least 75% sessions include a major-
ity of Suriname clicks, and about half
the sessions include Suriname facets.
Additionally, about half the sessions
include clicks between 1950-95; and
about 25% sessions include announce-
ment facets; 25% include some an-
nouncement clicks; and 25% include
some advertisement clicks.

208
(0.5%)

0.0 Antilles All sessions include Antilles facets; at
least 75% sessions also a majority of
Antilles clicks.
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We identified sessions from these logs using a clickstream model, following
the navigational path of a user on the search platform. We removed all logs
stemming from web crawlers based on browser agents or a request for robots.txt,
redirects, and the loading of style sheets and images. Sequential requests for the
same URL right after each other are removed as well, as these are likely reloads
of the browser and do not represent a new user interaction.

We group the records by IP address, using the referrer URL to link subsequent
requests. Since we are interested in search behavior in relation to the metadata
of facets used and documents clicked, we kept only sessions where the sequence
consists of more than one search interaction or clicked document in the newspa-
per collection. This brings the total number of sessions to 255,175 in six months.

For the clustering we create a feature set relating to the metadata values of (i)
the clicked documents and of (ii) the facets used in search (Table 5), proportional
to the number of clicks or search interactions in that session. For the time facets
and publication dates of clicked documents, we split the values into four bins
based on equal proportions over all clicked documents and rounded to decades.
This leads to a single bin for the period before 1900 and three bins in the 1900-
1995 period (Table 6 for the distribution of these values within the collection).
The values for the time facets are based on dates within the indicated years,
using the same bins as for clicks. We add an extra time facet for the period 1900-
1995 to capture those facets that cross the boundaries of the bins in the period
1900-1995.

We define additional session variables influenced by the user interactions in
the search interface, and not used for clustering; these are the duration of a
session, the number of search interactions and clicks, the use of facets or multiple
facets in an interaction, the use of quotes in queries and the reranking of the
results by time. We compute these variables – except the total duration and
length (number of interactions) – proportional to the length of the session or the
number of search interactions.

3.5.2 Clustering Sessions

We applied principal component analysis on the metadata features in each month
separately, in March this led to 15 principal components with an explained vari-
ance in the data of 75%. These 15 principal components are used for the clus-
tering, reducing the number of dimensions for the clustering from 32 to 15. We
have chosen the number of clusters k based on the average silhouette widths for
this month, the highest average silhouette width under twenty is for k equals 10
with a value of 0.35, the first silhouette width above 0.3 (not a high silhouette
width but this is not unexpected considering the 15 dimensions – the principal
components – used to cluster). We have clustered the sessions from the month
March (45,845 sessions) into ten clusters, and using the same value for k as for
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March we have also clustered the sessions from the previous months to evaluate
the stability of the patterns found in March.

3.6 results

We describe the resulting ten clusters from March (k = 10 based on the average
silhouette widths as mentioned in section 3.5.2) in terms of the original values
of the metadata features used for clustering, and investigate the stability of this
clustering over time. Then, we analyze the search behavior within the clusters.

3.6.1 Clusters

We have labeled the clusters using the most distinctive values of the session fea-
tures present in a cluster (Tables 7, 8), and provided short descriptions of the
clusters. The clusters show focused sessions centered around dedicated meta-
data categories.

For example, one of the larger clusters, the recent national cluster (16%), is
exclusively centered around the recent national documents in the collection. In
most sessions in this cluster, all the clicked documents are published between
1950-95 and have a national distribution zone. Similarly, most sessions in the
recent local cluster (16%) contain only clicked documents with a local distribution
zone of which the large majority is published between 1950-95. This indicates
that users searching in the recent parts of the collection are mainly searching
for documents with either a local or a national distribution zone and not both,
resulting in two separate clusters.

Other clusters are likewise focused, either on a specific period, such as the
1930-49 cluster (15%) with the clicks on documents published during the Great
Depression and World War II in the Netherlands, the 1900-29 and the historical
cluster; or on a specific item type, such as the family cluster, where in addition
to a majority of announcement clicks most sessions also include announcement
facets, and the article cluster. For the two smallest clusters, based on a distribu-
tion zone, the Suriname cluster and the Antilles cluster, most sessions include the
distribution zone facet next to a majority of clicks from the distribution zone.

The largest cluster (19%), however, is the cluster with sessions without distinct
metadata, labeled no metadata. Despite leaving out the sessions of length 1 in the
data preparation, there is still a relatively large cluster of sessions where hardly
any facets are used or documents clicked, leading to a sessions without any
representative metadata values.
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Table 9: Stability testing over time (March)

clusters freq Oct Nov Dec Jan Feb

combined 100% 74% 68% 75% 72% 75%

no metadata 19% 93% 96% 95% 96% 97%

recent national 16% 80% 78% 81% 75% 80%

recent local 16% 60% 62% 63% 59% 66%

1930-49 15% 72% 49% 77% 50% 48%

1900-29 12% 58% 26% 79% 67% 81%

historical 9% 82% 82% 68% 81% 83%

family 6% 88% 86% 86% 84% 85%

article 5% 61% 69% 19% 67% 66%

Suriname 2% 49% 55% 54% 38% 49%

Antilles 0.5% 35% 29% 27% 30% 33%
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no metadata 8667

recent national 7238

recent local 7549

1930−49 6837

1900−29 5537

historical 4156

family 2701

article 2101

Suriname 850
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3.6.2 Cluster Stability

To evaluate the clustering, we check the stability of the clusters, matching the
sessions in the clusters to the cluster centers of the previous five months. Table
9 shows, per cluster and for all clusters combined, the percentage of sessions
in the clusters of March that falls in the highest matching cluster of each of the
previous months.

We observe that overall the clustering is stable, with an average stability of
73%. In particular, the recent national, historical and family clusters are stable every
month, as is the no metadata cluster. (Note that, even while the percentage of
family announcements in the collection is low at 2% (Table 6), there is stable
user interest in this part.) Nevertheless, not all clusters in March can be traced
back in the previous months. For example, the two smallest clusters in March,
Suriname and the Antilles, do not match well in most of the previous months.
Furthermore, the 1930-49 and 1900-29 clusters match well in most but not all
months.

The silhouette widths (measuring consistency within and between the clusters)
of the clusters show no direct connection to whether a cluster is stable over time.
The family cluster, for example, has a relatively high silhouette width of 0.62, but
the historical cluster, similarly stable, has a lower silhouette width of 0.19. On the
other hand, the Suriname cluster also has a relatively high silhouette width of
0.64 but a low stability, as for the Antilles cluster, both the silhouette width and
the stability are low. This can be explained by the fact that cluster stability and
silhouette width measure different things: consistency between clusterings over
time and consistency within a clustering respectively.

To better understand the stability measurements in detail, we show a single
month of the stability results in Figure 8, comparing March 2016 to February
2016. The clusters in February (on the rows) have been labeled in the same man-
ner as the clusters in March. Here we observe good matching scores on the
diagonal for the no metadata, recent national, recent local, 1900-29, historical, fam-
ily and article clusters. The 1930-49 cluster, however, does not match to a single
cluster, but to two with 48% in one and 28% in another cluster of February. A
closer inspection shows that in February the period 1930-49 is split up into two
separate clusters, one with mainly local clicks, and a second cluster with mainly
national clicks within the same time period. On the other hand, the smallest
clusters, the Suriname and Antilles clusters, have no good match in February at
all. The highest matches here are with the no metadata cluster. This is because
frequently for these sessions the Manhattan distance to the no metadata cluster
is smaller than to the other clusters, resulting in these cases in an assignment to
the no metadata cluster.
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3.6.3 Search Behavior

We observe a split between the first five clusters in March (no metadata, recent
national, recent local, 1930-49 and 1900-29), and the last five clusters (historical,
family, article and Suriname and Antilles) in Table 10. The first five clusters are
shorter, use fewer advanced search techniques, and – with the exception of the
first cluster – are more click-oriented; the last five clusters are much longer in
time spent and pages visited, and use more advanced search techniques such as
facets or reranking of results.

Among the first five clusters, the no metadata cluster is different. The sessions
in this cluster are the shortest, with the majority less than 2 minutes, and consist
of only search interactions, no clicks. Nevertheless, users do spend time and
effort (median of 5 interactions), possibly we observe users that completed their
search using only the snippets on the results page, or these might be examples
of failed search. Of the four more click-oriented clusters, all focus on documents
published in the 20th century, with the recent national on average the highest
percentage of clicks per session. The majority of sessions in these clusters does
not make much use of the facets or other more advanced search techniques, but
show a more “browsing” behavior where users click through results instead of
refining their search. This could in part be explained by the collection, these
clusters represent larger parts of the collection (Table 6), the digitization of these
documents is likely better (the paper of the newspapers are not aged as much,
the language in the documents easier to digitize), and fewer search techniques
may be needed to find the desired document.

Next, we have five clusters where users spend a long time and visit many
pages. The sessions in these clusters contain a lower percentage of clicks, and
the majority of the sessions uses facets. Note that, apart from the article cluster,
these clusters correlate with smaller parts of the collection (Table 6), and thus
likely require more effort from the user. Of these, the family cluster contains on
average the longest sessions, the majority is longer than a day and the number of
interactions is by far the highest, in line with previous research into genealogists
and family historians [27], and this cluster likely represents in large part this
user group. (Sessions longer than a day are unlikely to be sessions where a user
continuously searches, but sessions where a user returns to the same search a
day later.) This cluster contains just 6% of the number of the sessions in the
month, but the number of interactions is high with a median of 70, resulting in a
lot of traffic on the search platform even while the percentage of announcements
in the collection is just 2%, and suggesting the users in this cluster are highly
engaged in their search. In this cluster we also observe the most frequent use
of quotes for the queries, this is not unexpected as search within the family
announcements are likely to include search for personal names with respect to
genealogy and family histories.
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3.7 discussion

Our results demonstrate that patterns of user behavior can be correlated with
document metadata in a way that provides clusters that can be described in a
meaningful way to collection curators.

metadata dependency Our clustering using the metadata of search and
clicks is dependent on by the existing metadata categories the curators have
given; however, this is inherent to any curated online collection. It is possible
to (additionally) use query analysis and link the query to the metadata of the
collection, for example by using a relevant ontology or thesaurus as was done
in [48, 51]. Query analysis, however, suffers from several disadvantages: queries
can be ambiguous as they form an uncontrolled vocabulary, and queries may
include privacy-sensitive information.

session identification To identify the sessions to be clustered we have
chosen a clickstream model, as it can help to split possible multiple users be-
hind a single IP address, and to find complete searches. This approach leads
in some cases to shorter or longer sessions than when a timeout is used, think
for example when a user continues their search in a new tab thereby breaking
off a clickstream-based session, or the opposite case when a user continues the
next day with their search, this would lead to a break in a timeout-based ses-
sion. For example, the sessions in the family cluster last for longer than a day
in the clickstream-based sessions, when using the timeout-based session defini-
tion these sessions would be broken up into multiple sessions. An alternative
to a purely clickstream-based session definition could be a combination of click-
stream and query-term overlap, even though query analysis can introduce an-
other sort of bias, and also for this reason we have chosen to keep the session
definition simple.

exploring k We have clustered the sessions into ten clusters
based on the best average silhouette width under twenty, however, the number
of clusters k can also be used as a parameter of how fine-grained the analysis of
the user interests is going to be. As the average silhouette widths for k values
under twenty illustrate (Fig. 7), higher values of k can have similar average sil-
houette widths, making it possible to first set k low for an overview, and then
higher to investigate more detailed user interests. The extent to which the value
of k should be manipulated is dependent on, among other things, the existing
metadata categories and the level of detail deemed appropriate by curators. Also,
a higher value for k, might solve the disappearance of clusters like the Suriname
and Antilles clusters in previous periods, which in the stability matrix merged
into the no metadata cluster in the month of February (Fig. 8).
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fuzzy clustering Even though the large majority of sessions in each cluster
are highly focused, we do find sessions on the edges of the clusters that are a bit
more "mixed" with respect to user interests, such as the 1900-29 cluster where
some of the sessions also include a minority of clicks from between 1930-49
(Table 7). The clustering algorithm we applied, however, is binary, in the sense
that a session belongs to a single cluster, even if in some cases it is possible
that it has characteristics matching more than one. For future work, it could be
interesting to look into more fuzzy or soft clustering techniques, where a session
can belong to multiple clusters.

clustering search behavior It is possible to cluster the same sessions
using interaction features describing search behavior, such as session duration or
number of clicks. These “behavior” clusters can then be mapped to the identified
user interests, as opposed to a simple statistical summary, making it possible to
find more than a single search pattern for each user interest. However, a first
attempt using the same clustering method but with interaction features based
on the search interface did not lead to more detailed insights than the statistical
analysis provided: the overall overview remained the same. Possibly a search
task analysis, such as presented in [42] is more effective here.

3.8 conclusion

By applying a clustering algorithm we were able to identify user interests and
investigate the relation between them and search behavior within the historical
newspaper collection of the National Library of the Netherlands. The user inter-
ests we identified are stable over a six-month period. Our approach can be used
to find relations between user interests and behavior in any collection described
by metadata, such as digital libraries and archives.

Using the clustering based on the metadata features of search and clicks, we
were able to observe users focusing on specific parts of the collection, in some
parts spending less time and few search techniques, in other parts spending a
large amount of time and a variety of search techniques. This method can help
to find and investigate these highly-focused users. These findings can inform the
design of more targeted user interfaces providing better access to specific parts
of the collection, or help to improve search systems or collection management.
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O N A S P E C I F I E D T O P I C : A D O U B L E C A S E S T U D Y

4.1 abstract

Users searching for different topics in a collection may show distinct search pat-
terns. To analyze search behavior of users searching for a specific topic, we need
to retrieve the sessions containing this topic. In this paper, we compare different
topic representations and approaches to find topic-specific sessions. We conduct
our research in a double case study of two topics, World War II and feminism,
using search logs of a historical newspaper collection. We evaluate the results
using manually created ground truths of over 600 sessions per topic. The two
case studies show similar results: The query-based methods yield high preci-
sion, at the expense of recall. The document-based methods find more sessions,
at the expense of precision. In both approaches, precision improves significantly
by manually curating the topic representations. This study demonstrates how
different methods to find sessions containing specific topics can be applied by
digital humanities scholars and practitioners.

4.2 introduction

Analysis of search logs is an unobtrusive technique for large-scale investigations
into user behavior in digital libraries. Users interested in different topics might
display different search behaviors. For example, the work presented in [88]
demonstrated different search patterns of users searching for five major religions.
In a previous study, we observed a distinct search pattern for users searching for
documents related to World War II (WWII) [13]. For these types of studies, we
need to be able to retrieve those user interactions from the search logs that relate
to a user interest in a specified topic. In this paper, we propose and compare
generally applicable methods to find user interactions that relate to a specified
topic from a larger set of logged search interactions. We work at the level of
sessions (coherent sequences of user interactions with the collection) as they
capture the context in which individual user actions occurred and connect search
actions to clicks on documents. We address two research questions:

(RQ1) How can we represent a specified topic?
(RQ2) How can we use the topic representation to retrieve relevant sessions?

To answer the first research question, we look into different, consecutive ways
to build a term list as a representation of a topic: i) using semantic relations
in an explicit knowledge resource, ii) applying local word embeddings trained
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on the documents in the collection, and iii) in each step, by manual curation
of the term lists by domain experts. To answer the second research question,
we look into matching the different term lists to user sessions. We match them
to either a) the user queries, or b) the contents of the clicked documents. We
compare and discuss the combined methods in terms of number of retrieved
sessions as well as estimated precision scores. We conduct our research using
data from the National Library of the Netherlands, focusing on search in their
historical newspaper collection1. In previous work [12, 13], the search logs of
the digital library were already split into user sessions, and we consider this
session identification step outside the scope of this paper. We present a double
case study in the context of two historical topics with societal relevance: WWII
(a pivotal period in Dutch and global history), and feminism (a movement that
has had and still has an impact on Dutch society). We evaluate our methods on
a ground truth of over 600 manually assessed sessions per topic.

This study contributes insights into how different topic representations and
matching approaches perform when retrieving topic-specific sessions. Our re-
sults show that when sessions are retrieved based solely on user queries, the
precision is high, however, the set of sessions remains small. When the document-
based matching approach is used, the set of sessions retrieved increases, but at
the expense of precision. Moreover, we find that by manually curating the term
lists we improve precision while still preserving a larger set of sessions. The
two topics investigated in this paper show similar general patterns in their re-
sults, however, we observe a higher overall precision for the more popular topic
(WWII). Finally, our study demonstrates how different methods can be applied
and combined by digital humanities scholars and practitioners to retrieve topic-
specific sessions.

4.3 related work

We discuss work on detection and analysis of user interests; and how knowl-
edge resources and word embeddings have been used to enrich queries and
documents.

4.3.1 Topic-specific Search Log Analysis

Search behavior in digital libraries and archives has been studied frequently,
e.g., [15, 24, 47, 61, 77, 87]. Topics have been detected in search logs for various
reasons; for example, to determine user interests [44, 48, 65, 70], to uncover
topic-specific search patterns [12, 88], or to recognize changes in topic within a
session [45]. Other studies observe topic-specific search patterns by analyzing

1 The National Library of the Netherlands has granted us access to user logs from their search platform
https://www.delpher.nl, providing access to collections from the National Library of the Nether-
lands and other heritage institutions
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logs from a specific search interface, such as a health portal [18], or a media
archive [48, 51].

In most cases, topics are detected in search logs by investigating the queries
that users entered. Sometimes, in addition to the query, the contents of what was
clicked in sessions is also taken into account. For example, query analysis has
been combined with mouse-fixation behavior and the metadata of clicked docu-
ments [44]. In previous work, we used the metadata of clicked documents, as
well as the use of facets to filter search results, to understand search behavior in
different parts of a digital library collection [12, 13]. In this study, we investigate
and compare how query-based and content-based approaches perform.

We represent a topic as a list of terms. This is similar to the work presented in
[88], where users searching for five large religions were identified by matching
queries to five respective lists of professionally curated terms. The authors of
[31] used a list of terms and phrases that signify specific types of questions, and
matched these to queries in order to analyze how people learn within sessions.

4.3.2 External Resources to Enrich Queries or Documents

In previous work, knowledge resources have been used to classify documents
in collections, e.g., by finding relevant Wikipedia categories [90]; or by find-
ing relevant concepts [68] for the documents in the collection. In other cases,
knowledge resources have provided a semantic enrichment of user queries, e.g.,
to categorize queries [51, 70, 94]; or for query expansion during search, e.g.,
by searching related concepts in Wikipedia [1, 3, 35]. In the present study, we
use Wikipedia as a knowledge resource to expand a single term topic represen-
tation. Wikipedia is widely used, publicly available and has a broad coverage,
making it applicable to many use cases beyond the ones studied in this paper.
This makes Wikipedia an attractive option, even though we are aware of the fact
that Wikipedia is biased both with respect to which topics are represented in the
articles and the contents of the articles [19, 81].

Word embeddings have been used by researchers in several query expansion
applications, such as search, text classification, plagiarism detection [5]. In this
type of distributed representation, words with similar meanings are more likely
to be close together [73]. The semantic associations between words that thus
emerge, have been shown to be effective in tackling the query-document vo-
cabulary mismatch problem [32]. We use word embeddings to expand on the
terms representing a topic, and as such to be able to increase the number of
sessions found. Specifically, we use local embeddings, following [28], where it
was demonstrated that corpus-specific embeddings perform better than global
embeddings for query expansion.
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4.4 data

We use collection and log data from the National Library of the Netherlands. As
a knowledge resource for the topic representations we use Wikipedia.

4.4.1 Document Collection and Search Logs

Our research is conducted using a document collection and search logs from the
National Library of the Netherlands. The library maintains a number of digitized
historic collections, our focus is on the historical newspaper collection spanning
almost four hundred years (1618-1995). Within this collection, users can search
using full-text search and facets (filters based on the metadata attributes of the
collection). The logs used in this study were collected between October 2015 and
March 2016 (raw data 200M records). They record the user interactions with the
search system. These interactions have previously been grouped in sessions, to
be able to study search behavior in context. The log records have been cleaned
and processed, and sessions have been identified based on a clickstream model
as described in [12, 13], using the IP address as identifier and connecting se-
quential HTTP requests to follow a user navigating the search system. For this
study, we have retained all sessions which include clicked documents within the
newspaper collection, resulting in a total of 204,266 sessions over the six month
period. In addition, we received the full text digitization and metadata records
of the historical newspaper collection (103M documents at the time).

4.4.2 Knowledge Sources for Topic Representations

In this double case study, the topics of interest are WWII (“Tweede Wereldoor-
log” in Dutch), and feminism (“feminisme” in Dutch). These topics are selected
based on their societal relevance, and thus their value to digital humanities schol-
ars. For example, professional historians from the Dutch NIOD Institute for War,
Holocaust and Genocide Studies are interested in understanding how people
search for topics related to World War II (WWII) in the media, and how this
changes over time. We represent the two topics using lists of relevant terms. In
the first expansion of the list of relevant terms, we use Wikipedia. As this is a
publicly available knowledge resource, with many possible applications in differ-
ent domains for different topics, it contributes to the general applicability of our
methods. Our topics of interest correspond to the existing Wikipedia categories
for WWII2 and for feminism3. We have selected the top-300 Wikipedia articles
in these categories, based on the popularity within the same period as the logs
(October 2015-March 2016). To collect these Wikipedia articles, we have used the

2 https://nl.wikipedia.org/wiki/Categorie:Tweede_Wereldoorlog
3 https://nl.wikipedia.org/wiki/Categorie:Feminisme
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tool Massview Analysis4, including the subcategories. The top-300 most popular
Wikipedia articles within the WWII category counted to of a total of 4.7 million
views, compared to 1.2 million views within the feminism category. The assessed
Wikipedia articles for the topics are available online5. We use the popularity rank-
ing as an indicator for public interest in the topics described in the articles as
the use of Wikipedia is a strong indicator for how this interest is composed in a
country such as the Netherlands.

4.5 method

We describe the different methods we compare to find topic-specific sessions.
First, we explain the consecutive steps to build term lists representing the topics.
Second, we describe how to use the term lists to find topic-specific sessions in a
larger set of sessions. Third, we explain how we evaluate the different methods.

4.5.1 Creating Term Lists

We compare five ways of creating terms lists to represent the topics, where each
list builds on the previous list.

List 1. Single term: List 1 contains a single term or phrase to represent the
topic, in our case “Tweede Wereldoorlog” (WWII) or “feminisme” (feminism).

List 2. Wikipedia: For this list, we leverage the semantic relations in Wikipedia
to find additional terms to represent the topic. First, we match the term in List 1
to their corresponding Wikipedia category and add them to List 2. Then, we
take the article titles of pages within that category or any of its subcategories.
To increase the likelihood that these article titles are indeed relevant terms, we
select only the top-300 most popular titles based on Wikipedia page view data.
Some Wikipedia article titles require preprocessing. Where the title only consists
of a named entity, it is used as-is. In the case of a title consisting of a named
entity and a class between parentheses, for example, “The Color Purple (film)”,
we separate the class from the named entity. In the case of a title consisting
of a classifying noun, preposition, named entity title phrase, for example “Bom-
bardement op Rotterdam” (Bombing of Rotterdam), we leave out the preposition
when it is not part of a named entity.

List 3. Wikipedia curated: For List 3, we ask domain experts to manually as-
sess the terms in List 2 and remove those that are less relevant, in the assumption
that this will improve the quality of the terms on the list and thus improve the
precision of the matched sessions. For the WWII terms, experts from the NIOD
Institute for War, Holocaust and Genocide Studies were involved in the assess-
ment; for the feminism terms, two of the authors of this paper familiar with the

4 https://pageviews.toolforge.org/massviews/, by MusikAnimal, Kaldari, and Marcel Ruiz Forns.
5 https://edu.nl/4arxw and https://edu.nl/9qbfr
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topic. The assessment is based on the question whether it is plausible that some-
one with a specific interest in WWII or in feminism would consult the subject
described in the corresponding Wikipedia article. Articles in which our main
topic of interest (WWII or feminism) is only of minor importance – for example,
in biographies of politicians, actors and professional sportsmen for whom the
WWII period was not pivotal in their lives – were removed from the lists. Simi-
larly, articles referring to a topic occurring outside the time period of the histor-
ical newspaper collection (1618-1995) – for example, movies or books published
after 1995 – were also removed. We note that in the case of the WWII topics,
most of these are topics from the war period itself or from the period leading to
the war, but also included are issues that are part of the post-war remembrance
culture and therefore refer to the period after WWII.

List 4. Wikipedia expanded: We expand the terms in List 3 using local word
embeddings to create the larger List 4. We describe this process in detail in
Section 4.5.2.

List 5. Wikipedia expanded and curated: To create List 5, we ask domain
experts to asses the terms in List 4, using the same process as for List 3.

This results in five term lists for our topics (see Table 1).

4.5.2 Term Expansion Based on Local Word Embeddings

To expand the term lists, we employ a widely used technique based on word em-
beddings [72], vector representations of words where words that appear close
together in the vector space are likely to have a similar meaning. We use local
embeddings instead of global embeddings, training on a selected set of topically
relevant documents, as we expect term similarity to be highly dependent on
the context of the topic, as was shown in [28]. For this purpose, we query the
library’s newspaper collection for documents that contain the terms in List 3,
and use those as a topically-constrained training corpus. We work with the In-
dri search engine [84], using default Dirichlet smoothing [82]. The terms are
translated to Indri queries, searching for an exact phrase match, or in the case of
a title and a class description an exact phrase match and a Boolean AND for the
class. We use the gensim library6 for both preprocessing and to train the embed-
dings. To preprocess the digitized text in the training corpus, we first identify the
combination of symbols and characters that mark the beginning and end of each
article, and remove them. Next, we extract the sentences to be broken down into
tokens, and lowercase the text. For the configuration of the hyper-parameters
of gensim’s word embedding algorithm, we refer to the set expansion solution
proposed by [69] where the authors suggest setting the word vector size to 100
and the window size to 107. The reason to use a window size as large as 10,

6 https://radimrehurek.com/gensim/
7 https://github.com/NervanaSystems/nlp-architect/tree/master/nlp_architect/solutions/

set_expansion
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is the empirical evidence that larger window sizes are good at providing more
topical similarity [63]. Since we are interested in identifying phrases that can be
made up of multiple words (e.g., “Nationaal-Socialistische Beweging”, “Tweede
Wereldoorlog”), we instruct the model to learn bigrams and trigrams (phrases
that contain two and three words). With these settings the model is expected to
find associations for the single or multi-word target phrase, and suggest related
words (made up of phrases consisting of one or more words). Once the model is
trained, we query it using the terms in List 3 as seeds. We retain the top-3 most
similar words for each term, and add them as expanded terms to List 4.

4.5.3 Matching Terms to Sessions

We match the terms of the five lists to sessions in two ways: matching the terms
to (a) the user queries and to (b) the clicked documents.

In the query-based approach, user queries in the sessions are compared to the
terms in the lists using exact phrase matching. As there is little context in a user
query, we only include the named entity and not any information included in
brackets (such as a class or publication year for the terms based on the Wikipedia
article titles). Sessions are considered relevant to a topic if they contain at least
one query that contains words matching a term from the topical term list.

In the document-based approach, we leverage the contents of the documents
clicked in the sessions. For the matching of a term with the content of clicked
documents, we include – where present – the class or the noun in the set of terms.
This results in for example, the terms "A Bridge Too Far" AND film, or Bombing
AND Rotterdam. For the WWII matching we include an extra step: we remove
all matched clicked documents published before 1920, as WWII is a topic based
on a historical period, and any documents from before 1920 are considered not
relevant. Thus, we retrieve all sessions in which at least one matching document
has been clicked.

4.5.4 Manually Evaluating Retrieved Sessions

The different methods provide us with sets of sessions for each of the five term
lists based on either the query matching, and the document matching, with a
total of ten sets of sessions for each topic. To estimate the precision of the result-
ing ten sets of sessions for each topic, human raters assess samples drawn from
these sets. The raters judge whether one of the information needs of the user
in that session is to find newspaper documents about a topic that is directly re-
lated to the topic of interest. To do this, the rater can inspect the session, using a
visualization that includes the search interactions with the queries and selected
facets [14], and the clicked documents and their metadata and content. We use
inter-rater reliability to check the agreement among the raters.
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4.6 results

We apply the ten methods described in Section 4.5 – five ways to represent a
topic as a term list, combined with two approaches to match the terms to a
session – to the full set of sessions. This results in ten retrieved sets of sessions
per topic.

To estimate precision, we draw samples from each set and manually assess
a total of 1243 sessions. We compute the inter-rater agreement using Cohen’s κ

[25] based on a dual assessment of about 50 sessions per topic. We observe a κ

of 0.90 for WWII and 0.84 for feminism, demonstrating good agreement.

size and precision Figure 2 shows the number of sessions and the preci-
sion of each set. As expected, the use of a single term to represent a topic (List 1)
results in almost perfect precision but a low number of retrieved sessions. Preci-
sion remains high (97% to 100%) when using the longer, curated lists (Lists 3 and
5) in a query-based matching. This method increases the number of retrieved ses-
sions significantly (5 to 13 times as many, in our case). When these lists (3 and 5)
are used for document-based matching, the number of retrieved documents in-
creases even more; however, precision is lower. On the WWII topic, precision of
this method may still be acceptable (74% to 81%) but on feminism it is probably
not (56% and 63%). For the expanded term lists in their un-curated form (Lists 2
and 4), precision drops depending on matching method and topic. When List 2
is used for query-based matching, precision is 83% on the WWII topic, which
may still be acceptable. For document-based matching, and/or when applied to
feminism, precision will be too low for most applications (37% to 66%). List 4
results in low precision in all cases (9% to 52%).

Note that Lists 4 and 5 were created by expanding List 3. In theory, the same
local embedding-based expansion method could be applied to Lists 1 and 2.
However, in practice, this is not promising, as List 1 consists of a single term and
List 2 has relatively low precision. For that reason, expansions of List 1 and 2
were not included in our experiment.

combining two matching methods Table 3 shows the number of ses-
sions that appear in both the query-based and document-based session sets, i.e.,
the intersection of the two sets. For List 1, the intersection is relatively small:
e.g., for WWII, only 23 of the 89 sessions retrieved with the query based method
are also in the document-based set. We conclude that when using a single term
topic representation, a combination of query-based and document based match-
ing is a good way to increase the number of retrieved sessions. For List 2, 3,
4 and 5, on the other hand, the intersection is relatively large; the majority of
the sessions retrieved with the query-based methods are also retrieved with the
document-based methods. Combining the two methods is less worthwhile here.
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error analysis Our manual annotation effort gave us insight into the types
of errors that occur. Some sessions were incorrectly retrieved because of terms
in the term lists that are not unique to the two topics, WWII and feminism.
For example “concentration camps” may also occur in documents about the In-
donesian Independence War; “emancipation” may occur in documents about
slavery or religion; the term “gas chamber” is now almost uniquely associated
with WWII, but had a different meaning historically; Anne Frank’s last name
is common in the Netherlands and appears in sessions of family historians un-
related to Anne Frank, and in many documents throughout the collection that
are not related to WWII. This type of error happens with all methods but is
more frequent when using the document-based matching. We hypothesize that
users act as a “smart filter”, as they are less likely to use generic or ambiguous
query terms without adding meaningful modifying terms. A future direction of
research could be to investigate if only selecting terms that users used in their
queries might increase precision for a document-based matching.

Another cause for errors in the document-based matching is brought on by
mistakes in the digitization process, such as incorrectly set document bound-
aries, or when the newspaper document contains multiple topics, such as articles
summarizing local news or presenting a cultural calendar.

4.7 lessons learned

In general, query-based matching results in higher precision than document-
based matching. Document-based matching, on the other hand, results in more
retrieved sessions (up to 20 times more, in our experiments) at the loss of preci-
sion. We have experimented with a more narrow inclusion of document-based
matched sessions (e.g., matching more than one document in a session), but a
preliminary inspection did not seem to increase precision. Future work, though,
could investigate this further. A combination of query- and document-based
matching is useful when a topic is represented as a single term. In this case,
the combination retrieves significantly more sessions without loosing precision.
We hypothesize that the combination is similarly worthwhile when topics are
represented as relatively short terms lists.

When a topic representation is expanded to a longer term list, manual cura-
tion of the terms is key. This holds for both our expansion methods (using a
knowledge resource or local word embeddings). Curation is especially critical
for document-based matching. In this work, we leveraged the category struc-
ture of Wikipedia. Future work will have to determine how other knowledge
resources and other semantic relations perform.

All our methods perform better on the WWII topic than on the feminism topic.
This could in part be due to the fact that WWII is a less abstract topic than femi-
nism and as such may be easier to detect. Even so, we hypothesize the prevalence
of the topic in our data plays a large part as well: WWII is not only the more pop-
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ular topic on Wikipedia, the retrieved session sets (both query- and document-
based) are larger than the respective sets containing topics related to feminism.
It would be interesting to investigate this further using topics at different abstrac-
tion and popularity levels. In general, we expect that both knowledge-based and
corpus-based expansion methods work better on more popular topics.

4.8 conclusion

Understanding search behavior for topics with societal relevance can provide
digital humanities scholars insights into the interest in these topics within a
collection, and the research presented in this paper supports this objective. We
compared different methods on how to retrieve user sessions containing speci-
fied topics, using different term lists to represent the topics and applying term
matching to user queries and to clicked documents. We observed that when
retrieving sessions is based solely on user queries, the precision is high, but
the number of sessions retrieved small. Using the document-based matching ap-
proach, more sessions are retrieved, at the expense of precision. We found that
manual curation is essential, without this step the expanded lists (using a knowl-
edge resource or local word embeddings) perform poorly in terms of precision.
This effect was particular strong for the document-based matching. Furthermore,
we observed a higher overall precision for the more popular, WWII topic. In con-
clusion, we believe this research helps to pave the way for a better understanding
and communication of topic-specific user interests within collections for digital
humanities scholars as well as collection owners and practitioners.
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5U N D E R S TA N D I N G U S E R B E H AV I O R I N D I G I TA L
L I B R A R I E S U S I N G T H E M A G U S S E S S I O N V I S U A L I Z AT I O N
T O O L

5.1 abstract

Manual inspection of individual user sessions provides valuable information on
how users search within a collection. To support this inspection we present a
session visualization tool, Metadata Augmented Graphs for User Sessions (MA-
GUS), representing sessions in a digital library. We evaluate MAGUS by com-
paring it with the more widely used table visualization in three representative
tasks of increasing complexity performed by 12 professional participants. The
perceived workload was a little higher for MAGUS than for the table. How-
ever, the answers provided during the tasks using MAGUS were generally more
detailed using different types of arguments. These answers focused more on
specific search behaviors and the parts of the collection users are interested in,
using MAGUS’s visualization of the (bibliographic) metadata of clicked docu-
ments and selected facets. MAGUS allows professionals to extract more, valuable
information on how users search within a collection.

5.2 introduction

Many studies on large-scale analyses of search logs in digital libraries [12, 51,
57, 87] provide a high-level view of user behavior through methods that report
descriptive statistics over groups of sessions, such as demographics, average ses-
sion duration or number of clicks. Less is known, however, about how search
logs can be presented to a researcher or library professional to understand the
behavior of individual users. Manual inspection of user sessions (coherent se-
quences of interactions of an individual user within the search system) provides
valuable information on how a user searches within a collection. System devel-
opers, for example, inspect sessions to assess whether user behavior on their
platform conforms to the system’s design. And library professionals are inter-
ested in understanding how users search in different parts of the collection to
improve search features.

In our research we inspect and interpret user behavior within a historical col-
lection, for instance how users search within different time periods. In the con-
text of a digital library, the documents in the collection are frequently described
with rich, professionally curated bibliographic metadata, which can be used to
identify users with specific interests [12].

67
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Frequently, a table visualization is used to inspect individual sessions [40].
A table is uncomplicated, typically consisting of a list of queries and URLs of
corresponding clicked documents. This, however, has some disadvantages. As an
example, in a table it is not directly visible in which part of the collection a user
searched; if this is within a specific period, such as World War II (WWII), or for a
specific type of document, such as newspaper adverts or family announcements.
Also, it can be difficult to recognize specific interaction patterns, such as a user
returning to an earlier query, especially in longer sessions.

We present MAGUS (Metadata Augmented Graphs for User Sessions), a tool
for visualizing a session in a meaningful way. We describe the design of MAGUS,
and discuss in what ways it can overcome the limitations of a table visualiza-
tion. For example, MAGUS visualizes the facets selected during search and the
metadata of clicked documents, providing a visualization of the specific parts of
the collection a user is interested in. We evaluate the MAGUS visualization by
comparing it with a table representation in three representative tasks completed
by 12 participants from diverse professional backgrounds. The questions we ad-
dress in the evaluation are: (RQ1) Is session inspection easier in terms of time and
effort spent when using MAGUS?; and (RQ2) Are the answers provided better in terms
of accuracy and level of detail when using MAGUS? For transparency, we report all
measurements taken, including those that gave negative or inconclusive results,
such as agreement between participants or the perceived workload.

5.3 related work

log analysis in digital libraries Search logs collected from digital li-
braries and archives has been studied frequently [12, 13, 24, 51, 57, 71, 77, 87]. In
some cases, studies focus on the detection and analysis of (topical) user interests,
for example to categorize search topics [51, 71], or to identify usage patterns in
different parts of the collection [12, 13]. These studies focus on a statistical
analysis of search logs. However, manual inspection of individual sessions can
also provide valuable information on how users search in a search system. For
example, in [40], individual search behavior is studied to train and develop ma-
chine learning algorithms to be able to predict whether a user is demonstrating
struggling or exploring search.

visualization of user behavior Frequently used visualisations such as
the Behavior Flow in Google Analytics show results aggregated over all users,
providing a bird’s eye view of search behavior. Similarly aggregated graph vi-
sualizations have been used in earlier work, e.g. [16, 49]. To visualize a single
session, a simple table format is frequently used, e.g. [40]. Alternatively, single
sessions have been represented as linear sequences of colored blocks, with the
colors denoting the type of interaction or page visited [62, 66, 91, 96]. In [75],
this idea is applied to the search logs of a digital library, with the colors also de-
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noting typical interactions such as adding or removing facets during the search.
In this work, we aim to gain more insights into individual user behavior by vi-
sualizing single user sessions. We use a directed graph to represent a complete
session, and use color and shape of the graph nodes to represent the search and
click interactions. The directed graph representation allows the visualization of
both the complete navigational path of a user and the repeated user interactions
in a single node.

user studies In a meta-review of empirical studies focusing on user expe-
rience, Pettersson et al., [78], report that in 26% of the studies standardized
questionnaires are used, and in 31% user activity is logged, often in combination
with other methods, with most studies combining quantitative and qualitative
data. In our user study, we similarly combine methods, using activity logging
and standardized questionnaires, the NASA-TLX [39] and the System Usability
Scale [17], combined with open questions and analysis of answers provided to
the tasks.

5.4 session visualization

To visualize a session, we need to specify the start and end of the session, record
the queries, facets, and search options submitted during the session and collect
information about the documents clicked by the user. For our study, we iden-
tify sessions from search logs based on the concept of a clickstream, following
the navigational path of a user. The queries, facets, and search options represent
the user’s search interactions on the platform, and are logged by the search sys-
tem. Documents in a digital library are frequently described using bibliographic
metadata. Clicked documents can be annotated with this metadata, providing
insights into the parts of the collection the user searched [13].

5.4.1 Session as a table

Sessions are frequently visualized using a table format, typically containing the
user queries and URLs of clicked results sequentially, Table 4 and [40]. The
format is uncomplicated, providing an overview of user queries and clicked
results. For our table visualization, we adapt the example for the open web, [40],
to the context of a digital library. Our table consists of four columns (see Fig. 3):
(i) the timestamps of the interactions; (ii) the user query, or in the case of a click
or download, an arrow; (iii) additional information on the search interactions,
such as selected facets or search options, or a document identifier for clicks and
downloads; and (iv) a link to a clicked or downloaded document.

A table visualization suffers from a number of disadvantages. Issue 1: it is
difficult to see the connection among interactions other than their time sequence.
Issue 2: it is not easy to recognize repeated interactions, for example, it is not
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directly visible when a user returns to an earlier query, for example rows 9
and 10 are equal to rows 7 and 8, Figure 3. Issue 3: it can be hard to view all
interactions in a session at once, to see how often each type of interaction occurs,
especially for longer sessions. In the context of a digital library, it is difficult
to see issue 4: which facets users selected during the search; and issue 5: the
(bibliographic) metadata of the clicked results which can provide meaningful
information about the different parts of the collection users are interested in. To
address these disadvantages we have developed a session visualization tool, the
Metadata Augmented Graphs for User Sessions (MAGUS).

5.4.2 Introducing MAGUS

Legend Search	interaction

Click

Download
Newspaper	collection

1950-1995

1900-1929

Publication	dates:

1940-1945

1930-1949

1618-1899

no	facets

one	facet

two	facets

Border	thickness:

Referrer	page

overlapping	
period

Figure 4: Session from Fig. 3 visualized with MAGUS
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Figure 5: Multiple graph segments in small size showing different types of user behavior.

In MAGUS1, a session is visualized as a directed graph where the nodes rep-
resent the user interactions, and the arrows the navigational path of the user
(addressing issue 1). MAGUS is built in the SWISH DataLab environment [9],
where Graphviz2 was used for graph visualization. Figure 4 visualizes a rela-
tively small user session. The session starts at the top, where the gray shape
indicates that the user arrived by following a link from an external website, in
this case a link from a Facebook post. Through the link, the user arrives directly
on a specific article (rectangle). From here, the user performed three interactions,
temporally ordered from left to right. The user downloads the OCR text of the
article, followed by its citation (both indicated by a block arrow shape), then
leaves the entry page by initiating a new query and navigating to the search
results page (indicated by the yellow ellipse, addressing issue 3).

From there, a series of interactions follows: two searches with query refine-
ments (ellipses) and a click on an article (rectangle) are followed by a brief re-
turn to the previous page, and back to the article (indicated by the back and
forth arrows above the first green rectangle, issue 2). To understand the user’s
search intent it is useful to, in addition to the query, also know which facets were
selected (issue 4). The user initially used no facets (indicated by the empty square
brackets [] in the ellipses), but later added a [type=article] facet, constraining the
document type to article (indicated by the thicker line for the last ellipse).

1 Demo and source code available at https://swish.swi-prolog.org/p/magus.swinb
2 http://www.graphviz.org/
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Figure 6: Two small session graphs. The user on the left was browsing through documents
published in the 1900-29 period (succession of blue rectangles). The user on the
right was using faceted (thick borders) search interactions (ellipses) after 1950
(green).

Figure 7: Hovering over a node displays timestamps with a counter relative to the start
of the session, clicking on the node links to the visited web page.

In the historical collection where the example is taken from, it helps library
professionals and historians to understand in which period the user is interested.
MAGUS allows specific metadata fields to be used to color the nodes in the
graph. In this example, we use the publication date from the library’s metadata
records to color the click nodes. The light red used on the top left indicates
documents published in the period around WWII, while the green on the bottom
right indicates documents published after 1950 (addressing issue 5).

Users exhibit many different interaction patterns, Figure 5, some of which can
be more easily distinguished in MAGUS than in a table. For example, a user click-
ing from one results page to another using the "next button", or a user selecting
multiple results from the results page and opening them in a new tab, result in
deep vertical versus broad horizontal graphs respectively, Figure 6. Even when
the graphs have been reduced in size to a small scale, the difference between
the typical "click" behavior of the user on the left can be easily distinguished
from the more search-oriented behavior of the user on the right (issue 3): the
session on the left is dominated by clicks (rectangles) while the session on the
right has alternates searches (ellipses) with clicks (issue 3). The use of facets is
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easy to recognize (issue 4) in the session on the right by the thick lines used to
draw the ellipses of the search nodes, while their color indicates the use of time
facets in the post-1950 period (green). The use of the publication dates from the
metadata records (issue 5) to color the click nodes also immediately conveys that
the user on the left is focusing on the 1900-29 period (blue) while the user on
the right is more interested in the post-1950 period (green). Additional informa-
tion about the interaction is displayed in each node. The click and download
interactions include the document metadata values, the document title, and the
page number of the results page of the click. The search interactions include the
query, selected facets, and search options used. In addition to the visualizations,
hovering over a node will display timestamps relative to the start of the session,
and a link to the web page visited (see Fig. 7).

5.5 evaluation setup

In a small-scale experiment we evaluate MAGUS and compare it with a table
visualization, Fig. 3. We recruited 12 participants (of which 5 men) among his-
torians, computer scientists, library collection specialists and data scientists. We
asked them to perform three tasks and measured the time spent, perceived work-
load, usability scores (widely used for user studies, [78]). In addition, we mea-
sured the certainty of and agreement among the answers given, and performed
an analysis of their free-text answers. The experiments were performed on HTTP
server logs from the National Library of the Netherlands3. The search platform
provides access to historical newspaper documents using a faceted interface,
with the facets based on the (bibliographic) metadata describing the documents
within the collection (such as the publication date). We cleaned and split the logs
into sessions as described in [13].

tasks The study includes three tasks of increasing complexity. The sessions
we selected to be visualized in the tasks all relate to one specific subject–WWII–
in the sense that they contain queries and/or clicks on documents about topics
related to WWII. This choice is inspired by an ongoing collaboration with the
NIOD Institute for War, Holocaust and Genocide Studies4.

task 1 identify information needs : Inspect a session and assess if one of the
information needs of the user is to find documents about a topic directly related to
WWII. This task is relevant, for example, to historians who are interested
in users searching for WWII-related documents, to understand how users
search and which topics they search for. Such a task can also be relevant to
manual label sessions for a training and test set. For example, [54] created

3 Logs collected from the search platform https://www.delpher.nl/, access granted under a strict
confidentiality agreement.

4 https://www.niod.nl/en
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such a training set for automatic segmentation of search topics in logs.
Each participant performed this task 4 times (subtasks 1.1 - 1.4).

task 2 distinguish struggling from exploring : Inspect a
session and assess whether the user was struggling or exploring. This kind of
task could be performed by a library professional who seeks to under-
stand if users find what they are looking for in the library collection. It
is also relevant when building a training set for a classifier, as was done
by crowd workers in [40]. Disambiguation between struggling and explor-
ing sessions is important both for understanding search success and when
providing real-time user support [40]. Participants performed this task 4
times (subtasks 2.1-2.4).

task 3 describe a cluster of sessions : Provide fitting labels and descriptions
for four clusters of sessions, by inspecting four sessions per cluster. In this task,
we study to what extent inspection of a few (in this case four) individual
sessions allows a professional to see shared, high-level usage patterns and
distinguish different types of uses.

For tasks 1 and 2, we manually selected sessions that we judged to be suitable
for the tasks and that demonstrate a user interest in WWII topics, based on a list
of WWII-related terms provided by the NIOD. For task 3, we clustered sessions
including WWII topics using a k-medoids algorithm as described in [12]. This
resulted in four distinct clusters. Table 5 provides median values of the clustering
features, serving as a high-level overview of the sessions in each cluster. Cluster
1 contains sessions with mainly clicked documents and little search interactions;
cluster 2 sessions with clicked documents followed by downloads; cluster 3 ses-
sions with faceted search, focusing on the 1930-49 period; and cluster 4 faceted
search with the focus outside the 1930-49 period. In task 3, participants of the
study were not shown the session statistics, but were presented with the four
most typical sessions of each cluster, i.e. the sessions with the shortest Manhat-
tan distance to the set of medians of the session features in a cluster.

two visualizations We use a within-subjects design where each partici-
pant is exposed to both visualizations. We always present tasks and sessions in
the same order. However, we present the visualizations in different orders to
avoid measuring a learning effect for either visualization. One group uses MA-
GUS for subtasks 1.1 and 1.2, the table for subtasks 1.3, 1.4, 2.1 and 2.2, and then
MAGUS for subtasks 2.3, 2.4 and task 3, the other group swaps the visualization
tools. Participants are randomly spread over the groups.

procedure , data collection and data preparation First, each par-
ticipant receives a short training in the use of both visualizations. Then, the
participant performs the three tasks. Finally, the participant fills out the System



5.5 evaluation setup 77

Ta
bl

e
5:

M
ed

ia
n

va
lu

es
of

al
lc

lu
st

er
in

g
fe

at
ur

es
fo

r
th

e
fo

ur
cl

us
te

rs
.

se
ar

ch
se

ar
ch

se
ar

ch

se
ar

ch
W

W
II

19
30

-4
9

ti
m

e
cl

ic
ks

cl
ic

ks

cl
us

te
r

cl
ic

ks
do

w
nl

oa
ds

se
ar

ch
fa

ce
ts

fa
ce

ts
fa

ce
ts

ra
nk

in
g

W
W

II
19

30
-4

9

1
88

%
0%

11
%

0%
0%

0%
0%

1%
20

%

2
33

%
64

%
0%

0%
0%

0%
0%

0%
0%

3
22

%
0%

76
%

46
%

0%
11

%
0%

50
%

91
%

4
23

%
0%

74
%

44
%

0%
0%

6%
3%

18
%



78 magus session visualization tool

Usability Scale (SUS) questionnaire [17] for both visualizations, and provides
further written comments on the use of both visualizations. For the sessions in
tasks 1 and 2, the participants select an answer (yes/no on task 1; struggling/-
exploring on task 2) and provide a free-text justification of their answer. For the
clusters in task 3, they provide a free-text label and description. After each ses-
sion or cluster, we ask participants to assign a measure of their certainty on a
five-point Likert scale. After each task and for each visualization method, the
participants fill out a NASA TLX questionnaire [39]. All tasks were timed.

We manually annotate the free-text answers to record whether the participants’
arguments contain one or more of eight categories of information about a ses-
sion: (1) queries (for example, a participant writes “hitler as search term”); (2)
clicks (for example, “left [...] without clicking"); (3) downloads (“the user didn’t
download"); (4) links (“possibly saved links”); (5) specific content or metadata
values in documents or search facets (“all post-war phenomena” or “time range
around ww2 (30-49)"); (6) search behavior (“doesn’t use facets", or “click through
the results"); (7) blacklist notice, a warning page shown before accessing Nazi-
propaganda (“he/she clicked on the blacklist consent"); (8) time (“he/she spent
not too much time"). Subjective arguments are left out, such as “he/she seems
knowledgeable", “I wonder if they can find it", “couldn’t find what he/she was
looking for", or “feels more frustrated".

5.6 evaluation results

free-text answers We analyze the manually annotated free-text answers
by counting how many times each argument-category was used by participants.
Table 6 shows the number of arguments in total and of each category separately,
for the three tasks as well as overall. It also lists the mean word count of the free-
text answers. We notice that only slightly more arguments were used with MA-
GUS than with the table visualization (187 for MAGUS vs. 171 for the table), and
on average the same number of words (20). Only in task 2 participants clearly
use more arguments when using MAGUS. However, the type of arguments used
is different between the two visualizations. When using the table, participants
use the query more frequently as an argument (53 times with MAGUS vs. 69
with the table). With MAGUS, the focus is more strongly on specific content and
metadata (41 times with MAGUS vs. 22 with the table), and on search behavior
(36 vs. 28). This suggests that MAGUS indeed focuses participants’ attention not
only on the query but also on other aspects present in the sessions, such as the
metadata and the search techniques used.

The free-text cluster descriptions given by participants in task 3, show a dif-
ference between MAGUS and the table. As discussed in Section 5.5, cluster 3
focuses on WWII, while cluster 4 does not. Five out of six participants who used
MAGUS for task 3 mention this in their description of cluster 3 and/or clus-
ter 4. Only one of the participants that used the table does, labeling cluster 4
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as "advanced search after WWII". This demonstrates how MAGUS can improve
the quality of answers for tasks where it is important to understand how users
search in different parts of the collection.

agreement between the participants For tasks 1 and 2, we do not
consider answers as correct or incorrect, but rather check whether participants
agreed on their answers. The number of participants that agreed with each other
is exactly the same among participants that used MAGUS and among those
that used the table, showing that the visualization method does not impact the
agreement. Agreement is different for the different tasks, with almost perfect
agreement on task 1 and moderate disagreement on task 2.

certainty of the answers We find no differences between MAGUS and
the table with respect to how certain participants are of their answers (Fig. 8).

time spent The participants need, on average, more time when using MA-
GUS than when using the table for task 1 and especially task 2. There is no clear
difference on task 3. The observed difference in time spent between the two vi-
sualizations is small compared with the variation among participants and the
difference between tasks, with task 3 requiring considerably more time. (Fig. 9).

workload Table 7 presents the perceived workload for both session visual-
izations. Workload is measured through the NASA TLX questionnaire on six
dimensions. For task 1, the perceived workload is lower for MAGUS than for
the table on all dimensions. For task 2, on the other hand, all workload dimen-
sions are scored slightly higher for MAGUS, and for task 3 the workload is even
considerably higher for MAGUS. However, again, standard deviations are high
on all questions; variation among participants is generally higher than the differ-
ence between the table and MAGUS.

usability In terms of the reported usability (Fig. 10), the differences are
small. MAGUS is liked a bit more than the table. Some participants find the table
cumbersome. On the other hand, the participants feel that MAGUS is a bit more
difficult to use, as can be seen from the slightly better scores of the table visual-
ization on complexity, ease of use, and the need for support. While the majority
of participants reported that there was little need to learn how to use the two
visualizations, multiple participants comment on this. For example, participant
1, an information professional, writes: "You need to learn how to read a graph
and understand what is happening in it. But if you inspect it (more) carefully
with a legend, then it provides a wealth of information!" We find no conclusive
differences with respect to the usability aspects ‘well integrated”, “inconsistant”,
“understand quickly” and “felt confident.”
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5.7 conclusion

We have developed MAGUS, a tool for visualizing individual user sessions. MA-
GUS visualizes a user’s navigational path as a directed graph, mapping repeated
interactions onto a single node. Our tool highlights the different types of user
interactions such as searches, clicks and downloads, the use of search facets,
and relevant metadata of the clicked documents. In this way, MAGUS allows
researchers and library professionals to recognize different interaction patterns
and provides insights into the parts of the collection a user is interested in.

We have evaluated our tool on three tasks performed by 12 professionals in
a comparison with a standard table visualization. An analysis of the free-text
answers demonstrated that MAGUS indeed enabled participants to identify the
part of the collection a user is interested in, and that it helps to distinguish dif-
ferent types of search behavior. Further empirical research into specific aspects
of the session visualization separately, such as the metadata coloring, could pro-
vide more insights into the benefits of each aspect. The results of the workload
questionnaire and activity logging suggest that participants find MAGUS more
difficult to use than the table, even though the participants do like the tool. MA-
GUS may be perceived as more difficult due to the steeper learning curve as-
sociated with our tool, and it would be interesting to do a follow-up study to
confirm this. A larger follow-up study could also include an investigation of
the different professional backgrounds of participants, for example, to compare
whether data professionals and domain experts use the tool differently. Further-
more, we would like to investigate which types of tasks specifically benefit from
MAGUS, and for which types of sessions the tool works best, as several partici-
pants mentioned the benefit of MAGUS for long, complicated sessions.
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6C O N C L U S I O N S

In this thesis, we have reported on our research into how to use metadata to im-
prove our understanding of search behavior in digital libraries. First, we inves-
tigated this research theme in three different settings. In setting 1, we analyzed
search log data using specific metadata values which we defined in advance, in
order to investigate search behavior in specific parts of the collection. In setting
2, we did not define the relevant metadata values in advance, so as to be able to
identify in which parts of the collection users are showing an interest. In setting
3, we looked into how to proceed when existing metadata does not directly cor-
relate with the topic for which we want to investigate the corresponding search
behavior. And finally, we examined how to communicate results of these types
of analyses to domain experts, collection owners and researchers, including both
search behavior and relevant metadata.

The previous chapters described our research on each of these topics. In this
chapter, we provide a concise, high level summary on the contributions and the
results presented in the four research chapters. We will discuss our findings and
provide an outlook on possible future directions of research could take.

6.1 main findings

chapter 2 : metadata categorization In Chapter 2, we leveraged a se-
lected set of metadata values to analyze search behavior in different parts of
a historical newspaper collection. The research question we addressed was the
following:

(RQ) How do search patterns differ among users searching in different parts of the
collection?

To identify these different parts, we analyzed search log data in combination
with metadata records describing the contents of the collection. We have used
both the metadata present in the search interactions in the form of selected fil-
tering facets, and the metadata of the clicked documents. This metadata helped
to create subsets corresponding to different parts of the collection.

We found that metadata in the form of filtering facets over the search results
is used more often than not by users searching the historical newspaper collec-
tion. Furthermore, sessions that include facets are typically longer, and contain
more clicks and downloads and more, unique, shorter keyword queries. And
we observed distinct search patterns in different parts of the collection, with
these patterns corresponding to historical periods, geographical regions or sub-
ject matter.
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The contribution of this chapter is twofold. First, the chapter has provided de-
tailed insights into user behavior in a historical newspaper collection, observing
distinct search patterns within different parts of the collection. Based on these
search patterns, we were able to formulate concrete suggestions for improvement
of the online search platform of the National Library: suggestions for improve-
ments to the user interface, recommendations for a different default setting of
parameters, and recommendations for prioritization of their ongoing digitization
efforts. Second, the study demonstrated how metadata can be used to analyze
search behavior within specific parts of a digital library. As such, an analysis
leveraging the metadata enables researchers to do a comparative analysis of (1)
what users search for (using the selected facets in the search interactions), (2)
what they find (using the metadata of clicked documents), and (3) what is or is
not present in the collection (using the collection metadata).

chapter 3 : user interests In this chapter, we investigated user interests
within the collection. To do this, we did not define in advance which metadata
values were relevant. The research questions we have addressed in this chapter
are the following two:

(RQ1) What are the user interests in terms of the different parts of a collection? How
can we detect these?

(RQ2) What is the related search behavior within these parts?
To detect user interests within different parts of the collection we applied a

clustering algorithm to partition the search sessions based on the metadata of
search interactions and clicked documents. This helped us to identify user in-
terests within the collection; investigate the relation between them; and analyze
the related search behavior within the different parts of the historical newspaper
collection users showed an interest in. Examples of user interests we detected
corresponded to specific types of news items, such as family announcements
(relating to births, marriages, and deaths), specific periods, such as 1930-1949
(including the Great Depression and World War II), or specific regions, such as
Suriname (one of the former Dutch colonies). To evaluate the clusters resulting
from the clustering algorithm, we measured the stability of these clusters over
a six-month period. The results showed that detected user interests are stable,
with the same user interests reoccurring over the six-month period in the anal-
ysis. We found that related search behavior varied within the different parts of
the collection, with users spending little time and few search techniques in some
parts of the collection, in other parts using a wide variety of search techniques
and spending a lot of time. As a result, this approach also facilitates the detection
and investigation of highly-focused user groups using many search techniques
and spending a long time. In addition, it can help to inform the design of more
targeted user interfaces, or to improve search systems or collection management.

Our contribution to the research field is the demonstration that a partitioning
of sessions based on the metadata of a collection and an investigation of the
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related search behavior reveals specific user needs in specific parts of a collection,
where in an overall analysis these patterns would disappear.

chapter 4 : topics For the next chapter, we have explored how to proceed
in a setting when the specific topic for which we want to investigate the user
interest and related search behavior is not captured in the available metadata. In
this exploration we have addressed the following two research questions:

(RQ1) How can we represent a specified topic?
(RQ2) How can we use the topic representation to retrieve relevant sessions?
The first of these research questions was answered by looking into different,

consecutive ways we can use to build a term list as our topic representation. We
investigated term lists created (i) with the use of semantic relations in an explicit
knowledge resource, (ii) with the application of local word embeddings trained
on the documents in the collection, and (iii) by manual curation of the term lists
in each step, with the help of domain experts with curating the terms1. To an-
swer the second research question we looked into how to match the different
term lists to user sessions. We matched the terms in the lists to either a) the
user queries, or b) the contents of the clicked documents. We compared and dis-
cussed the combined methods in terms of number of retrieved sessions as well
as estimated precision scores. These estimated precision scores were computed
using manually created ground truths of over 600 sessions per topic, using the
MAGUS visualization tool to assess the sessions.

The results of the exploration showed that the precision is high when retriev-
ing sessions based solely on user queries, however, the number of sessions re-
trieved remains small. When the document-based matching approach was used,
the number of sessions retrieved increases, but at the expense of precision. Ad-
ditionally, we found that manually curating the term lists improved precision
while still preserving a larger number of sessions, and without this step the ex-
panded lists (using a knowledge resource or local word embeddings) perform
poorly in terms of precision. This effect was particular strong for the document-
based matching. We investigated two topics, WWII and feminism, and both
showed similar general patterns in their results, yet we observed a higher overall
precision for the more popular topic (WWII).

This study provided insights into how different topic representations and
matching approaches perform when retrieving topic-specific sessions. It demon-
strates how different methods can be applied and combined by digital humani-
ties scholars and practitioners to retrieve topic-specific sessions. Understanding
search behavior for topics with societal relevance can provide insights into the
interest in these topics. We believe this research helps to pave the way for a
better understanding and communication of topic-specific user interests within

1 The assessed term lists for the topics are available online https://edu.nl/4arxw and https://edu.

nl/9qbfr
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collections for digital humanities scholars as well as collection owners and prac-
titioners.

chapter 5 : session visualization In the final research chapter, we have
examined how to communicate the results of these types of analyses, where
the metadata is explicitly included, to domain experts, collection owners, and
researchers. We have developed MAGUS, a session visualization technique com-
bining graphs to visualize search behavior and colors corresponding to the rele-
vant metadata values of the search2. Our tool highlights different types of user
interactions such as searches, clicks and downloads; and the relevant metadata
of search facets and clicked documents. In this way, MAGUS allows researchers
and library professionals to recognize different interaction patterns and at the
same time it provides insights into the parts of the collection a user is interested
in. To evaluate our tool, we conducted a user study, where we have addressed
the following research questions:

(RQ1) Is session inspection easier in terms of time and effort spent when using MA-
GUS?

(RQ2) Are the answers provided better in terms of accuracy and level of detail when
using MAGUS?

We have evaluated MAGUS in a comparison with a table representation in
three representative tasks completed by 12 participants from diverse professional
backgrounds. For the evaluation we used a mixed method approach: we timed
the users in their tasks, we analyzed the answers given during the tasks, and
we added both a usability and a perceived workload questionnaire, as well as
leaving space for the participants to comment on the tools. We analyzed the
answers given to the tasks and these demonstrated that MAGUS indeed enabled
participants to identify the part of the collection a user is interested in, and that
it helps to distinguish different types of search behavior.

6.2 discussion and future work

With this thesis we provide insights into how we can leverage descriptive meta-
data to better understand search behavior within different parts of a digital li-
brary collection. In this section, we will discuss some limitations and, where
relevant, how possible directions of future work may help to resolve them.

dependency on a single data set We have conducted our research with
the use of a single combined data set from a single digital library. This is a lim-
itation of the work, as it makes it harder to judge the generalizability of our
findings. But data sets combining both search log data and metadata records
and the contents of the searched collection are hard to obtain. And we are able

2 Demo and source code for MAGUS available at https://swish.swi-prolog.org/p/magus.swinb
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to make assumptions about the generalizability of the research. We fully expect
that the same techniques can be used for other collections with professionally
curated metadata, particularly if the available metadata is of a high standard.
In order to prove this assumption, we would need to repeat our research with
data from a different digital library, from which we would need both search log
data, and metadata records and the contents of the collection. In such a case,
this type of approach could be a starting point for inter-collection comparison of
search behavior within different parts of the collections among digital libraries
sharing similar metadata categories. Alternatively, we could compare user inter-
ests among different collections, either in a detection of the most popular user
interests, or by looking into specific user interests within collections. For exam-
ple, we could compare search for specific topics, such as WWII, between the
collection maintained by the NIOD institute and the historical newspaper collec-
tion maintained by the National Library of the Netherlands. A limitation of a
comparison is of course the existence and comparability of the metadata of the
collections. Naturally, different vertical search systems will have different search
functionalities. This notwithstanding, a commonality among digital libraries is
the functionality to access the collection using metadata describing the contents.
With this type of search functionality and metadata describing the contents of
the collection, we can apply the methods described in this thesis. We can then
analyze how search patterns differ in the different parts of the collection, after
we select metadata values of interest. And we can investigate the user interests
within the collection, based on the metadata available. We can analyze search
for specific topics. And we can use the MAGUS session visualization technique,
after adapting the tool to the specific search system.

data preparation and availability It is complex to go from HTTP logs
to information about user behavior. For one, it is not simple to identify sessions
from search log data. Moreover, the search system influences both the structure
and contents of the log data and corresponding search behavior. How to best
approach the preparation of the search logs for an analysis of search behavior
is dependent on the type of questions one wants to answer in the research. The
chosen approach also directly impacts the possibilities to compare the results
with other studies.

To identify sessions from search log data, we have to decide on how to define a
session. Researchers have chosen different definitions for a session, for example,
based on session cookies, on overlapping queries, or on a timeout. This choice
also depends on the type of research to perform, and no session definition will
suit all types of research. In this thesis, we have defined sessions using a click-
stream model, following the flow of connected interactions. A clickstream model
can help to split possible multiple users behind a single IP address, and to find
complete searches over longer time periods. We have selected this approach for a
few reasons. First, the historical newspaper collection is accessible without login
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and the server does not log cookies, making an approach using session cookies
not possible. Second, as our focus is not on the query, the query would not be
an obvious choice for our session definition. Third, we expect a possible large
proportion of users to be engaged in exploratory, open-ended search, and thus
a timeout would result in breaking up visits that occur with long pauses. Using
the clickstream model, we observed users searching in the collection for a sin-
gle topic over long periods with long pauses in between, and identifying these
users was valuable to the National Library. Nevertheless, a clickstream-based
approach may lead to shorter or to longer sessions than when a timeout is used.
For example, when a user continues their search in a new tab, this breaks off
a clickstream-based session; or, when a user continues the next day with their
search, this leads to a break in a timeout-based session.

The search system influences both the search log data and corresponding
search behavior. A different search interface will naturally lead to differences
in behavior. For example, the way facets are or are not employed in the search
interface will affect the possible interactions with the system, and thus user be-
havior. In addition, the search log data available for analysis is influenced by
how the system logs user interactions on the server, for example by what is and
what is not logged. These design choices of the search system under investiga-
tion impacts the possibilities of the research.

Our tool MAGUS is also affected by this. Building a session graph is impacted
by the way the log records are recorded. As there are many different ways to
build a search interface and log the behavior within the search system, it is
difficult to develop a software package to map any set of log records to MAGUS’
graph visualization. This influenced our decision to develop MAGUS specifically
for the logs we received from the National Library, and not as a ready-to-use
software package. It would be possible to do this, of course, but to do so was
outside the scope of this thesis.

clustering In Chapter 3 we clustered sessions based on their metadata val-
ues in the clicked documents and selected facets, and we then analyzed the cor-
responding search interactions within the metadata-based clusters. We believe
there is still more to investigate with respect to the clustering of sessions.

It would be interesting to cluster on the interactions in the sessions as well,
using features describing search behavior, such as session duration or number
of clicks. These “behavior” clusters can then be mapped to the identified user
interests, instead of the simple statistical summary, making it possible to find
more than a single search pattern for each user interest. Or we could do this
for the complete set of sessions and map the “behavior” clusters to the meta-
data clusters, creating a double clustering and finding the relations between
these clusters. However, a first attempt to do just this using the same clustering
method with interaction features did not lead to more detailed insights into the
behavior within the metadata clusters than the statistical summary did. Another
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research approach could be to apply a fuzzy clustering. Even though a majority
of sessions within the clusters are highly focused, we also find, in all the clus-
ters, sessions on the edges of their clusters. With the k-medoids algorithm, such
sessions are assigned to a single cluster. However, these sessions are more mixed
with respect to the user interests, and they could have matched to more than
one metadata cluster. Thus, assigning a value for how well they match to these
metadata clusters can give better overall results than simply assigning these ses-
sions to a single cluster. For example, in the 1900-29 cluster some of the sessions
also include a minority of clicks from between 1930-49 (Table 7, Chapter 3). A
clustering algorithm that allows these sessions on the ‘edges’ to belong to more
than one cluster would be an interesting step in future research.

user studies To evaluate our session visualization tool MAGUS, we con-
ducted a user study among domain experts and data professionals. In addition
to this study, we would also like to know what the differences and similarities
are between the different groups in the original user study. However, we need a
higher number of participants from each of the groups separately to be able to
draw conclusions about differences and similarities between the groups. A larger
follow-up study could include an investigation of the different backgrounds of
participants, for example, in a comparison between data professionals and do-
main experts. In addition, as several participants mentioned the benefit of MA-
GUS for long, complicated sessions, we would like to study for which types of
sessions MAGUS performs better. Similarly, we would like to look into which
types of tasks can benefit from MAGUS to what degree.

Apart from conducting a user study among the potential users of the tech-
niques presented and discussed here, a study among the users of the digital
library can provide insights into the motivation behind search behavior within a
collection. We already mentioned some limitations of log analysis. An additional
limitation of research based on log data is that it mainly studies how people
search, and not why they do so. In future research we could complement this
by conducting both qualitative and quantitative user studies among the users
searching within different parts of a collection in a combination of log analysis,
thus providing a why to the how.

"a wealth of information" Leveraging metadata in the analysis enhanced
our understanding of how users are searching within the different parts of a dig-
ital library. We were able to provide collection owners recommendations about
how to improve access to the collection. For example, by using a timeline repre-
sentation of the search results in a historical newspaper collection. At the same
time, domain experts gained more insights into what kind of topics people are
searching for in a collection, whether these user interests were defined in ad-
vance (such as search for WWII) or not. In addition, our session graph visualiza-
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tion offered information professionals "a wealth of information", as one of the
participants stated.

Vertical search engines and its use are ubiquitous and the search interfaces
providing access to these systems are complex. As such, leveraging metadata in
an analysis of the use of these systems will help to continue to improve both our
understanding of search and to improve the design of these systems. An added
benefit is the fact that using metadata instead of user queries for an analysis con-
tributes to a better balance between privacy and the knowledge needed about
users searching to better support them. However, there are potential situations
where query-based analysis could have an advantage over a metadata-based ap-
proach. Clearly, if a vertical search system has low-quality metadata, leveraging
this metadata would not be the best approach. But also, in a vertical search sys-
tem where the metadata is of high-quality, imagine those sessions where the
metadata is sparse and/or widely varied. For example, sessions where no facets
have been selected and the metadata of the clicked documents – if there are
any – is diverse. In these cases, a query-based analysis might be able to find
a better categorization of such sessions than a metadata-based approach could.
Possibly a form of query expansion or topic modeling over the queries in the
sessions and/or over the clicked documents can find a better categorization for
these sessions than the metadata-based approach would be able to. As such, this
could be an interesting direction of future research, and – in a sense – the fourth
analytical setting: a setting where we do not necessarily have metadata readily
available (which we had in Chapters 2 and 3); nor have predefined the parts of
the collection or topics of interest to study (which we had in Chapters 2 and 4).

Be that as it may, with this thesis we have shown that it is possible to un-
derstand search behavior without using queries directly, but by using metadata
instead.



S U M M A RY

Search log analysis is an unobtrusive technique used to better understand online
search behavior. In this thesis, we study search in "vertical" search engines that
provide access to curated collections. In this context, other data is available in
addition to search logs: the documents in the collection, categorized with profes-
sionally curated metadata. This metadata is often reflected in the search interface
in the form of facets, acting as a filter over the results. Our research focuses on
how to leverage this metadata to improve our understanding of search behavior.
To do this, we use both the metadata present in the selected facets and the meta-
data of the clicked documents, combining search logs with metadata records and
the contents of the collection. First, we investigate how to leverage this metadata
in three different analytical settings. After that, we examine how to communicate
results of such an analysis including search behavior and relevant metadata. The
research is conducted using data from the National Library of the Netherlands,
a typical digital library with a richly annotated historical newspaper collection
and a faceted search interface.

In the first setting (Chapter 2), we analyze the search logs using metadata
values defined in advance, in order to study search behavior within specified
parts of the collection that we have selected to be relevant. The analysis shows
that faceted search is common, that sessions including facets are typically longer,
contain more clicks and downloads and more unique queries. We observe dis-
tinct search patterns in different parts of the collection, and we are able to formu-
late concrete suggestions for improvement of the search system and collection
management, showing how metadata can be used to analyze search behavior in
specific parts of a collection.

In the second setting (Chapter 3), the goal is to detect user interests within
the collection without defining metadata values in advance. We apply a clus-
tering algorithm grouping sessions based on the metadata of selected facets and
clicked documents. To evaluate resulting clusters, their stability over a six-month
period is measured. The results show that user interests are stable, with the same
interests reoccurring. The related search behavior varies per cluster, with users
spending little time and few search techniques in some clusters, in others using a
wide variety of search techniques and spending a lot of time. This demonstrates
that a partitioning of sessions based on metadata, and an investigation of the re-
lated search behavior reveals specific user needs in specific parts of a collection,
where in an overall analysis these patterns would disappear.

In the third setting (Chapter 4) we explore how to identify search for specific
topics when no metadata directly describes these. We look into different, consec-
utive ways to build a term list as a topic representation: (i) using a knowledge
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resource, (ii) using local word embeddings trained on the collection, and (iii)
by manual curation. Then we look into how to match the different term lists to
search sessions: matching the terms to a) user queries, or b) clicked documents.
We investigate two topics of societal relevance, WWII and feminism, and com-
pare and discuss the combined methods in terms of number of retrieved sessions
as well as estimated precision scores computed using manually created ground
truths. With this work we provide insights into how different topic representa-
tions and matching approaches perform when retrieving topic-specific sessions.

Finally, we examine how to communicate the results of these types of analy-
ses (Chapter 5). We introduce MAGUS, a session visualization tool combining
graphs to visualize search behavior with colors to visualize relevant metadata.
Our design is new in combining both search interactions and metadata in a sin-
gle visualization, allowing researchers and professionals to recognize different
interaction patterns while at the same time providing insights into the parts
of the collection a user is interested in. For the evaluation we conduct a user
study comparing MAGUS with a table representation in three tasks completed
by 12 participants from diverse backgrounds. In the study we use mixed meth-
ods, combining quantitative and qualitative measures, such as timing the users,
standardized questionnaires, as well as analyzing comments and written expla-
nations given during the tasks. Our study demonstrates that MAGUS enables
participants to identify the part of the collection a user is interested in, and that
it helps to distinguish different types of search behavior.

We expect that the presented methods can be used for other collections. Ver-
tical search engines are ubiquitous and the search interfaces providing access
to these systems are complex. We have shown how leveraging metadata in an
analysis of search behavior can enhance our understanding of how users are
searching within the different parts of a digital library, and we were able to pro-
vide collection owners with recommendations about how to improve access to
the collection. An added benefit is the fact that using metadata instead of user
queries for an analysis contributes to a better balance between privacy and the
knowledge needed about users to better support them. With this thesis we show
that it is possible to understand search behavior without using queries directly,
but by using metadata instead.



S A M E N VAT T I N G

Een analyse van de gelogde interacties met de zoekmachine is een discrete tech-
niek die gebruikt kan worden om online zoekgedrag beter te begrijpen. In dit
proefschift bestuderen wij zoekgedrag in ’verticale’ zoekmachines die toegang
geven tot gecureerde collecties. In deze context is andere data beschikbaar naast
de logs: de documenten in de collectie gecategoriseerd met professioneel ge-
cureerde metadata. Deze metadata is vaak beschikbaar in de zoekinterface als
facetten die de resultaten filteren. Onze research focust op hoe we deze meta-
data kunnen gebruiken om het zoekgedrag beter te begrijpen. We gebruiken
zowel de metadata van de door de gebruiker geselecteerde filterfacetten, als de
metadata van de documenten waarop geklikt is, waarbij we de zoeklogs, meta-
data en documenten van de collectie combineren. Eerst onderzoeken we hoe we
deze metadata kunnen aanwenden in drie verschillende analytische scenario’s.
Daarna bekijken we hoe we de resultaten van een dergelijke analyse kunnen
delen, waarbij we én het zoekgedrag én de relevante metadata betrekken. Voor
deze research hebben we data van de Koninklijke Bibliotheek gebruikt, een type-
rende digitale bibliotheek met een rijk geannoteerde historische krantencollectie
en een zoekinterface met filterfacetten.

In het eerste scenario (Hoofdstuk 2) analyseren we de zoeklogs waarbij we
van te voren bepalen welke metadata we bekijken, zodat we zoekgedrag in spe-
cifieke, door ons als relevant bestempelde delen van de collectie kunnen bestu-
deren. Onze analyse toont aan dat gebruikers vaak facetten selecteren, en dat
sessies met facetten in het algemeen langer zijn met meer kliks en downloads en
meer unieke zoekopdrachten. We zien specifieke zoekpatronen in verschillende
delen van de collectie, en we zijn in staat om concrete aanbevelingen te geven
om het zoeksysteem en collectiebeheer te verbeteren. Dit toont aan hoe meta-
data gebruikt kan worden om zoekgedrag in specifieke delen van de collectie
te analyseren. In het tweede scenario (Hoofdstuk 3) willen we gebruikersinte-
resses binnen de collectie ontdekken zonder specifieke metadata van te voren
te definiëren. Met een clusteringsalgoritme groeperen we sessies gebaseerd op
de metadata van geselecteerde facetten en geklikte documenten. Om de resulte-
rende clusters te evalueren, meten we hun stabiliteit over een periode van zes
maanden. De resultaten laten zien dat de gebruikersinteresses stabiel zijn, met
maandelijks terugkerende interesses. Het gerelateerde zoekgedrag verschilt tus-
sen de clusters. In sommige clusters besteden de gebruikers weinig tijd en passen
ze weinig zoektechnieken toe; in andere clusters passen ze een verscheidenheid
aan zoektechnieken toe en besteden ze veel tijd. Dit demonstreert dat het clus-
teren van sessies gebaseerd op de metadata, in combinatie met een inspectie
van het gerelateerde zoekgedrag, specifieke gebruikersbehoeftes onthult die in
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een analyse over alle sessies uit het zicht zou verdwijnen. In het derde scenario
(Hoofdstuk 4) exploreren we hoe we gebruikers kunnen identificeren die zoeken
naar specifieke onderwerpen waarbij we geen direct passende metadata hebben.
We bekijken verschillende, opeenvolgende manieren om een termenlijst te cre-
ëren die het onderwerp representeert, gebruikmakend van: (i) een kennisbron,
(ii) ’local word embeddings’ getraind op de collectie, en (iii) een handmatige
beoordeling. Daarna bekijken we hoe we deze verschillende termenlijsten kun-
nen koppelen aan de sessies, via een match met a) de zoekopdrachten, of met
b) de geklikte documenten. We onderzoeken twee maatschappelijk relevante on-
derwerpen, WOII en feminisme, en vergelijken en bespreken de gecombineerde
methodes in termen van aantallen opgehaalde sessies en geschatte precisiescores
berekend op basis van handmatig geannoteerde sessies. Met deze studie geven
we inzicht in hoe de verschillende manieren om het onderwerp te representeren
en de verschillende matchingsmethodes presteren bij het vinden van sessies over
specifieke onderwerpen.

Tenslotte onderzoeken we hoe we de resultaten van dit soort analyses kunnen
overbrengen (Hoofdstuk 5). We introduceren MAGUS, een visualisatie tool die
een sessie als graaf verbeeld, waarbij de vorm het zoekgedrag en kleuren de
metadata visualiseren. Ons ontwerp is nieuw in het combineren van zowel het
zoekgedrag als de metadata in één visualisatie. Hiermee kunnen onderzoekers
en professionals verschillende interactiepatronen herkennen en tegelijkertijd ook
inzicht verkrijgen over de delen van de collectie waarin de gebruiker geïnteres-
seerd is. We evalueren MAGUS in een gebruikersstudie met 12 participanten
met diverse achtergronden die drie taken uitvoeren, waar we onze visualisatie
techniek vergelijken met een tabelrepresentatie van een sessie. We gebruiken
verschillende onderzoeksmethodes, kwantitatief en kwalitatief: het meten van
de benodigde tijd, gestandaardiseerde vragenlijsten en een analyse van de com-
mentaren en uitgeschreven toelichtingen bij de opdrachten. De gebruikersstudie
laat zien hoe MAGUS het de participanten mogelijk maakt om de delen van
de collectie te identificeren waarin de gebruikers geïnteresseerd zijn, en om de
verschillende soorten zoekgedrag te herkennen.

We verwachten dat de gepresenteerde methodes gebruikt kunnen worden
voor andere collecties. Er zijn veel verticale zoekmachines en de interfaces die
toegang bieden tot dit soort collecties zijn complex. We hebben laten zien hoe
de metadata in een analyse van zoekgedrag ons begrip en onze kennis van hoe
gebruikers zoeken in verschillende delen van een digitale bibliotheek kunnen
verbeteren. Daarnaast konden we aanbevelingen geven aan de collectiebeheer-
ders over hoe de toegankelijkheid van hun collectie verbeterd kan worden. Een
bijkomend voordeel is dat het gebruik van metadata in de analyse in plaats van
zoekopdrachten een bijdrage levert aan een betere balans tussen privacy en de
kennis die nodig is om de gebruikers betere ondersteuning te verlenen. In dit
proefschrift demonstreren we hoe het mogelijk is om zoekgedrag te begrijpen
zonder de zoekopdrachten maar in plaats hiervan de metadata te gebruiken.
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