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ABSTRACT

Over the past few years, time-series forecasting has been put into practice for a variety of
purposes across various fields. It is regarded as crucial for many types of organisations
and applications, as effective decision-making processes and intelligent autonomous

systems depend heavily on predictions of the future. Consequently, time-series forecasting has
drawn the attention of academic researchers and industry professionals towards its robust
implementation and then reliable evaluation. However, due to the many practical challenges and
issues involved, these tasks are not always straightforward and achievable. This thesis provides
a formal definition and in-depth investigation of an important form of bias that has oftentimes
been overlooked in the literature and thus works towards more robust time-series prediction
models and their reliable assessments.

The bias, undermining the quality of models and skewing the predictions in a systematic way,
arises when the underlying time-series data lacks regularity and certainty. When it occurs, it is
observed that forecasting outputs systematically approximate one of the most recently observed
values used in the input feature set, resulting in a series of predicted values that is almost
identical to the series of observed values but is continuously delayed by a few steps in time.
However, this behaviour often cannot be detected by many of the current accuracy assessment
methods, which ultimately leads to overconfidence in forecasting models and prediction outputs.

Therefore, with the objective of guarding time-series models and predictions against the
bias to achieve robust models and reliable predictions, this thesis provides a formal definition
of the bias, explores its characteristics in greater detail, establishes the factors causing the
bias, evaluates its potential negative implications, proposes a novel method for quantitative
detection of the bias, and finally, investigates the prevalence of the bias in the literature and
discusses how the bias may invalidate the outcomes of previously published works. Moreover, it
presents experimental studies using various time-series datasets, including domestic electricity
consumption data, to demonstrate the bias and the implementation of the proposed method
within a realistic setting.
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1
INTRODUCTION

The opening chapter of this thesis will provide the context for the research and introduces

the main problem that drives the investigation throughout the remainder of this thesis.

It will also outline the research objectives, the core research contributions of the study,

and the organisational structure of the thesis.

1.1 Context and Motivation

The rapidly increasing number of information and communication technology devices, along with

continued worldwide advances in data storage, processing, and transfer technologies, means

more data is now generated than ever before. For example, it has been reported in [1] that the

volume of data generated doubles every 18 months. This occurs in every aspect of our daily

lives and in myriad sectors, including healthcare, education, finance, manufacturing, agriculture,

transportation, entertainment, and security [2, 3]. However, if this tremendous volume of data is

not analysed and turned into knowledge, it is nothing more than a collection of some values, and

the effort of collecting and storing the data is wasted. On the other hand, extracting information

from this data and transforming it into knowledge can make it meaningful and serve as a valuable

resource for gaining a better understanding and control of the surrounding world and for making

more informed decisions [4, 5].

It is often helpful to record the time associated with data as it provides context, for example,

the age of the data. However, for some kinds of data, time is vital as it allows a change of

a process over time to be tracked and understood. Each value in such data is stored with a

timestamp illustrating exactly when the value was measured and what the order of data is.

This is called time-series data and includes, for example, a step count recorded hourly by a
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smartwatch or smartphone. Time-series data are used variously in different contexts. However,

one of the primary objectives of collecting and analysing time-series data is to gain insight into

the future based on past recorded values. This is known as time-series forecasting. It should be

noted that the terms prediction and forecast are used interchangeably in this thesis, as they

are in many other texts available in the literature. Time-series forecasting is about examining

patterns and changes in the past in order to find the most likely state or value of a given time

point in the future. This is regarded as critical in many types of organisations and application

areas since proper decision-making processes and intelligent autonomous systems rely primarily

on predictions of the future. For example, the planning of electricity generation and distribution

is a vitally important task for a power-generation company in order to achieve the most efficient

and effective resource management and maximise profit. For this task, an accurate prediction of

future electricity demand is a must, which is possible only with time-series data representing the

past electricity demand. Such predictions must be achieved for specific time periods, such as time

of day, day of the week, and week and month of the year, to be able to avoid power shortages and

optimise the use of renewable energy sources. Furthermore, in order to be able to benefit the most

from renewable energy generation and to achieve balance between energy demand and supply,

accurate weather prediction (wind speed, wind direction, cloud cover, etc.) is also required.

In order to obtain more accurate and reliable time-series forecasts, researchers from fields

such as mathematics, statistics, and computer science have developed many different approaches,

methods, and pieces of software. These efforts have resulted in the emergence of several different

time-series prediction methods, each of which adopts different approaches and strategies. Based

on the approaches they adopt, these methods have been split into two categories: statistical

methods and machine-learning methods. These categories will be elaborated on in the next

chapter. Briefly, however, they can be described as follows: statistical methods rely on statistical

analyses of historically observed data points in a time-series dataset, and they aim to model the

relationship between the past and the future through mathematical equations [6, 7], whereas

machine-learning methods are computational techniques that mainly create functional relation-

ships between the past and the future [8]. Time-series prediction previously used to be dominated

by statistical methods. However, recent studies have shown that machine-learning methods are

generally better than statistical methods at producing accurate and robust time-series predictions.

Therefore, machine-learning methods have received more attention in recent years [7, 9].

However, as each time-series prediction problem has its own distinctive features and dif-

ficulties, there is no single method that is uniformly superior for every time-series prediction

problem. Therefore, when tackling a given time-series prediction problem, it is recommended that

multiple forecasting methods be tried, and then their prediction accuracy should be evaluated and

compared to find the best-performing prediction method among alternatives [10]. Besides that,

evaluating the accuracy of forecasts is also essential to validate both the model developed and the

resultant predictions before putting them into practice. Therefore, it can be concluded that the
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correct and reliable evaluation of accuracy of forecasts is critical to determining the effectiveness

and quality of prediction outputs [11]. There are various accuracy metrics suggested in the

literature, which will be listed and described in Chapter 2. What these metrics essentially do is

compare the prediction outputs with the actual measurements and then convert this information

into a quantitative representation of the overall accuracy of predictions based on mathematical

notations describing these metrics.

Nevertheless, due to the many challenges and issues that the time-series prediction and

accuracy assessment tasks entail, it is not always feasible to develop a model that produces

accurate time-series forecasts or to perform reliable prediction assessments in practice. Depending

on the context of the time-series prediction application, the deployment of a prediction model that

is mistakenly believed to produce accurate predictions due to an inadequate accuracy assessment

can have serious negative impacts on the application, including its functionality, cost, safety,

stability, and maintenance. For instance, a smart household energy management system that

relies on a trusted but nonetheless unreliable prediction model of future domestic electricity

demand would probably fail to function properly. Such a smart energy management system is

likely to make incorrect decisions in many aspects, which can possibly lead to inefficient energy

consumption and misguided energy consumption planning. This means higher bills to pay for

residents. Moreover, the flawed consumption planning could eventually result in potentially

exacerbated peaks in demand across the power grid, reducing the overall network security

and resilience. Such impacts on the grid would furthermore cause ineffective and unsuccessful

network management and planning by network operators.

Therefore, in order to guard against the potential negative impacts, it is crucial to have

reliably accurate forecasts. This can be achieved through a robust and secure assessment of

accuracy of forecasting models and predictions. This is the main focus of this thesis. The research

presented in this thesis provides a formal definition and in-depth examination of a phenomenon.

This phenomenon undermines the quality of models and skews the predictions in a systematic

way, making it an important form of bias. The bias, which is labelled the Persistence Forecast

Effect (PFE) in this thesis, occurs when the underlying time-series data lack regularity and

certainty. When it occurs, it is observed that prediction outputs systematically approximate one

of the most recently observed values, resulting in a series of predicted values that is nearly

identical to the series of observed values but is continuously delayed one or a few steps in time,

see Figure 1.1. In other words, biased prediction results suggest that what will happen next is

almost identical to what has recently happened, which is not the case in most of the real-world

scenarios. Despite the fact that this is a common form of bias that weakens the reliability and

robustness of time-series forecasts and their evaluations, it has frequently been overlooked so far.

This is primarily due to insufficient evaluation of prediction accuracy. Most often, the currently

available evaluation metrics are likely unable to identify this effect, potentially resulting in

overconfidence in time-series predictions and models. The primary motivations of this thesis are
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to shed light on this bias – PFE, to explore the causes and potential negative impacts of the PFE,

and to propose a method for detecting when predictions are biased by the PFE.

Figure 1.1: Forecasting outputs systematically follow the observed values behind in time due to
the PFE.

The bias investigated in this thesis can occur in any time-series forecast in any time-series

domain. That is, if the characteristics of the gathered time-series data meet certain conditions,

which will be explored in the following chapters, the bias occurs and affects the produced time-

series predictions, regardless of the time-series data domain. Nevertheless, this thesis studies

the bias more specifically in the context of electricity demand forecasts, which are crucial for

tackling a range of global issues such as electricity supply and climate change.

1.2 Research Objective and Contributions

The research presented in this thesis contributes to the study and development of data-driven

time-series forecasting and prediction evaluation so as to improve the reliability and robustness

of time-series predictions and assessments. In particular, this thesis explores the common but

frequently overlooked bias of the PFE, which may affect the reliability of predictions and the

robustness of their evaluations. A formal and quantitative method for identifying the existence of

the bias in predictions is then provided.

In more detail, as the main contributions of this thesis, it:

1. formally defines the PFE, which refers to a systematic temporal delay observed in time-

series forecasts;

2. offers a systematic exploration of high variability and irregularity in data as underlying

factors causing the PFE;

3. demonstrates the influence of auto-correlation on the amount of the delay induced by the

PFE;

4. thoroughly investigates and evaluates the potential negative impacts of the PFE to motivate

the significance of its identification;
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5. introduces a novel computational method that facilitates a mechanism for the detection of

the presence of the PFE in time-series predictions and illustrates its implementation;

6. presents empirical studies using diverse time-series datasets, such as household-level elec-

tricity consumption data, in order to effectively demonstrate the PFE and the application

of the proposed detection method within a practical context;

7. demonstrates the pervasiveness of the PFE in the existing literature and discusses its

potential to invalidate the outcomes of previously published works.

1.3 Thesis Structure

The remaining chapters of the thesis are organised as follows:

• Chapter 2 gives an overview of the background knowledge associated with the fundamentals

of time-series forecasting, including a brief introduction to time-series forecasting methods

and forecast accuracy metrics. Furthermore, in order to contextualise the work presented

in this thesis, the chapter also provides a review of a selection of previously reported time-

series forecasting problems that are most relevant to the PFE, together with the proposed

solutions to these issues.

• Chapter 3 provides a formal description of the PFE and a comprehensive analysis of the

factors that lead to the PFE phenomenon. This chapter also investigates and evaluates

the potential negative implications of the PFE, which motivates its identification prior to

taking further steps relying on predictions affected by the PFE.

• Chapter 4 proposes and introduces the n-Step-Shifting (n-SS) method as a new generic

method for the quantitative identification of the absence or presence of the PFE. Moreover,

this chapter also exemplifies how to deploy the n-SS method, guides the reader through

determining the value of n and discusses the limitations of the proposed method in order to

improve its effective and efficient operation.

• Chapter 5 provides an empirical study conducted with the purpose of illustrating how the

PFE manifests itself in single-step time-series forecasts and how the proposed n-SS method

can be applied. The experiments presented in this chapter are carried out with a large-scale

domestic electricity consumption dataset and advanced machine-learning methods. This

chapter also determines and presents the effects of the PFE within a practical context.

• Chapter 6 investigates how irregular time-series data influences multi-step forecasts and

how this effect differs from the PFE in single-step forecasts. Besides that, the chapter

explores the usefulness of the proposed n-SS method in multi-step cases and also dis-

cusses under what conditions it might be used effectively. Finally, the chapter presents an

experimental study similar to that of Chapter 5.
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• Chapter 7, explores further details on the PFE. To this end, the chapter first poses a set

of relevant research questions regarding the characteristics of the PFE and then answers

them through carrying out in-depth analysis and experiments using time-series data

collected from various domains.

• Chapter 8 provides a survey of a number of published works that implement different

prediction methods on different time-series datasets from various domains. The purpose

of the provided survey is to inspect their results in order to determine whether or not the

time-series predictions presented in these works are affected by the PFE and, thereby,

to assess the prevalence of the PFE in the existing time-series prediction literature. The

chapter then also discusses how and why the PFE might undermine the conclusions for

existing published works.

1.4 Published Work

Some of the text and research presented in different chapters of this thesis were previously

published as a journal article in IEEE Transactions on Smart Grid.

[12] H. B. Akyol, C. Preist, and D. Schien, “Avoiding Overconfidence in Predictions of

Residential Energy Demand Through Identification of the Persistence Forecast Effect,”

IEEE Transactions on Smart Grid, vol. 14, no. 1, pp. 228–238, 2023.

This publication introduced the preliminary PFE idea, proposed the conceptual PFE detection

method, and also provided a case study with household-level electricity consumption data.
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2
BACKGROUND AND LITERATURE REVIEW

This thesis defines and investigates a bias, referring to an effect causing time-series

predictions to trail the actual observations one or a few steps behind in time. By doing

this, it is aimed to contribute to a better assessment of time-series predictions so that more

robust and reliable time-series predictions are achieved. This chapter will, therefore, first present

a background review of time-series forecasting, including overviews of time-series prediction

methods and prediction accuracy assessment. This is followed by a review of the most frequent

and relevant practical issues that have been reported in the time-series forecasting literature.

It is important to note that time-series analysis and time-series forecasting are broad fields

with varying research objectives. Attempting to provide an exhaustive description of these

concepts within a single thesis chapter is practically impossible. Therefore, this chapter will

primarily focus on the fundamental concepts and methods that are directly relevant to the rest of

the presented research in order to maintain the scope of this chapter within the context of the

research objectives. For readers seeking a more comprehensive and broader understanding of time-

series forecasting, it is recommended to consult the following references: [13–19]. These are some

well-established and well-regarded sources that offer detailed explanations and comprehensive

coverage of time-series forecasting.

2.1 Basics of Time-Series Forecasting

Despite the fact that time-series forecasting is a dynamic research area that has drawn the

attention of researchers over the last few decades, the practice of forecasting has always been

desirable for people throughout the history of mankind, as mankind has always been curious

about their future lives [19, 20]. At times and in certain places, foretelling was considered a crime
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and was even strictly forbidden in some cultures and religions. However, this never prevented our

collective fascination with predictions. People throughout history have developed new methods

to foretell the future and found various notions to rely on, such as the positions of the planets

and stars, dreams, hand and face shapes, and crystal balls. However, time-series forecasting is

fully distinct from what diviners, fortune tellers, and soothsayers have been doing throughout

history. This is because time-series forecasts rely on recorded past observations through time,

referred to as time-series data, and knowledge extracted from the time-series data rather than

mystic notions, spirits, or special powers.

2.1.1 Time-Series Data

In its simplest form, time-series data are no more than a collection of observations, each recorded

sequentially at a specific time [21, 22]. Each observation is indexed by the time stamp of when

the value was measured, resulting in a notation of {xt, t ∈ T}, where xt indicates the observed

value, t refers to the observation time, and T is the set of discrete integers representing time

points at which measurements are made; T = {0, 1, 2, ...}. Not necessarily always, but mostly, time-

series data involves a collection of recorded values with equally spaced time intervals between

observations [23, 24], and this thesis restricts its attention to such series. An intrinsic feature

of time-series data is the fact that typically, there is a fundamental dependence and correlation

amongst the consecutive elements of a sequence of measurements [25–27]. This is due to an

assumption that systems and processes are not expected to change quickly between successive

measurements, depending on the sampling frequency [17]. Thus, it could be said that the value

of xt is dependent in some way on the previous values of x; {xt−1, xt−2, ..., xt−n}. As a result,

the chronological order of measurements that comprise the time-series data always matters

and must always be taken into account properly [28, 29]. Examples of such data are many and

varied, for instance, hourly measurements of electrical power consumption, daily measurements

of outdoor temperature (see Figure 2.1), sequences of closing stock prices, a weekly series of

interest rates, a monthly series of totals of international airline passengers (see Figure 2.2),

quarterly observations made on the population of a country, and annual birth rates in a city. The

study of time-series is concerned with understanding and modelling the stochastic mechanism

of a time-dependent structure of the observed values that is essential for forecasting the future

values of the series, which is called time-series forecasting [30, 31].

2.1.2 Time-Series Forecasting

Time-series forecasting can be described as the process of predicting the future by comprehending

and learning from the past through previously collected time-series data [20, 34]. That is, in

order for time-series forecasting, a patterns describing the past is identified in the obtained data,

and then the identified repetitive patterns are extended into the future [13]. Even more formally,

time-series forecasting problems can be represented as the problem of predicting the value(s) of

8
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Figure 2.1: Minimum daily outdoor temperatures in Melbourne, Australia from 01 January 1985
to 01 January 1990 [32].

Figure 2.2: Monthly totals of international airline passengers in thousands from January 1949 to
December 1960 [33].

xt+h, h > 0 based on the previously observed values of x and, possibly, some other related series

or factors, given time t is the current time. Time-series forecasting is an indispensably vital

tool, holding immense importance in making future strategic decisions, taking precautionary

measures, inventory management, and efficient planning and scheduling [13, 18] in a wide range

of practical fields, including business, policy, economics, finance, engineering, the environment,

telecommunications, meteorology, healthcare, and astronomy [19, 35]. Depending on the discipline

and the problem at hand, time-series forecasts might be needed for short-, medium-, and long-

term horizons [36]. Automation systems, for instance, often require short-term forecasts, whereas

strategic planning and decision-making procedures generally require long-term forecasts [36].
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Time-series predictions can also be classified into two types based on the prediction outcomes:

point forecasting and probabilistic forecasting. In point forecasting, prediction methods produce a

single numerical predicted value for each time point in the forecasting horizon, while probabilistic

forecasting aims to estimate a probabilistic distribution of possible future outcomes based on

given time-series observations. It should be noted that, in this thesis, time-series forecasting

always refers to point forecasting, unless otherwise specified. Point forecasting can further be

divided into two types depending on the forecasting horizon: single-step (ahead) forecasts and

multi-step (ahead) forecasts. Single-step forecasts (illustrated in Figure 2.3a) can be defined as:

Single-step forecasting is a task of predicting a single value for the immediate next time step.

(2.1) yt+1 = f (xt, xt−1, ..., xt−T , X )

where yt+1 is the forecast of xt+1, f is the forecasting model, xt is the observation at time t, T is

the number of past observations used in the input set, and X is the set of other relevant features

in the input set. Multi-step forecasts (illustrated in Figure 2.3b) can be defined as:

Multi-step forecasting is a task of predicting a sequence of multiple values for future time steps

within the forecasting horizon.

(2.2) (yt+1), (yt+2), ..., (yt+H) = f (xt, xt−1, ..., xt−T , X )

where H is the absolute forecasting horizon and yt+H is the forecast of xt+H , f is the forecasting

model, xt is the observation at time t, T is the number of past observations used in the input set,

and X is the set of other relevant features in the input set. The bias that is the research focus of

this thesis will be investigated in both single- and multi-step forecasts.

The variables (prediction outputs) on the left side of Equations (2.1) and (2.2) are referred

to as dependent variables, while the variables (features in the input set) on the right hand side

of the equations are referred to as independent variables or predictors. Given this, the task of

data-driven forecasting methods can be articulated as calculating the functional relationship

between the dependent and independent variables to be able to predict the future values of the

dependent variables. In time-series predictions, an independent variable set always includes a

certain number of past observations of the time-series of the output: {xt, xt−1, ..., xt−T }. However,

the set of other relevant features, denoted by {X } in the equations, is optional. In the context of

building-level electrical load forecasting, for example, {X } could include weather-related features,

such as outside temperature and humidity, and calendar-related features, such as time of day

and week of year. On the basis of the existence of the {X }, the prediction models can be divided

into two kinds: univariate (models that utilise only the past observations of x) and multivariate

(models that utilise additional relevant variables along with the past observations of x) [13].
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(a)

(b)

Figure 2.3: Diagrams illustrating (a) single-step (ahead) forecasts and (b) multi-step (ahead)
forecasts.

The research presented in this thesis does not differentiate between these different types

of time-series forecasts. Instead, the general time-series point forecasting problem defined by

Equations (2.1) and (2.2) will be considered.

2.1.3 Time-Series Forecasting Methods

As will be seen in the following chapters, the bias that is the main subject of this thesis is

triggered solely by the characteristics of the underlying time-series data, making it independent

of data-driven forecasting methods. This section, therefore, is not intended to provide a thorough

description of particular prediction methods or to be a comprehensive manual of how to apply

time-series prediction methods. Rather, the purpose of this section is to give a brief overview of

several forecasting methods proposed and used in the time-series point forecasting literature.

Before proceeding further and getting into an overview of time-series forecasting methods, it

is important to clarify what is meant by the term forecasting method and to distinguish between

a forecasting method and a forecasting model, as these terms should be kept clearly distinct [16].

Unfortunately, in the time-series forecasting literature, there is no consensus on the definitions

of these terms, and they are sometimes wrongly used interchangeably. In this thesis, the term

forecasting method is used to describe a mathematical procedure or an algorithmic rule that

computes and generates time-series forecasts, while the term forecasting model is used to describe

a mathematical representation of a time-series data with full specifications and parameters

[36, 37]. A forecasting method is, therefore, a technique or an algorithm, whereas a forecasting

model is a method fitted to or trained on given time-series data.

The time-series forecasting process can thus be summarised as having two steps. First, the

selected time-series prediction method is fitted or trained over the collected time-series data so

that a suitable prediction model, providing a plausible description of the relationship between
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independent and dependent variables, is developed. The developed prediction model is then used

to forecast the future values of the given time-series data.

The selection of a proper prediction method and then adequate model fitting or training are

not trivial tasks. They are extremely significant not only in successful and accurate time-series

forecasting but also in determining the time, effort, and costs involved with the prediction process

[20]. Over many years, researchers and practitioners have put a lot of effort into the development

and improvement of successful time-series prediction methods on the basis of the time-series

prediction problem they were dealing with. This has resulted in the emergence and evolution of a

wide variety of methods for performing time-series predictions in the literature. Some are very

simple and basic methods that use transformations and adjustments to predict the future values

of the series [19], without the need for model fitting or training. These methods, which include

the average method, moving average method, naïve method, seasonal naïve method, and drift

method, are mostly used as benchmarks to verify the prediction capability of alternative methods

[19, 38]. Methods that require model fitting or training on historically recorded time-series data

are referred to as data-driven methods. These methods are nowadays, broadly speaking, divided

into categories of statistical (traditional) methods and machine-learning (artificial intelligence)

methods.
Statistical forecasting methods are simple in terms of development and implementation

as they are represented by mathematical equations [6, 7, 39], meaning they are regarded as

consistent but relatively inflexible [9, 39]. They are widely known for their distinctive features,

which include low computational requirements and short implementation times [6], while also

providing a high level of transparency and explainability of how the prediction output is produced.

Statistical methods are effective at dealing with time-series data composed of finite, countable,

and explainable independent variables by associating one or more independent variables to

a dependent variable [6, 40]. They have, therefore, been widely used for linear problems in a

variety of contexts. However, statistical methods suffer from generally being unable to identify

non-linear patterns in time-series data [9, 41]. This drawback arises from the assumption that the

relationship between input variables and the output variable is linear, which is also a major source

of inaccurate predictions [7]. The authors of [42], presenting a systematic and critical review of

forecasting methods used in 483 studies, report that 28 different statistical methods have been

used in the time-series forecasting literature. Some most frequently used examples of statistical

time-series forecasting methods are: Regression Methods, which includes Linear Regression (LR),

Non-Linear regression (non-LR), Multi-Linear Regression (MLR), Gaussian process Regression,

Ordinary Least Squares Regression, Bayesian Regression, and Exponential Smoothings; and

Time-Series Methods, including Auto-Regressive (AR), Moving Average (MA), Auto-Regressive

Moving Average (ARMA), Vector Autoregression Moving-Average (VARMA), Auto-Regressive

Integrated Moving Average (ARIMA), Autoregressive Integrated Moving-Average with Exogenous

Regressors (ARIMAX), Seasonal Auto-Regressive Integrated Moving Average (SARIMA), Decision

Trees, Wavelet Transforms, Kalman Filters, and Logistic Regression.
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Machine-learning methods, by contrast, are computational techniques that do not require any

mathematical modelling [7]. Instead, they create functional relationships between dependent and

independent variables [8] so that they are able to tackle non-linear and highly dynamic patterns

hidden in time-series data [6]. This feature has been responsible for the recent popularity of

machine-learning time-series forecasting methods. These methods can handle massive amounts

of time-series data involving complex relationships between input and output variables, but are

known to be computationally intensive and more demanding in terms of time [43, 44]. Another

significant disadvantage of such methods is that their explainability and interpretability may not

be fully clear, making it challenging to comprehend the underlying processes and the relationship

between input and output variables in many cases. Nevertheless, since observational time-series

data generally involve non-linear characteristics and machine-learning methods have been

shown to be better than statistical methods at handling the non-linearity in time-series data,

most researchers and practitioners nowadays prefer machine-learning methods to statistical

methods [9, 45]. In consequence, various types of machine-learning methods have been developed

and deployed for a variety of applications and research areas in the time-series forecasting

literature [45]. One literature survey [42] found that 22 different machine-learning methods had

been deployed in 483 time-series forecasting studies. Examples of the most popular machine-

learning methods include Support Vector Regressions (SVR), Artificial Neural Networks (ANN),

Fuzzy Logic Models, Evolutionary Algorithms, Extreme Learning Machines (ELM), Gradient

Boosting Machines, Neuro-Fuzzy Systems, Regression Trees, XGBoost Regressions, K-Nearest

Neighbour (K-NN), Case-Based Reasoning, Recurrent Neural Networks (RNN), Convolutional

Neural Networks (CNN), and Random Forest Regressions.

Statistical methods have historically been popular, however, with emergence and advent of

machine learning methods and their superior forecasting performance, they have gained the

most attention in recent times [7, 9]. Moreover, hybrid methods, which combine two or more

complementary methods to benefit from the advantages of each method used, have recently

been shown to most often improve forecasting quality and yield higher accuracy compared to

stand-alone methods [6, 46].

Overall, each category and each method within these categories has its own set of advantages

and disadvantages. Although these two categories of prediction methods have evolved in different

scientific fields (machine-learning methods evolved in the computer science community while

statistical methods evolved in mathematics and statistics), the line separating the two is becoming

increasingly ambiguous due to the collaboration of these scientific communities, and they have a

lot in common [36, 47]. For instance, they are both data-driven methods, which means they both

use previously recorded time-series values to build models that produce forecasts for future time

points, and their overall success is entirely dependent on the characteristics of the underlying

dataset providing historical recordings [6]. In case the historically observed values do not involve

regular and repetitive patterns, proper model learning/fitting cannot be realised regardless of the
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choice of the method used. Such an improperly developed model often results in the PFE, which

causes time-series predictions to trail the actual observations one or a few steps behind in time.

2.1.4 Evaluation of Time-Series Forecasts

One of the primary objectives of time-series studies is to be able to predict the future values of

the series. What is equally or even more critical is a reliable assessment of the goodness of those

forecasts [30], leading to intriguing follow-up questions: “What are good forecasts?”, and "How

can the goodness of forecasts be measured?” The main purpose of this subsection is to provide

answers to these questions.

In time-series forecasting, the term a good forecast means an accurate forecast. That is to

say, the goodness of forecasts is determined by the accuracy of overall time-series forecasts. If

the accuracy of forecasts is not measured and evaluated properly, time-series forecasting can be

perceived as nothing more than generating meaningless arbitrary numerical values in a sense.

Therefore, effective accuracy assessment of time-series forecasts is as vital as the forecasting

process itself, particularly considering that time-series forecasts are very rarely perfect [39].

The accuracy of point forecasts is measured by forecast error (e t+i), which can simply be

defined as the difference between what is forecasted and what is measured [39]. That is, given

the current time is t, xt+i is the measured value and yt+i is the predicted value, then the forecast

error can be formalised as follows:

(2.3) e t+i = xt+i − yt+i

where the time t is the current time and i ∈ N+, and thus the time t+ i is a time point in the

future.

Based on the definition of forecast error, it could be concluded that the assessment of the

accuracy of predictions requires the actual values of the future to have already been measured,

which is not possible in a real-world setting. Therefore, it is a general practice to split the data

into two portions of a training set and a test set (Figure 2.4). This is a kind of way of treating a

part of the past as if it were the future. The logic behind this is that as the test set is not used for

model fitting or training, it can be used to achieve a reliable accuracy evaluation [19].

Figure 2.4: Illustration of training-test split of time-series data.
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The training set is used for time-series model fitting or training, while the test set is used

for accuracy measurement and performance evaluation. The prediction model, fitted or trained

on the training set only, produces predictions for each time point in the test set, and then the

forecast error is calculated for each prediction over the entire test set. In order to find out the

overall accuracy of predictions, individual forecast errors are assembled on the basis of the chosen

evaluation metric. This is called an out-of-sample error. If the error is calculated on data points in

the training set, which is already used for model fitting and training, this is called an in-sample

error. Among these two, out-of-sample error is generally considered preferable for the overall

predictions accuracy assessment since it is calculated on time-series data that has not been used

during the model fitting or training [36]. However, the outcome of the in-sample error is also

important in some cases, as will be seen and discussed in later sections.

Time-series point forecasts are evaluated by point-wise evaluation metrics, also known as

point-wise accuracy metrics. Point-wise evaluation metrics measure the forecast error from a

discrepancy between the predicted and observed values at each time step in the form of numeric

values, as described in Equation (2.3). A wide range of point-wise evaluation metrics, with their

distinct merits and demerits, have been reported in the time-series forecasting literature, and

each metric provides different types of information about the prediction outputs. Some of the

most commonly used point-wise accuracy metrics are listed below, along with their mathematical

formulations:

(2.4) (Mean Squared Error) MSE = 1/m
m∑

t=1
(xt − yt)2

(2.5) (Root Mean Squared Error) RMSE =
√

1/m
m∑

t=1
(xt − yt)2

(2.6) (Mean Absolute Error) MAE = 1/m
m∑

t=1
(|xt − yt|)

(2.7) (Mean Absolute Percentage Error) MAPE =
[

1/m
m∑

t=1
(|xt − yt|)/xt

]
×100

(2.8) (Correlation Coefficient) Corr =

m∑
t=1

(xt − x)(yt − y)√√√√[
m∑

t=1
(xt − x)2

][
m∑

t=1
(yt − y)2

]
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(2.9) (Relative Absolute Error) RAE =

m∑
t=1

(|xt − yt|)
m∑

t=1
(|xt − x|)

(2.10) (Root Relative Squared Error) RRSE =

√√√√√√√√√
m∑

t=1
(xt − yt)2

m∑
t=1

(xt − x)2

(2.11) (Coefficient of Determination) R2 =

m∑
t=1

(xt − yt)2

m∑
t=1

(xt − x)2

(2.12) (Coefficient of Variation) CV =

√
1/m

m∑
t=1

(xt − yt)2

x

In all of the equations above, xt is the actual value observed at time t, and yt is the predicted

value for time t. Furthermore, x and y represent the mean of the actual values and the mean

of the predictions, respectively, and m is the total number of point predictions. RAE and RRSE

are metrics that compare the actual forecast error to the forecast error of a simple (naïve)

model [48, 49]. To put it differently, these metrics evaluate whether a model outperforms a simple

baseline model, which can be an average method, moving average method, seasonal naïve method,

or persistence model. In the mathematical expressions defining these metrics, Equations (2.9) and

(2.10), the average method is chosen as a baseline model, as is typically done in the literature. It

is also important to note that there are many other metrics besides those defined above, including

variations of the above-described metrics, such as Mean Squared Percentage Error (MSPE), Mean

Absolute Scaled Error (MASE), Normalised Root Mean Squared Errors (N-RMSE), Root Mean

Squared Log Error (RMSLE), Weighted Absolute Percentage Error (W-APE), Weighted Mean

Absolute Percentage Error (W-MAPE), Symmetric Mean Absolute Percentage Error (S-MAPE),

Resistant Mean Absolute Percentage Error (R-MAPE), Adjusted R2, and others.

Evaluation of the accuracy of time-series predictions based on a collection of unseen observa-

tions is critically important. However, considering the dependency among adjacent observations

in time-series data, this is only possible with the training-test split of known time-series data, as

shown in Figure 2.4. This approach is, however, criticised for not making complete use of available
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data and allowing only a single accuracy evaluation on a test set [50–52]. In response to these

negative sides of this approach, standard cross-validation, which is based on the assumption that

observations in the underlying data are independent of one another, is modified specifically for

time-series forecasting. This version of cross-validation is known as time-series cross-validation

and also rolling origin. In standard cross-validation, data are split into K folds (parts). Each

part is then used in turn as a test set while all the other parts are used for model fitting or

training, resulting in K separate error measurements. This is illustrated in Figure 2.5a. However,

standard cross-validation is not applicable for time-series forecasts, as the successive measure-

ments are dependent on each other in time-series data. Therefore, it is modified into time-series

cross-validation. Similar to the standard cross-validation, the time-series cross-validation also

partitions the entire data into K parts. Every part except for the first part is then used as a

test set once, with the observations that occurred prior to the test set forming the corresponding

training set. As a result, the method eventually achieves K −1 independent realisations of the

error measure, and almost all parts of the data are used for both fitting/training and testing (the

first part is not used for testing, and the last part is not used for fitting or training). Finally, the

overall error measure is calculated as the average of the K −1 obtained error measures. This is

believed to provide more robust assessment results. An example of time-series cross-validation is

provided in Figure 2.5b, where K = 6. In this example, the entire time-series data is divided into

six complementary subsets, which results in five distinct training-test set pairs.

(a) (b)

Figure 2.5: Example of (a) 6-fold standard cross-validation and (b) 6-fold time-series cross-
validation.

Even though there are some works adopting cross-validation in the recent time-series fore-

casting literature, cross-validation has yet to be accepted as a standard procedure in the accuracy

assessment of time-series forecasts [52]. Practitioners and researchers still predominantly resort

to a simple training-test split approach (represented in Figure 2.4) to accomplish prediction meth-

ods’ parameter selections, to find the best-performing prediction model that must be deployed in
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the final application, and to inspect whether or not the newly proposed method performs better

than the alternative prediction methods [51, 53].

On the whole, evaluation metrics and how they are calculated generally have a fundamental

significance in analysing the overall performance of a prediction procedure that followed. As

will be shown in the following section, they are mostly used as a control mechanism to try to

ensure that a model performs optimally and generates time-series predictions without any issues.

However, most importantly, the bias resulting from the PFE, which is the main focus of the

present research, cannot always be detected effectively by these accuracy metrics. Even though

the predictions are affected by the PFE and they systematically fall one or a few steps back of

the actual values, the evaluation metrics usually fail to detect the temporal displacement in

predictions, and these metric results misleadingly suggest the prediction outcomes are accurate.

As a result, the PFE is commonly overlooked, and it is infrequently diagnosed or considered a

problem that can have serious repercussions in the end. Examples of the PFE and its implications

will be examined and presented in great detail in the upcoming chapters.

2.2 Some Practical Issues in Time-Series Forecasting and
Evaluation

Time-series forecasting has been receiving intensive interest from academia and industry. Re-

cently, in particular, time-series forecasting has been put into practice for a variety of purposes

in a wide range of domains. While it may seem simple and straightforward from a theoretical

perspective, achieving robust and unbiased predictions with a satisfactory level of accuracy and

reliable accuracy evaluation can be a complex task as many practical challenges and issues

are involved. Some of these issues, such as over-fitting, under-fitting, phase error, and double

penalty effect, are akin to and exhibit some degree of relevance to the PFE. Therefore, this

section considers the discussion of these practical issues that arise in time-series forecasting

and evaluation in order to contextualise the PFE proposed and the work presented in this thesis

among related works. This survey provides an understanding of the differences between the

proposed bias and the previously reported issues.

2.2.1 Under- and Over-Fitting Phenomena

The two most common practical issues in time-series forecasting are over- and under-fitting.

These issues are major factors inhibiting a proper prediction of future values and thus leading to

a poor forecasting performance. They essentially occur as a result of inadequate model fitting

or learning [54]. Under-fitting is observed when a model is too simple or not trained enough

and so not capable of capturing noteworthy regularities in a training set, whether through

memorisation or not. Over-fitting, by contrast, which is the opposite of under-fitting, is observed
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when a model is too complex or over-trained. In instances where it occurs, a model memorises the

data points in a training set, including noise and the peculiarities in the training set, instead of

learning the overall structural patterns, and so fails to generalise well outside the training set

[36, 55, 56]. Therefore, with under-fitting, as the patterns and regularities in the training set are

not sufficiently learnt and the precision of the learning is low, the prediction model cannot perform

well on either the training or test set, resulting in large in-sample and out-of-sample errors

[57, 58]. With over-fitting, on the other hand, the prediction model performs almost perfectly

on the training set, which it has memorised with very weak flexibility and adaptability, and

terribly on the test set, resulting in a small in-sample error but a large out-of-sample error

[57, 58]. Therefore, the existence of under- and over-fitting phenomena can be easily detected by

monitoring the evaluation metrics calculated across training and test sets [59]. As illustrated in

Figure 2.6, insufficiently low accuracy for both sets indicates the presence of under-fitting, while

a large gap between the accuracy of the two sets (where the in-sample error is significantly less

than the out-of-sample error) indicates the existence of over-fitting [57].

Figure 2.6: Good model vs. over-fitting vs. under-fitting (adapted from [60])

In [19], authors note that neither of these two phenomena is preferable over the other, as

a model over-fitting to the training set is just as bad as a model failing to identify and learn

systematic patterns in time-series observations. The mainstream view is that under- and over-

fitting should both be avoided, although this is, unfortunately, not always completely achievable

[54]. In the literature, there are several approaches that have been proposed in order to address

the issues of under- and over-fitting. The details of these approaches are beyond the scope of

this research; however, the author of [61] provides a succinct summary of the fundamental

principles behind those approaches in his lecture notes. These principles include reducing the

complexity of the prediction method, training the prediction method with more data, reducing its

learning/fitting ability, adding noise to the time-series data, simplifying the time-series data to

avoid excessive information, and using cross-validation to obtain better-tuned hyper-parameters

to prevent over-fitting. In contrast, prevention of under-fitting requires implementing measures

that are the exact opposite of those used to avoid over-fitting. As a consequence, it is suggested to

develop a model that is balanced between under- and over-fitting so that it is able to learn the

actual relationships between independent and dependent variables but does not memorise the

data in the training set [56, 61].
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2.2.2 Phase Error in Time-Series Forecasts

Time-series forecasts are defined by both the timing and amplitudes of a series of events. There-

fore, it is critically important to predict the timing of an event correctly, along with its amplitude

[62]. Within the literature, different terminologies are used to describe an error that arises when

an event is predicted to occur either too early or too late. These terms include phase error, phase

shift, and timing error; particularly for events predicted to happen too late, the terms time lag,

phase lag, and delay effect are also used [62–65].

In [66, 67], the authors effectively illustrate that the phase error, together with bias and

amplitude error, is one of the three main components forming accuracy metrics such as RMSE

and MSE. As a consequence, in order to achieve relatively better time-series predictions and

thus better metric values, the phase error must also be dealt with properly. One approach to

address intermittent and discontinuous phase errors, which are out of the scope of this thesis, is

to forecast ramp events, which refer to abrupt and significant fluctuations observed in time-series

data within a short period of time [64]. This aims to correctly predict the timing of ramp events as

well as their amplitude. In the context of electrical power, for example, there has been a growing

interest in the predictions of ramp events in solar (see [68–70]) and wind (see [71–73]) power

production to guard against the negative impacts of ramp events for greater safety, stability, and

economics of power systems and energy storage devices. Further, a novel evaluation metric, the

ramp score, has been proposed by the authors of [74] for assessing the quality of timing prediction

of significant ramp events through time-series data.

The systematic and continuous delay in time-series predictions, which is the primary focus

of this thesis, has received limited attention in the existing literature. Despite its widespread

occurrence, only a few previously published works explicitly discuss the delay effect or attempted

to resolve it [75].

The seminal work [62] can be credited as one of the earliest acknowledgements of delayed

time-series predictions. The authors of this work argue that the delay in predictions can be

attributed to the use of RMSE as the loss function for their neural network, which fails to

incorporate a penalty for temporally delayed predictions. Hence, they assert that any predictive

scheme exclusively reliant on RMSE will inevitably suffer from phase lag. As a result, in order

to prevent the occurrence of delayed predictions, they propose adapting the neural network

training scheme by integrating both the RMSE and a penalty for delayed predictions within the

loss function. To further enhance the flexibility of the approach and its robustness against the

temporal delay, they augment this approach with the utilisation of a genetic algorithm.

The authors of [65], [75] and [76] attribute the time delay in their time-series predictions to

the high correlation between sequential observations and the use of the most recent observations

in the input feature set. Therefore, the proposed solutions to the time lag issue in these papers
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focus on reducing the auto-correlation and excluding the most recent observations from the

input feature set through data transformations. In [65], for example, the authors decompose

the time-series data with a multilevel discrete wavelet transform to effectively prevent any

correlation between consecutive recordings. In [75], the most recent observed values used in

the input set are replaced with a moving average of previous values to avoid the delay effect.

Finally, the authors of [76] propose forecasting the relative differences between consecutive data

points rather than the absolute values in order to reduce the correlation causing the phase lag in

predictions.

Nevertheless, although these remedies seem to manage to reduce the time lag effect to some

extent based on the results of these studies, the appropriateness of their implementation remains

a subject of debate. This is because each of these solutions has its own drawbacks, i.e., the

potential loss of crucial information inherent in observed values and a substantial decrease in

overall prediction accuracy. Additionally, it is also noteworthy that these previously published

works concur on a key contention: the phase lag error is a constraint or perhaps the major

drawback of machine-learning methods, particularly those involving neural networks.

2.2.3 Double Penalty Effect

Considering the phase error in time-series forecasts, the authors of [74, 77–79] argue that

point-wise metrics are inappropriate for time-series prediction evaluation. This is due to the

fact that point-wise metrics simply compare the observed and predicted values at each time

step, and hence they lead to a double penalty effect (DPE). The DPE refers to a situation in

which point-wise metrics penalise temporally displaced predictions twice: first, where the event

actually should be, and second, where the event is predicted to occur – even if the length and the

amplitude of an event are correctly predicted in principle. In order to avoid this effect, the general

recommendation of research studies in the literature is to tolerate and not penalise small and

discontinuous displacements of predictions in time in order to avoid the DPE. In [77], for example,

the authors introduce an adjusted p-norm error measure that allows for small and discontinuous

displacements of predictions in time. This method partially drops the time dimension during

evaluation and provides some temporal flexibility to predictions. Based on the results of the tests

presented in [77], the authors conclude that the new metric they proposed is more suitable and

useful for volatile and irregular time-series data, whereas standard point-wise metrics are better

suited for time-series data involving mostly smooth and regular patterns. Another suggestion

for avoiding the DPE is to replace point-wise metrics with alignment-based metrics, such as

dynamic time warping, longest common sequence, parameterised forecast error metric, and move

split merge in the evaluation of time-series predictions [77, 78]. Alignment-based metrics first

calculate the optimal alignment between the predictions curve and observations curve and then

assess the accuracy of time-series predictions based solely on the optimal alignment between

them. Therefore, they do successfully prevent DPE. However, aligning the two curves in order
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to find the optimal match between them implies that the importance of the time dimension is

neglected. That is to say, the time order of data points is not preserved, and each is treated

independently. Such metrics are, therefore, deemed unsuitable for the assessment of time-series

predictions, where the time dimension and time order of the data points are inflexible. [77].

Ref. Evaluation Metric(s)
[44, 80] MAE
[46] Corr, RMSE
[81] Corr, MAPE, RMSE
[82] MAE, MAPE, Corr
[83] RMSE
[84–87] MAPE, RMSE
[88] RMSE, MAE, MAPE, R2

[89–91] MAPE
[92] S-MAPE
[93–95] MAE, MAPE, RMSE
[96] MAE, RMSE, N-RMSE
[97] Corr, MAE, RMSE,

RAE, RRSE

Ref. Evaluation Metric(s)
[98] RMSE, MAE, R2

[99] MAPE, CV
[100] MAPE, MSE, R-MAPE
[101] MAE, RMSE
[102] MAPE, MAE, R2

[103] MAE, MAPE, MPE, RMSE
[104] CV
[105] R2, RMSE, MAPE, MSE
[106] MAE, MAPE, MSE
[107] Corr, RMSE, R2

[108] MSE, RMSE, MAE, MAPE
[109] MAE, Corr, RMSE,

MAPE, , and SI

Table 2.1: Some of recent studies of electrical load forecasts and applied evaluation metrics.

Given the issues stemming from point forecasts and point-wise metrics, the literature strongly

considers switching from point forecasts to probabilistic forecasts in order to obtain robust

and reliable predictions mostly free of phase error and/or the DPE [79]. There has recently

been an immense increase in the number of works utilising probabilistic forecasting in various

domains, including electric load forecasting. A comprehensive review of probabilistic electric

load forecasting for various types of buildings and aggregation levels is provided in [47, 110].

Nevertheless, point forecasting methods and point-wise metrics continue to be popular in the time-

series forecasting literature. A number of these works, particularly recently published papers

studying electrical load forecasting problems for different types of buildings and aggregation

levels, are listed in Table 2.1, together with their applied evaluation metrics. Each of the works

listed in Table 2.1 has a different strategy and approach to different variants of the electricity

demand forecasting problem. From this table, it is evident that it is a common practice to use

multiple evaluation metrics and that the most popular metrics in electrical load forecasting are

MAPE and RMSE, which were used in 20 and 19 studies, respectively.

2.3 Summary

This review has given an overview of the background knowledge associated with the concepts

and features that are relevant to the rest of this research work. In this chapter, the fundamental
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concepts of time-series forecasting have been introduced first, and a brief introduction to time-

series forecasting methods and forecast accuracy metrics has been provided. Some of the critical

problems that were reported in the relevant literature have then been discussed. The discussion

of these issues is considered significant, as they seem to be the most relevant and similar to the

bias caused by the PFE that will be introduced in the next chapter and examined in the rest of

this thesis.
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3
PERSISTENCE FORECAST EFFECT: SYSTEMATIC DELAY IN

TIME-SERIES PREDICTIONS

W ith the integration of advanced metering and monitoring infrastructures and increased

computing capability in recent years, time-series forecasts have begun to play essential

roles in a wide range of industrial and scientific areas, including finance, medicine,

engineering, science, and a variety of others. Time-series forecasts are now commonly used as a

primary criterion for critical decision-making processes or as a core component that can bring

intelligence into smart systems or applications. This makes prediction accuracy and robustness

imperative. In the electrical power industry, for example, electrical load forecasting is a funda-

mental and vital task for facilitating the successful implementation of a variety of innovative

systems or strategies that next-generation modern electrical power systems, known as smart

grids, incorporate. These include smart energy management systems, real-time demand response,

demand-side management, and dynamic pricing [111]. Consequently, there is an immense lit-

erature on anticipating electrical power consumption accurately for all sorts of buildings and

aggregation levels, whose execution can be precisely challenging or, even, unachievable due to

various reasons. One of these reasons is an important form of bias that causes a systematic delay,

particularly in single-step time-series forecasts in point forecasts, that associate each future time

step with a single prediction outcome. When this bias occurs, it can jeopardise prediction validity

and robustness. Even though there are numerous published electrical energy demand forecasting

studies whose results display some level of systematic and continuous delay in predictions (some

of them will be presented in Chapter 8), this phenomenon has yet to be explored, investigated, or

commented upon in this domain.

This chapter will first describe the bias, which is labelled the Persistence Forecast Effect in this

thesis, that causes a systematic and continuous delay in time-series predictions. After that, the
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underlying reasons and conditions for the PFE to occur will be investigated. This will be followed

by an exploration of its implications, motivating its identification and evaluation, primarily in

the context of electricity demand forecasting.

3.1 The Persistence Forecast Effect

Time-series forecasts are defined by both timings and amplitudes of a series of events. Therefore,

in time-series predictions, it is critically significant to predict the timing of an event precisely

along with its amplitude. However, under some certain circumstances, which will be elaborated

on in Section 3.2, it is observed that particularly in single-step forecasts, predictions regress

towards one of the most recently observed values and thus predictions are displaced in time.

In this case, forecasting methods consistently predict the next value to be similar to one of the

current observations used in the input feature set, resulting in a series of predicted values that

is nearly identical to one of the most recently observed values. In more formal terms, given

Equation (2.1) defining single-step forecasts, prediction output (yt+1) rigorously approximates

one of the most recent observations (xi, i ∈ {t, t−1, ..., t−T}) used as an input variable in the

input feature set. Ultimately, the main characteristic of affected predictions is the shape of the

predictions is remarkably identical to the observed values curve, with the exception that the

predicted values are displaced one or a few steps in the future direction of time. In other words,

the model returns predictions approximating one of the most recently observed values, and as

a consequence, predictions trail actual data systematically and continuously one or a few steps

behind in time. The amount of delay is determined according to the past observation data, which

the prediction results approximate.

An example of time-series predictions affected by the PFE is given in Figure 3.1, showing

observed values of 24-hour electricity consumption of a household along with a series of forecasts

that follows the actual consumption values one step behind in time systematically and continu-

ously due to the PFE (yt+1 ≈ xt). Also shown in Figure 3.1 is the curve of prediction outputs of a

persistence model. The persistence model is a well-known naïve method that is mostly used as

a baseline method for testing the prediction ability of machine-learning algorithms [74, 92]. It

simply returns the value of the most recent observation (xt) as a forecast outcome for the next

time step (yt+1). In other terms, it relates the present and future values via a linear equation as

follows;

(3.1) yt+1 = xt

In the illustrative example depicted in Figure 3.1, the very simple and naïve persistence

model has a lower absolute error (6.526 kWh) than that of the advanced machine-learning method

(6.723 kWh). This comparative result is particularly important as it shows how the PFE can
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impact the robustness and validity of time-series predictions, even when they are produced by

one of the most successful time-series prediction methods.

Figure 3.1: A comparison of PFE-affected predictions produced by a machine-learning method
and predictions produced by a naïve persistence model throughout a day.

To describe such phenomena in predictions, terms such as time lag, phase lag, and delay effect

are used in the literature. However, these terms are inadequate to properly express the continuity

of the delay observed in time-series predictions. Hence, based on the striking resemblance

between the curve of the predictions of the persistence model and the curve of the predictions

suffering from the above-described bias, which can be seen in Figure 3.1, the term Persistence

Forecast Effect has been created to precisely describe this effect.

3.2 Reasons Behind the Persistence Forecast Effect

At present, in order to solve time-series forecasting problems, including electrical load forecasts,

various computationally intensive prediction methods utilising a variety of different input vari-

ables on which the output values are assumed to depend are applied. These methods generally

exploit underlying correlations and regular patterns in the observed data [111]. Therefore, high

volatility in historical data and a lack of regular patterns, often referred to as uncertainty and

inconsistency in time-series data within this thesis, considerably reduce not only the accuracy of

time-series forecasts but also their robustness and reliability. For instance, it has been reported

many times in the literature that achieving accurate and robust electricity consumption forecasts

at the household level is considerably difficult just because of the high volatility and the lack of

regularity in load demand [89, 90] that arises from a number of complex factors, such as dweller’s

habits and lifestyle, family income, cultural background, occupancy, location, weather conditions,

and more [81, 91, 93].

Given the importance of the observed data for time-series forecasts, the input feature set

usually includes a certain number of most recently observed values from the output domain,

see for example [90, 93, 112]. More formally, the most recent observations can be described as
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follows: given a time t, xt+1 refers to the value to be predicted in single-step forecasts, and xt

denotes the most recently observed value. Hence, the most recent observations can be expressed

by xt−i, (i = 0, 1, . . . , K), where K is the number of data points. These past observations from the

output domain are used as input variables in the input feature set with the purpose of helping

prediction methods as they infer future values from historical data [112, 113]. However, even

though the most recent observations from the output domain can be very powerful predictors

of future values, the data irregularity and volatility can make them significant contributing

factors to the occurrence of the PFE. The explanation for this is that due to high volatility and

pattern irregularity in historical data, prediction methods cannot learn enough about the past

and instead extrapolate from one of the most recently observed values used in the input feature

set.

When the PFE occurs, the particular past observation that the forecasting method will extrap-

olate the predictions from is determined by the correlation between the successive observations

from the output domain. This is because, owing to the irregular patterns in the historical data,

the only thing that prediction methods can do is to learn the superior correlation (similarity)

between observations from the output domain. Therefore, the number of time steps of the delay

caused by the PFE is determined by the past observations used in the input feature set and the

superior correlation between these points. If this is represented with mathematical notations,

given that the overall superior correlation is calculated to be between xt−q and xt+1 throughout

the entire data, and xt−q is one of the input variables used for predicting yt+1, then, when data

is irregular and volatile, each predicted yt+i, i ∈ N+, value is extrapolated from xt+i−q. Hence,

each of the prediction outputs approximate xt+i−q, resulting in a time-series of predictions that is

temporally displaced (delayed) by q+1 steps in time. Predictions thus systematically follow the

observed values q+1 time steps behind. For instance, by the nature of electricity consumption,

the supreme correlation is predominantly between two consecutive data points (xt and xt+1)

throughout the data. The prediction (yt+1) is, therefore, almost always extrapolated from the

most recently observed value (xt) when dealing with volatile and inconsistent electricity consump-

tion data. Consequently, each electrical load prediction output approximates the most recent

observation (xt), and that is why the predictions trail the actual data one step behind in time

(yt+1 ≈ xt), as shown in Figure 3.1.

To sum up, the occurrence of the PFE is determined by the characteristics of the underlying

data. It is mainly triggered by the uncertainty and irregularity in data, and the number of time

steps of delay is determined by the past observations used in the input feature set and the

superior correlation between these points. Conversely, if the data has strong enough regularity in

patterns or if it has a set of feature inputs explaining the irregularity in data, the PFE is quite

unlikely to take place.

It is of note once again that in this thesis, the PFE is mostly investigated in the context

of electricity demand forecasts. Given that the superior correlation in electricity consumption
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time-series data is mostly seen between consecutively recorded values, this research will usually

examine and address predictions delayed only one time step when they are affected by the PFE.

However, instances of larger PFE delays from different contexts will also be analysed in Chapter 7

(Section 7.6).

3.3 Implications of the Persistence Forecast Effect

One of the primary objectives of time-series forecasts is to be able to predict the future values

for a given time-series. However, the PFE assumes that the future will be similar to one of the

currents in the general sense, which ultimately ends up with a systematic temporal displacement

of predictions. Given the increased computing capability along with the amount of effort, money,

and time invested in producing accurate and robust time-series predictions, time-series prediction

methods, these days, are expected to be able to say more than the future value is going to be strictly

similar to one of the current observations. Even more importantly, such predictions affected by

the PFE and so delayed in time may also have major detrimental effects that risk the reliability

of final applications and studies.

The impact of the temporal displacement of predictions caused by the PFE on applications

varies for different applications depending on their tolerance to accommodate temporal displace-

ment of predictions. Applications that do not strictly require temporal accuracy can easily tolerate

a few steps of delay in predictions, but the functionality of smart applications that require precise

timing and temporal accuracy can be jeopardised by the PFE. Peak shaving, for instance, can be

given as an example from the electrical power context. In this context, peak shaving refers to

reducing power consumption for a short period of time to eliminate demand spikes in electricity

consumption that threaten network stability and the cost of energy [114, 115]. Peak shaving

is, therefore, critically important for network security and resilience, as well as the economy.

Proposals for reducing the amplitude of peaks in consumption to have a smooth and stable

demand curve include use of energy storage devices (batteries) and load shifting [116]. The ideas

behind these strategies are quite simple: use from batteries at peak times and recharge them

at off-peak times, or shift some of the tasks forming the peak demand to off-peak times. Hence,

these strategies require precise forecasts while allowing no temporal flexibility. However, in the

presence of the PFE, forecasts naïvely reproduce the current load, ending up with the predictions

of peaks and troughs are displaced in time. Such temporally displaced predictions may cause

batteries to be charged/discharged at a suboptimal time or tasks to be incorrectly scheduled,

potentially resulting in exacerbated peaks rather than shaving them. Eventually, similar to

the dramatic effect known as the avalanche effect in demand-response terminology [117, 118],

exacerbated peaks are highly likely to have noticeable negative consequences, such as causing

network infrastructure breakdowns, grid congestion, or necessitating more power production

to accommodate the extra demand at peak times. The authors of [77] point out that the delay
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in predictions of peaks may also result in uncharged batteries prior to the actual time of peaks,

ultimately ending up with unsuccessful peak shaving.

The PFE is a risk to all prediction contexts that exhibit volatile and uncertain load patterns,

including small grids (also called weak grids) [115]. Such grids supply electricity to a small group

of customers, and they generally serve areas with a limited number of consumers, such as islands

or wild and remote places. This type of grid is consequently known to have distorted and unstable

loads. Therefore, the PFE is quite likely to be observed in the predictions for such grids. This

could, in turn, negatively influence energy suppliers’ decision-making for strategies with limited

temporal flexibility, such as dynamic pricing, tariff adjustment, supply-demand balancing, and

network-level peak reduction.

Furthermore, unfortunately, many commonly-used point-wise evaluation metrics, such as

MSE, RMSE, MAE, and MAPE, described in Chapter 2 (Subsection 2.1.4), are often fail to identify

the PFE in predictions. The point-wise evaluation metrics quantify the prediction error from

the discrepancy between the predicted and observed values at each time step in the form of

numeric values (metrics). Therefore, even though the predictions are biased by the PFE and

follow the observed data one or a few steps behind in time, most of these popular point-wise

evaluation metrics cannot capture the delay in predictions and may mistakenly suggest that

the accuracy of predictions is considerably good. This might result in deceptive evaluation

metric results and overconfidence in predictions and prediction models. For instance, Figure 3.2

illustrates two different hypothetical forecasts for synthetically created data. One of these two

sets of predictions is not impacted by the PFE (Figure 3.2a), while the other is and follows the

actual data one step behind in time due to the PFE (Figure 3.2b). Nevertheless, the evaluation

metric results of these predictions, listed in Table 3.1, are virtually identical, which suggests

the accuracies of these two predictions are almost equivalent. Such deceptive metric results

might cause misplaced confidence not only in predictions affected by the PFE but also in the

forecast model producing such predictions. In the context of electrical power, for example, smart

(a) (b)

Figure 3.2: Two hypothetical forecasts produced for a synthetically created data: (a) predictions
do not suffer from the PFE (yt+1 ≈ xt+1), and (b) p redictions exhibit the PFE (yt+1 ≈ xt).
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Scenario RMSE MAPE
Predictions without the PFE (Figure 3.2a) 0.117 48.232
Predictions with the PFE (Figure 3.2b) 0.119 48.264

Table 3.1: MAPE and RMSE results of two hypothetical forecasts produced for a synthetically
created data.

systems or applications (such as dynamic pricing, peak shaving, and consumption scheduling)

built on top of such temporally delayed forecasts simply because of the deceptive evaluation

metric results suggesting the model can produce accurate time-series predictions could lead to

severe troubles for smart grid concepts and result in substantial losses for system operators and

energy consumers. According to [119], a 1% rise in forecast error translated to a roughly £10

million increase in annual operating costs for the United Kingdom in 1984. Given the increased

level of automation in all parts of the economy, building automated and smart systems on top of

predictions missing the temporal perspective owing to an unnoticed PFE will most certainly cost

much higher today.

The accuracy measured by evaluation metrics is not always the overriding factor in comparing

alternative time-series prediction models, but it is usually the most compelling criterion that can

be considered [16]. However, in addition to being a sign of poor time-series prediction generally,

the PFE is also a direct threat to the validity of comparative studies that rank methods in-

between. This is due to the fact that the PFE often creates inconsistent rankings or even rank

reversal of prediction methods. This, in turn, undermines the transferability of findings from

studies aiming to optimise forecasting methods or to compare the performance of forecasting

methods for a certain type of problem. Figure 3.3, for instance, visualises synthetically constructed

datasets (Dataset A and B) and predictions generated by two hypothetical prediction methods

(Method A and B), whose evaluation metrics are compared in Table 3.2. This example also has

two assumptions: i) Method A has already been scientifically concluded to be better than Method

B at learning time-series data and producing accurate time-series predictions; and ii) Dataset A

provides regular time-series data, whereas the data irregularity and volatility are significantly

higher in Dataset B. In consideration of these assumptions, therefore, Method A is expected to

outperform Method B in terms of the accuracy of predictions. For Dataset A, consisting of regular

patterns, Method A follows expectations and produces much better predictions compared to those

produced by Method B. The difference between the temporal accuracy of predictions produced by

Methods A and B is recognisable in Figures 3.3a and 3.3b and can also be seen in the evaluation

metric results shown in Table 3.2. The irregular and volatile patterns within Dataset B, however,

give rise to the PFE, and prediction outputs trail the actual data behind in time similarly for both

datasets (Figures 3.3c and 3.3d). As a result, the evaluation metrics of the Dataset B predictions

are calculated to be almost equal to one another with an indiscernibly small difference as a
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matter of course (Table 3.2). The results also show that the PFE removes the superior learning

capability of Method A. Consequently, even though it is already known that Method A is better

than Method B at learning time-series data and yielding accurate forecasts, this can no longer be

identified from the metric outcomes when the PFE occurs.

(a) (b)

(c) (d)

Figure 3.3: Forecasts of two hypothetical prediction methods (Method A and B) for two syntheti-
cally created datasets (Dataset A and B). Predictions produced for Dataset A do not exhibit the
PFE (yt+1 ≈ xt+1) while the predictions produced for Dataset B are biased by the PFE (yt+1 ≈ xt).

Dataset Pred. Method RMSE MAPE

Dataset A
Method A (Figure 3.3a) 0.077 19.567
Method B (Figure 3.3b) 0.132 36.726

Dataset B
Method A (Figure 3.3c) 0.167 56.223
Method B (Figure 3.3d) 0.164 56.294

Table 3.2: MAPE and RMSE results for hypothetical forecasts produced by hypothetical prediction
methods (Method A and B) for synthetically created datasets (Dataset A and B).

Considering the aforementioned potential problems that the PFE may cause, which will also

be studied and discussed comprehensively in Chapters 5 and 6 through observational electrical

energy demand data and contemporary prediction methods, it is vital that those using time-

series forecasts should be aware of whether their predictions are influenced by the PFE before

proceeding with their final applications or decision-making.
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3.4 Summary

This chapter has provided a formal description of an important form of bias that causes a

systematic and continuous delay in single-step time-series forecasts in particular. This bias is

called the Persistence Forecast Effect, which is inspired by its resemblance to a naïve persistence

model. In addition, this chapter has presented the underlying reasons for the phenomenon of

the PFE. It has been shown that the presence or absence of the PFE is determined by the

characteristics of the underlying data and that volatility and irregularity in data are the major

drivers of the PFE. The PFE manifests itself when prediction methods cannot find regular

patterns in historical observations to learn due to strong volatility in data, so they learn the

superior correlation between past observations from the output domain instead. As a result,

predictions approximate one of the most recently observed values used in the input feature set,

resulting in time-series predictions delayed one or a few time steps.

It is also worth highlighting that discontinuous temporal displacements of predictions occur-

ring at any point in time at random for all sorts of reasons with varying time steps backwards or

forwards should not be construed as the PFE. As a matter of fact, the PFE refers to predictions

that systematically trail the actual data one or a few steps behind in time since they are extrapo-

lated from one of the most recent observations used in the input feature set owing to the volatile

and inconsistent patterns in historical data.

Finally, this chapter has also evaluated the potential problems of the systematic temporal dis-

placement of predictions introduced by the PFE. An unnoticed PFE in predictions can negatively

affect the decision-making of experts or smart systems, as well as intelligent applications that do

not have the flexibility to manage temporally displaced predictions. Aside from that, most of the

popular evaluation metrics are not always able to capture the PFE, it might, therefore, cause

misleading metric results, paving the way for misplaced confidence in predictions. Consequently,

it has a direct impact on comparative studies aiming at ranking the methods based on their

performance for a certain type of problem and threatens the transferability of studies. Thus, it is

recommended that stakeholders take this bias into consideration in order to prevent undermining

the robustness and validity of methodological decisions made and to avoid its negative effects on

the operation of final applications and systems.

The next chapter will continue with the introduction of a novel shifting method that is

proposed for detecting the presence of the PFE in time-series prediction outputs.
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4
THE N-STEP-SHIFTING METHOD TO DETECT THE PERSISTENCE

FORECAST EFFECT

The PFE has been defined in the preceding chapter as the bias resulting in a systematic de-

lay in time-series forecasts, and its causes and implications have been explored. However,

its detection has yet to be discussed. This chapter, therefore, will now discuss how the

PFE can be detected and also introduce a new generic method that is proposed for the detection

of the PFE in time-series forecasts.

4.1 Introduction

Despite the challenges and problems discussed in Chapter 2, many time-series forecasting

research still mainly focus on point forecasts and utilise point-wise metrics [47, 110]. Given the

issues that the PFE may cause, discussed in Chapter 3 (Section 3.3), it is of great importance to

determine whether or not the predictions are influenced by the PFE before taking any action,

such as making critical decisions or developing smart applications that rely on such time-series

predictions with delays.

A time plot, which plots prediction outputs and actual measurements against time, is a very

efficient tool for analysing results and spotting anomalies, as discussed in [16]. Similarly, the

simplest way of detecting the PFE can be a visual inspection of a time plot, which is probably the

first approach that comes to mind. If time-series predictions are affected by the PFE, one should

see in time plot that the predictions curve is nearly identical to the actual measurements curve

but is systematically and continuously delayed by one or a few steps in time, as exemplified in

Figure 3.1. However, although the temporal delay caused by the PFE is explicit in the example

presented in Figure 3.1, the delays caused by the PFE may not always be so easily identifiable
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in plots, depending on various factors such as the data type, length, granularity, domain, plot

size, aspect ratio, resolution, graph type, and so on. For instance, the time-series predictions

demonstrated in Figure 4.1 are actually biased by the PFE and trail the actual data by one time

step delay. The delay in predictions, however, is not clearly visible upon visual inspection, and

instead, they deceptively appear to be perfectly aligned with the actual values. The reason for

this is not related to the nature or characteristics of the PFE, but rather the scale of the plot

being inadequate to clearly display a one-step delay in the predictions. Thereby, as it has been

seen in this example, visual inspection alone is not always sufficient for practical PFE detection,

in spite of the fact that it is still an essential supplementary tool. Furthermore, as discussed in

the previous chapter (Section 3.3), most of the well-known and widely used standard evaluation

metrics are unable to identify the presence of the PFE. Therefore, a computational approach

facilitating a mechanism for the detection of the PFE in time-series predictions is required. Given

that, to achieve quantitative detection of the bias, a novel n-Step-Shifting (n-SS) method, drawing

inspiration from the simple technique employed in [62], is presented below in this chapter.

Figure 4.1: An example of the PFE being visually unrecognisable.

This chapter will start with a formal definition of the proposed n-SS method. It will then

reformulate the n-SS method specifically for one step delays in predictions, which is the most

usual PFE in the electrical energy demand forecasting domain (instances of PFEs causing delays

more than one time step will be offered in Section 7.6). Finally, the weaknesses of the proposed

method will be discussed.

4.2 The n-Step-Shifting Method

As it has been explained in Chapter 3, the PFE occurs mainly as a result of a lack of regular

patterns in the underlying data, and a strong correlation between the sequential observations

determines the amount of the delay. When the effect arises, prediction outputs approximate

one of the values recorded most recently, which are also used as input variables in the input

feature set, and as a consequence, they trail the actual values one or a few steps behind in time.
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Accordingly, to detect the delay in predictions caused by the PFE, this thesis proposes the n-SS

method. This method suggests the recalculation of standard evaluation metrics after shifting the

predictions a few steps back in time (shift predictions to the past) or after shifting the time-series

of actual observations a few steps forward in time (shift observations right to the future). It

should be noted that in this thesis, all the visualisations and formulations utilise the former

strategy, which shifts the predictions a few steps back (n steps back) in time to the past. The

main idea behind the n-SS method is to show that shifting the predictions back in time yields

considerably better evaluation metric results, which approves the systematic and continuous

temporal delay in predictions by reason of the PFE.

Figure 4.2: Overall flow chart of the proposed n-SS method.

The proposed n-SS method, whose flow chart is also illustrated in Figure 4.2, contains four

steps:

Step 1: Calculate evaluation metric(s) for predictions/actual values as usual.

Step 2: Apply shift of predictions ‘n’ time steps to the past (or shift actual data ‘n’ steps to the

future).
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Step 3: Recalculate evaluation metric(s) for shifted predictions/actual values.

Step 4: Compare the evaluation metric results of Step 1 and Step 3. If the n-SS method results

in considerable improvements in accuracy (metric result), then it can be claimed that the

predictions exhibit the PFE. This can be summarised as in Equation (4.1).

(4.1)

n-SS=
 PFE-affected, if metric result of Step 3 is better than metric result of Step 1.

PFE-free, if metric result of Step 3 is not better than metric result of Step 1.

This four-step n-SS method is independent of a specific evaluation metric and, in principle, is

compatible with various widely recognised and extensively utilised point-wise evaluation metrics,

some of which have been outlined in Chapter 2 (Subsection 2.1.4). What is actually meant by

shifting the predictions a few steps back in time in a formal sense is that it assesses the prediction

error from a discrepancy between xt and yt+n rather than a discrepancy between xt and yt.

The n-SS method, therefore, modifies the well-known point-wise evaluation metrics, previously

defined by Equations (2.4) to (2.12), as follows:

(4.2) MSE∗ = 1/m
m∑

t=1
(xt − yt+n)2

(4.3) RMSE∗ =
√

1/m
m∑

t=1
(xt − yt+n)2

(4.4) MAE∗ = 1/m
m∑

t=1
(|xt − yt+n|)

(4.5) MAPE∗ =
[

1/m
m∑

t=1
(|xt − yt+n|)/xt

]
×100

(4.6) Corr∗ =

m∑
t=1

(xt − x)(yt+n − y)√√√√[
m∑

t=1
(xt − x)2

][
m∑

t=1
(yt+n − y)2

]
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(4.7) RAE∗ =

m∑
t=1

(|xt − yt+n|)
m∑

t=1
(|xt − x|)

(4.8) RRSE∗ =

√√√√√√√√√
m∑

t=1
(xt − yt+n)2

m∑
t=1

(xt − x)2

(4.9) R2∗ =

m∑
t=1

(xt − yt+n)2

m∑
t=1

(xt − x)2

(4.10) CV∗ =

√
1/m

m∑
t=1

(xt − yt+n)2

x

where n is the number of time steps by which the predictions are shifted to the past. The metrics

modified by the n-SS method are denoted by (∗). For example, MAE∗ is MAE modified by the

n-SS method.

The n-SS method does not actually shift the predictions to the past but simply adjusts evalua-

tion metric formulas as shown. However, the term shift and discussing visualising predictions

shifted in plots are helpful when describing the working principle of the n-SS method and the

notions behind it.

When the application of the n-SS method does not change the metric result at all, which is

very unlikely, or results in only a negligibly minimal increase or decrease in the metric result,

the decision on the existence of the PFE may become unclear or subject to doubt. In these cases,

implementing the n-SS method with one or more additional evaluation metrics that assess the

predictions from a different perspective can help to strengthen and confirm the presence or

absence of the PFE. This will be exemplified in the next chapter.

4.2.1 A Worked Example of the n-Step-Shifting Method Implementation

In order to illustrate how the proposed four-step n-SS method is supposed to be implemented

rigorously, a worked example demonstrating all the steps of the n-SS method through hypothetical

predictions is presented below for three different synthetic scenarios.
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(a) (b) (c)

Figure 4.3: Three hypothetical forecasts produced for three different synthetically created scenar-
ios: (a) Scenario 1, (b) Scenario 2, (c) Scenario 3.

Each of these three synthetically built scenarios with hypothetical predictions, visualised in

Figure 4.3, has a different PFE status; predictions for Scenario 1 (Figure 4.3a) are not affected by

the PFE, predictions for Scenario 2 (Figure 4.3b) follow the actual data one step behind in time

due to the PFE, and predictions for Scenario 3 (Figure 4.3b) are also affected by the PFE, but

they are delayed by two time steps. The purpose of this worked example is to show the practical

application of the n-SS method for computationally identifying the declared PFE statuses.

Step 1: Calculate evaluation metric(s) for predictions/actual values as usual.

It is of note once again that the n-SS method can be applied with any preferred evaluation

metric. However, as it is impractical to go through every evaluation metric available in the

literature, three of them are arbitrarily chosen for use with the worked example here. These

metrics are MSE, MAE, and RRSE, which are defined by Equations (2.4), (2.6), and (2.10),

respectively.

The results of evaluation metrics of the three independent scenarios are listed in Table 4.1.

Scenario MSE MAE RRSE
Scenario 1 (Figure 4.3a) 0.007 0.074 0.645
Scenario 2 (Figure 4.3b) 0.029 0.150 1.290
Scenario 3 (Figure 4.3c) 0.033 0.148 1.341

Table 4.1: MSE, MAE, and RRSE results of three hypothetical forecasts produced for three
synthetic scenarios built for the worked example.

Step 2: Apply ‘n’ time steps shift of predictions to the past.

In the second step of this worked example, two different values of n (n = 1 and n = 2) will

be considered. That is, the hypothetical predictions will be shifted one step back in time (n = 1)

and then shifted one more step to the past (n = 2). The objective of applying the n-SS method

with these two different n values is to demonstrate how the n-SS method changes the predictions
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(a) (b) (c)

Figure 4.4: One step shifted (n = 1) hypothetical forecasts produced for the three independent,
synthetically created scenarios illustrated in Figure 4.3: (a) Scenario 1, (b) Scenario 2, and (c)
Scenario 3.

(a) (b) (c)

Figure 4.5: Two steps shifted (n = 2) hypothetical forecasts produced for the three independent,
synthetically created scenarios illustrated in Figure 4.3: (a) Scenario 1, (b) Scenario 2, and (c)
Scenario 3.

and evaluation metrics when the PFE status varies with different n values. The one step shifted

and two steps shifted versions of the hypothetical forecasts are visualised in Figures 4.4 and 4.5,

respectively.

Step 3: Recalculate the evaluation metric(s) for the shifted predictions.

After shifting the predictions by n time steps (here: n = 1 and n = 2) to the past, the three

arbitrarily chosen evaluation metrics are recalculated, but for the shifted predictions this time.

The results of these evaluation metrics for the predictions that shifted by one step and two steps

are displayed in Tables 4.2 and 4.3, respectively.

Scenario MSE∗ MAE∗ RRSE∗

Scenario 1 (Figure 4.4a) 0.028 0.132 1.226
Scenario 2 (Figure 4.4b) 0.006 0.072 0.620
Scenario 3 (Figure 4.4c) 0.021 0.129 1.070

Table 4.2: MSE∗, MAE∗, and RRSE∗ results of one step shifted (n = 1) hypothetical forecasts
produced for the three synthetic scenarios created for the worked example.
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Scenario MSE∗ MAE∗ RRSE∗

Scenario 1 (Figure 4.5a) 0.036 0.166 1.379
Scenario 2 (Figure 4.5b) 0.030 0.146 1.311
Scenario 3 (Figure 4.5c) 0.002 0.045 0.402

Table 4.3: MSE∗, MAE∗, and RRSE∗ results of two steps shifted (n = 2) hypothetical forecasts
produced for the three synthetic scenarios created for the worked example.

Step 4: Compare the evaluation metric results of Step 1 and Step 3.

The final step of the provided worked example is to compare the evaluation metric results

obtained in Step 1 and Step 3 to identify whether shifting the predictions brings any improvement

in accuracy, which would indicate the PFE. The evaluation metric results are shown and visually

compared with each other in Figure 4.6. The results of these comparisons for each scenario can

be described as follows:

• Scenario 1: The n-SS method shows that the hypothetical predictions of this scenario are

not affected by the PFE, as values of MSE, MAE, and RRSE increase, meaning greater

error, with one-step shifting from 0.007, 0.074, and 0.645 to 0.028, 0.132, and 1.226,

respectively, and with two-step shifting to 0.036, 0.166, and 1.379, respectively. Overall, the

best evaluation metric values belong to the initial hypothetical forecasts.

• Scenario 2: For this scenario, one step shifted predictions yield by far the best accuracy, with

metric values of MSE=0.006, MAE=0.072, and RRSE=0.620. Therefore, the n-SS method

shows that the predictions of this scenario suffer from the PFE, and the predictions follow

the actual load one time step behind due to the PFE.

• Scenario 3: The two steps shifted predictions yield the best accuracy for this scenario,

which shows the PFE is present and causing predictions to be delayed by two steps. After

shifting the predictions by two steps to the past, the metric values of MSE, MAE, and RRSE

improve to 0.002, 0.045, and 0.402, respectively, from 0.033, 0.148, and 1.341.

To summarise, it can be deduced from the n-SS method outcomes that there is no PFE in

predictions in Scenario 1 (yt ≈ xt), whereas predictions in both Scenario 2 (yt+1 ≈ xt) and Scenario

3 (yt+2 ≈ xt) suffer from the PFE, which confirms the in-built PFE status of each scenario.

It is also interesting to determine what value(s) of n should be considered. The choice of n

is largely subjective and data-specific. Considering that the number of time steps of the delay

caused by the PFE is determined by the correlation between the successive observations from the

output domain used in the input feature set, auto-correlation analysis can serve as a reliable tool,

together with visual inspection where possible, to ensure the accurate selection of the value of n.
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(a) (b) (c)

Figure 4.6: Metric results of original predictions and n-SS applied predictions with n = 1 and
n = 2 using MSE, MAE, and RRSE metrics.

Auto-correlation calculates the degree of similarity between a time-series variable and a lagged

version of itself across successive time intervals [17, 24]. In other words, it measures how the

value observed at time t is related to the other values recorded at earlier points in time from the

same time-series variable. If the strongest auto-correlation of the time-series data is found to be

between xt and xt−e (represented by auto-correlation value at lag e), then the value of e must

be assigned to n (n = e). Another way of determining the value of n could be to use a brute-force

approach. This approach refers to the repetition of the n-SS method implementation for each

time point of each historically observed value used in the input set. For instance, if the currently

observed values ranging from xt to xt− f are used as input variables in the input feature set to

predict yt+1, then the n-SS method should be applied for each value of n from n = 1 to n = f +1

independently to explore whether any of these values brings a considerable improvement in

metric results, indicating the existence of the PFE.

4.2.2 The 1-Step-Shifting Method

As previously stated, the main focus of the present research is the PFE in the domain of electricity

demand forecasting, in which superior auto-correlation tends to be between consecutive data

points, as is often observed in time-series data. This means that any temporal delay in the

domain of electricity demand forecasting arising from the PFE overwhelmingly displays itself as

a systematic one time step delay. As a result, the forecasting results approximate the value of the

previous data point and hence follow the actual load values one step behind in time. Most of this

thesis, therefore, will deploy 1-Step-Shifting (1-SS), where n = 1. However, various values of n

(where n > 1) as part of the n-SS method will be considered in later chapters (Section 7.6) with

some data gathered from diverse domains.
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4.3 Limitations of the n-SS Method

The proposed four-step n-SS method facilitates a conceptually straightforward mechanism for

detecting the PFE in time-series forecasts. It is a generic method that is compatible with many of

the evaluation metrics commonly used in the time-series literature, expediting and easing its

deployment. Nevertheless, it does have a few constraints that restrict its applicability. These

limitations will be explored and discussed in this section. Each of these limitations will then be

exemplified with the experimental results in the upcoming chapters.

First, the proposed n-SS method necessitates that a time-series forecast has already been

performed in advance, implying that it does not prevent investing time, resources, and effort in

making a prediction. As the n-SS method relies on how shifting the predictions by a few steps

to the past affects the accuracy metric results, it is unable to detect the potential occurrence of

the PFE before the time-series forecast is carried out. Therefore, it can only be used as a control

mechanism once the time-series predictions are produced in order to make sure the model and

the prediction results are robust and reliable before proceeding with any further actions that rely

on time-series predictions.

Additionally, it is a common practice (see Table 2.1) and is recommended by many to deploy

multiple accuracy metrics [94] as part of a prediction evaluation, as each evaluation metric has

individual advantages and disadvantages and evaluates the accuracy of predictions from different

perspectives. However, although rare, the use of multiple metrics might result in conflict between

metrics regarding the existence of the PFE since each metric has different aspects. In other words,

while one metric might indicate there is a PFE in predictions due to improved metric values

after the n-SS method is applied, another metric could reflect that predictions do not exhibit the

PFE owing to increased metric result with the n-SS method deployment. This results in the n-SS

method producing an inconclusive PFE investigation and requires further scrutiny.

The proper functioning of the n-SS method requires a certain level of variance in the time-

series curve, which can be measured by the standard deviation. The standard deviation indicates

how much the data deviates from the mean of the series. If the standard deviation of either a

series of observed values or a series of predicted values is equal to or close to zero, the n-SS

method does not work as intended. This is because the n-SS method relies on how the metric

results change when predictions are shifted in time, but a flat curve, and near-zero standard

deviation, will mean that metrics will remain approximately constant as the predicted values are

shifted. This means that the n-SS method will be unable to yield significant changes to metric

values and will therefore be unlikely to indicate the existence of the PFE properly. Figure 4.7, for

example, represents three synthetically created scenarios with increasing levels of fluctuations

in observed values and hypothetical forecasts. Table 4.4 shows the standard deviation values of

these series and the accuracy metric results before (MAPE and RMSE) and after (MAPE∗ and

RMSE∗) the n-SS method is applied to each of the hypothetical forecast series. The hypothetical

predictions produced for each of these scenarios exhibit PFE and follow the actual data one time
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(a) (b)

(c)

Figure 4.7: Three hypothetical forecasts applied to synthetically created scenarios of increasing
data variance: (a) Scenario1, (b) Scenario2, and (c) Scenario3.

Scenario Std. Dev. RMSE vs. RMSE∗ MAPE vs. MAPE∗

Scenario 1 0.000 0.021 ↔ 0.021 18.289 ↔ 18.289
Scenario 2 0.030 0.031 ↓ 0.021 19.515 ↓ 14.283
Scenario 3 0.258 0.205 ↓ 0.053 68.885 ↓ 20.019

Table 4.4: Comparison of changes in the evaluation metric outcomes with the application of the
n-SS method (n = 1) for three different synthetic scenarios with different levels of fluctuations
(standard deviations) in observed values (Figure 4.7)

step behind. Therefore, the 1-SS method has been applied here, which also depicted in Figure 4.7.

The observed values of Scenario 1 are constant, and their standard deviation is 0.000, so the

1-SS method makes no change in metric results and cannot capture the existence of the PFE,

even though it is known that it is present in the hypothetical predictions. Changes in metric

results produced by the 1-SS method for Scenario 2 and Scenario 3 increase in direct proportion

to the standard deviation values of the scenarios, which are 0.030 and 0.258, respectively. To sum

up, the provided synthetic example confirms that the n-SS method requires a certain level of

variance (peaks and troughs) in both actual data and predictions to perform effectively.

Furthermore, in some particular cases, the n-SS method might suggest that the entire time-

series predictions is biased by the PFE despite only a part of the series being affected by the bias,

or vice versa. For instance, the PFE is not present in the first half (the first ten time points) of the
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Figure 4.8: Synthetic time-series data along with hypothetical forecasts whose first half is biased
by the PFE whilst the second half is not affected by the PFE.

Data RMSE vs. RMSE∗ MAPE vs. MAPE∗

First Half (without the PFE) 0.051 ↑ 0.133 32.313 ↑ 51.369
Second Half (with the PFE) 0.166 ↓ 0.037 56.937 ↓ 18.232
Whole Data 0.123 ↓ 0.098 44.625 ↓ 34.800

Table 4.5: Comparison of the evaluation metric results of original predictions and shifted predic-
tions illustrated in Figure 4.8.

hypothetical predictions illustrated in Figure 4.8 but is present in the second half (the last ten

time points) of the hypothetical predictions. This is seen in the predictions for early time points

being aligned with the synthetic time-series data but a delay appearing later. However, when

the n-SS method (n = 1) is applied to the whole series, the change in the accuracy metric results

(shown in Table 4.5) suggest that all the predictions are affected by the PFE. This is principally

because, in this case, the improvement in metric results brought about by the delay in the second

half is greater than the degradation in metric results seen from predictions of the first half of

the data series, as shown in Table 4.5. The improvement in the overall metric results when the

n-SS method is applied is directly related to the number of peaks and their amplitudes in the

parts with and without the PFE, and a different pattern in the actual data could reverse the

conclusion, leading to no PFE being indicated. The reasons for such scenarios along with how to

deal with them when they occur will be discussed later in Chapter 7.

Finally, as the n-SS method is proposed to detect a systematic and continuous temporal delay

in predictions, if the predictions are uncorrelated to the actual data, the proposed method might

not work properly. In such cases where there is no similarity or correlation between the actual

data and prediction outputs, it does not appear conceivable to talk about either the temporal

accuracy or inaccuracy or the PFE. For instance, Figure 4.9 represents a synthetically created

time-series data along with utterly uncorrelated predictions and one step shifted predictions.

In this fictitious example, applying the n-SS method would end up with either an increase or

decrease in metric results at random. However, this would not indicate the existence or absence of

the PFE, as the predictions curve and observations curve are completely dissimilar to each other.
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The n-SS method therefore requires a certain degree of similarity between the predicted and

observed series to be applicable for detecting the presence or absence of the PFE in predictions.

Figure 4.9: An example of a synthetically created time-series and hypothetical forecasts that
are very dissimilar, showing an instance of where the n-SS method is inapplicable. The plot also
shows the 1-SS applied predictions.

4.4 Summary

The n-SS method that is proposed for detecting the existence of the PFE in time-series forecasts

has been introduced in this chapter. The n-SS method is a conceptually straightforward method,

whose worked example has also been presented in this chapter. The proposed method relies on

the recalculation of evaluation metrics after shifting the predictions ‘n’ time steps back to the

past or shifting the observed data ‘n’ time steps to the future. This allows the existence or absence

of the PFE to be determined quantitatively. The chapter has also presented the 1-SS method as a

specific form of the n-SS method, where n = 1. The 1-SS method has been particularly described

as the PFE causes a one step delay in predictions in the context of electricity demand forecasts, in

which the PFE is mainly investigated in this thesis. Finally, this chapter has provided discussions

of the limitations of the proposed generic n-SS method and described under what conditions the

method may not operate effectively.

The following chapters will now expand upon the descriptions and definitions given in

Chapters 3 and 4 to explore how the data irregularity influences single-step forecasts (Chapter 5)

and multi-step forecasts (Chapter 6) in more detail.
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5
THE PERSISTENCE FORECAST EFFECT IN SINGLE-STEP AHEAD

FORECASTS

In Chapter 3, the PFE has been defined along with how and why it might occur and

the potential problems it might cause, highlighting the significance of why it should be

taken into consideration by stakeholders. Chapter 4 then has introduced the n-SS method

proposed for identifying the existence of the PFE in time-series predictions. These chapters have

drawn upon several hypothetical time-series examples to explain and illustrate various aspects

of the PFE and the n-SS method. The present chapter will now expand upon all the definitions

and descriptions by conducting an experimental study to exemplify the PFE and the n-SS method

deployment in a practical setting.

The experimental study, which will be presented in this chapter, is carried out with a large-

scale dataset and contemporary machine-learning methods. The purpose of the study is to explore

the PFE in single-step point forecasts, defined by Equation (2.1) and also visualised in Figure 2.3a,

and the application of the n-SS method. This chapter will also present a study of the repercussions

of the PFE, but now with observational time-series data, and finally, investigate further the

direct relationship between the occurrence of the PFE and underlying data characteristics.

5.1 Introduction

Previous chapters have given a theoretical treatment of the PFE and a formal introduction of

the n-SS method. This chapter now evaluates and demonstrates them within a practical context.

This thesis is concerned mainly with the PFE in the context of electricity consumption, so this

chapter uses residence-level electricity demand data. This type of data is exceptionally known to
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consist of volatile and irregular patterns [120, 121], which are the origins of the PFE occurring,

as discussed in previous chapters.

Household-level load forecasting has recently been receiving significant attention from both

scientific and industrial researchers seeking the greatest benefits of a wide range of modern power

system features, including demand response, demand-side management, and energy management

systems [122]. Accurate and precise energy demand forecasting at the household level is desirable

and offers numerous social, environmental, and economic benefits for both system operators and

dwellers [85]. However, it is often challenging to achieve due to the inherent uncertainty and

volatility of influencing factors [89, 90] and the small scale of household loads, which are affected

by various consumption activities [94, 123].

In this empirical study, therefore, the volatility and uncertainty within the household-level

electrical demand data are exploited in order to provide an in-depth exploration of the systematic

and continuous delay caused by the PFE and the suitability of the n-SS method to detect the

existence of the PFE.

5.2 Methodology

This section describes the empirical setup, including the large-scale dataset, prediction methods,

data analysis methods, and the n-SS method, deployed for the experiment that is conducted to

shed light on the identification of the PFE and the application of the proposed n-SS method.

5.2.1 Experimental Setup

The experimental study offered in this section replicates one of the previously published works to

avoid the assumption of choosing the set of data or methodologies supporting its arguments. This

approach also enables this thesis to establish that the PFE was already present but had gone

unnoticed in some published works. Therefore, the study presented in this chapter is based on

[89] and replicates relevant results from this paper, which has already been cited by thousands of

studies, emphasising its popularity in the electrical energy consumption prediction literature. The

authors of this paper publish their single-step forecast results on a publicly available dataset of

electricity consumption data for several households and deploy multiple prediction methods from

the Keras library [124] with Theano back-end [125]. Their use of multiple prediction methods

alongside data from various individual residences is highly relevant to the purpose of the present

experimental study and also provides comparisons of different prediction methods and households

with varying electricity consumption behaviours. Additionally, this thesis conducts clustering and

auto-correlation analyses on the household consumption data from several residences to explain

the association between the PFE and data irregularity.
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5.2.1.1 Dataset

In [89], the work whose methodology is followed, the authors use a dataset from a customer trial

conducted as part of the Smart Grid Smart City project (SGSC), which was a four-year project

initiated by the Australian Government together with participating industry partners [126].

The SGSC dataset is a standardised dataset providing electrical energy consumption data at

30-minute intervals for a large number of individual households in the state of New South Wales,

Australia. One of the strengths of this database is that it provides smart meter data collected with

the same instrumentation and methodology from various independent individual households.

Thus, it captures the variability of residential activities and diverse electricity consumption

profiles of households, which is of critical importance for the purpose of the empirical study

presented in this chapter.

Although the SGSC dataset serves half-hourly smart meter data for thousands of individual

residences, the authors of [89] utilise just a reasonably-sized subset of the SGSC dataset as they

find it unrealistic and time-consuming to use the full dataset. The subset they considered in their

study corresponded to 69 households (identified by 7- or 8-digit numeric IDs), for the proof of

concept. Therefore, identical to [89], the current work also uses the same subset of 69 households

with 92 consecutive daily load profiles from a 3-month time span (01.06.2013 – 01.09.2013),

covering the whole winter season in New South Wales, Australia. This three-month period of

time was initially chosen as it includes complete half-hourly electrical load data for all the 69

individual residences in the subset. Besides, the same training-validation-test split is applied as

they do in [89]: 67 days of data for training, 16 days for validation, and the remaining nine days

for testing.

In the study that is reproduced in this chapter, the authors test their prediction methods (ex-

plained in Subsection 5.2.1.2) with different numbers of recently recorded electricity consumption

values in the input feature set. They feed their methods with the two, six, and 12 most recent

observations separately. However, their results show that increasing the number of most recent

observations in the input feature set does not bring a considerable improvement in the average

accuracy of the subset. In fact, based on their outcomes, for some time-series prediction methods,

an increased number of current recordings in the input feature set results in even poorer accuracy

metric results. Therefore, for the experiment conducted in this thesis, it has been decided to use

only the two most recent observations in the input feature set, as this appears to be sufficient for

the proof of concept.

The other input features used in the experimental study are identical to those in [89]. It is

worth noting that the same input feature set is utilised for all 69 households, and it includes:

• Electricity load data recordings of the two most recent time steps (xt, xt−1).

• Day-of-week indicator (ranges from 0 to 6).

• Time-of-day indicator (ranges from 0 to 47).

• Weekend indicator (ranges from 0 to 1).
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Figure 5.1: A diagram illustrating the input feature set and forecasting framework.

The data preparation is also carried out in an identical manner to [89]: all the input features

are transformed to a standard scale (0, 1) independently, This is crucial to reducing the impact

of outliers and achieving consistent scaling across the features. To do this, one-hot encoding is

applied to time-of-day and day-of-week data, and min-max normalisation is performed for the

two most recent electricity consumption values, as illustrated in Figure 5.1.

However, it is of note that for one of the 69 houses (House 8568209) from the subset, electricity

consumption is approximately zero for a substantial part of the dataset, potentially because

the property was vacant. This includes the majority of the validation set and the entire time

Figure 5.2: Electrical load profile of House 8568209 over the three-month span, and the test set
in which all the values are approximately zero. Apparently, the consumption profile in the test
set differs significantly from that in the training set.
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span that defines the test set (see Figure 5.2). The electricity consumption taking place during

the test set, thus, seems entirely independent and irrelevant to the consumption profiles in the

training set. In order for the proper evaluation of the PFE for this household, therefore, a different

three-month date range would be needed, which would be a deviation from the reproduction of

[89]. For this reason, the PFE will not be investigated in this household’s predictions. However,

the prediction results of this household are discussed in Subsection 5.3.1 to clarify the reason

why it is unreasonable to investigate the PFE in such cases.

5.2.1.2 Prediction Methods

Electrical energy consumption forecasting has gained popularity among researchers and prac-

titioners over the last few decades. So far, dozens of methods have been developed, used, and

reported to address the numerous variations of load forecasting problems with varying time

horizons, aggregation levels, and building types. Among these methods, data-driven methods, i.e.,

statistical and machine-learning methods, most of which are listed in Chapter 2 (Subsection 2.1.3),

have recently gained immense popularity for electrical energy consumption forecasting research

because of their ease of use, practicability, adaptability, and high forecasting accuracy [127, 128].

In [9, 113, 129], the authors offer comprehensive reviews of most of these methods used for

forecasting building-level electrical energy consumption. In recent years, the interest in deep

learning methods, including RNN and CNN, has been constantly increasing. As a consequence,

in the literature, there have been a great number of research works employing deep learning

methods [130].

The study [89], from which relevant results are reproduced, is one of those studies developing

a deep learning method. The authors of this paper propose Long Short-Term Memory (LSTM)

RNN. Then, in order to validate the method they propose, they compare the accuracy of their

method with some benchmark methods, including Back-Propagation Neural Network (BPNN), K-

NN, EML, a sophisticated input selection scheme combined with a hybrid forecasting framework

introduced in [131], and two empirical methods (i.e., empirical mean and empirical MAPE

minimisation). Of these methods, only two contemporary machine-learning techniques, LSTM

RNN and BPNN, are considered in the current study, as these methods achieve overwhelmingly

better accuracy compared to the other methods, according to the results reported in [89].

The technical details of these two machine-learning methods, such as their working principles

and mathematical representations, are out of the scope of this study provided in this chapter.

Therefore, these details are not explained here, but their brief descriptions are provided instead.

Nonetheless, interested readers can find full details of BPNNs in [132–134] and of LSTM RNNs

in [83, 96, 135, 136].

BPNN is one of the multi-layer feed-forward neural networks [132]. It contains forward

propagation of the input signal and reverse propagation of an error signal [133]. The idea behind

reverse propagation is to minimise the difference between the output and expected output by
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fine-tuning the weights and thresholds of the nodes in the hidden layers based on the error

calculated on the output layer [132, 134]. Therefore, the learning process of BPNN divides into

two key phases of forward propagation, during which the output is calculated, and then back

propagation, during which the weights and thresholds of the nodes are adjusted, based on the

calculated difference between the output and the desired output [137].

RNN is a powerful method for successive data where the order of data matters as it has cyclic

backward connections feeding the network with the previous outputs to model the sequence [138].

As in BPNN, the learning process of RNN also has phases of forward and back propagation [139].

The fundamental difference is that RNN uses the output of the previous epoch as an input for

the current epoch with the purpose of modelling the effect of the value of the previous time step

to the value of the current time step [136]. As to LSTM, it is a specific RNN architecture that

was designed to model sequences and their long-range dependencies accurately [140] in order

to deal with the vanishing gradient problem that can occur in simple RNNs [46]. LSTM RNNs

consider the relations between successive data and have been successfully deployed in various

tasks dealing with successive data, such as language modelling, speech recognition, learning

word embeddings, audio modelling, handwriting recognition, image generation, and time-series

analysis [140–142].

In the present study, both of these methods are built with the same architecture and hyper-

parameters, mimicking [89]. The common architecture and hyper-parameter settings of the

methods are summarised in Table 5.1. The specific values for batch size, drop-out rate, and loss

function were not mentioned in [89]. Therefore, a default batch size of 32 and no drop-out are

applied. However, the Keras framework does not provide a default choice of loss function, and

hence a grid search has been carried out and MAE has been selected as it is the function that

resulted in the best reproduction of the results from [89].

Parameter Setting
Hidden Layers 2
Nodes on Each Layer 20
Epoch 150
Optimizer Adam
Learning Rate 0.001
Decay 0.0
Batch Size 32
Dropout Rate No Dropout
Loss Function MAE

Table 5.1: Hyper-parameter settings of the LSTM RNN and BPNN methods.
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5.2.1.3 Evaluation Metrics

As previously stated in Chapter 4 (Section 4.2), the n-SS method, proposed for detecting the

PFE in time-series forecasts, is functionally compatible with various widely utilised point-wise

evaluation metrics. Therefore, in order to confirm that the n-SS method facilitates a generic

mechanism that is compatible with different evaluation metrics, in this empirical study, multiple

evaluation metrics are applied, as has been recommended elsewhere [94] and is commonly

practised in the literature (see Table 2.1).

Among many options, three of the most popular evaluation metrics (see Table 2.1) in the

electricity consumption forecasting literature are chosen for the present study: RMSE, MAPE,

and Correlation, which are defined by Equations (2.5), (2.7), and (2.8), respectively. However,

being three of the most frequently used metrics is not the sole reason. MAPE and RMSE are

chosen as they complement each other in many aspects (see Table 5.2), and Correlation is included

as it measures the linear correlation (similarity) between two sets of variables. Besides, MAPE is

the only accuracy metric used in [89] whose results are partially reproduced in this chapter. As a

result, these three metrics are used to evaluate predictions and test the n-SS method from many

angles. The fundamental properties of these three metrics are summarised in Table 5.2.

RMSE
• Unit dependent (unit of data)
• Not always easy to interpret
• Not affected if some of the actual values are equal
to zero
• Vulnerable to extremely high errors
• More punishment for larger errors
(squares the errors)
• Depends systematically on the magnitude of
the error
• Penalises the negative and positive errors equally
• The smaller RMSE, the better prediction
• Can not be used to compare different series
because of their scale dependency

(a)

MAPE
• Unit independent (percentage)
• Easy to interpret
• It fails if some of the actual values are equal
to zero
• Vulnerable to close-to-zero actual values
• Penalises the errors equally
(not squares the errors)
• Depends systematically on the level of
the time-series
• Penalises the negative and positive errors equally
• The smaller MAPE, the better prediction
• Appropriate for comparing different series
since it is scale independent.

(b)

Correlation
• Unit free (-1 ,1)
• Easy to interpret
• Measures the strength of the relationship
between the relative movements of two sets
• Reasonable metric to compare the shape and
synchronicity of two set of variables
• Depends on the direction of the correlation
(whether positive or negative)
• The higher correlation, the better prediction.

(c)

Table 5.2: Properties of (a) RMSE, (b) MAPE, and (c) Correlation as evaluation metrics.
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As three independent metrics evaluating prediction accuracy from various perspectives are

used, it can be said that for a given individual household, predictions exhibit the PFE if MAPE∗ <
MAPE, RMSE∗ < RMSE, and Corr∗ > Corr. Conversely, predictions do not suffer from the

PFE, if MAPE∗ > MAPE, RMSE∗ > RMSE, and Corr∗ < Corr. Any other combinations other

than these two is considered inconclusive. This is also outlined by Equation (5.1).

(5.1)

n-SS=


PFE, if (MAPE∗ < MAPE) and (RMSE∗ < RMSE) and (Corr∗ > Corr)

No PFE, if (MAPE∗ > MAPE) and (RMSE∗ > RMSE) and (Corr∗ < Corr)

Inconclusive, otherwise

5.2.1.4 Statistical Data Regularity Analysis

Clustering analysis and auto-correlation analysis are performed to show that the PFE is directly

associated with the irregularity and volatility in the underlying time-series data and how the

number of time steps of the delay caused by the PFE depends upon the strong correlation

between the past observations used in the input feature set. In particular, the clustering and

auto-correlation results of households suffering and not suffering from the PFE are compared to

find and quantify the common characteristics of datasets subject to the PFE.

Clustering is an unsupervised learning method that groups objects based on their relative

similarity given some distance metric [143]. Clustering algorithms are widely employed in the

electricity demand prediction domain with the aim of improving the prediction accuracy, as in

[96, 100, 143]. In this study, however, clustering is used as a data analysis tool rather than as a

supporting tool that helps to obtain predictions with better accuracy. The clustering is used to

group the 92 daily load profiles (between 01.06.2013 and 01.09.2013) based on their resemblance

to one another. The total number of groups provides a measure of the regularity level of load

patterns from a household on a day-by-day basis based on clustering in line with [89, 90]. The

clustering, therefore, provides both visual and numeric representations of the regularity of daily

electricity consumption of households, allowing for easy comparison of the regularity levels across

multiple buildings.

Among available clustering methods, hierarchical clustering (see [144, 145] for technical

details) is chosen as: i) it requires only a few hyper-parameters to be selected; ii) it does not

need a predetermined number of clusters; iii) it explicitly identifies outliers; and iv) it is easy to

interpret.

Since the objects to be clustered in the current study are not single data points but a successive

data array of 48 data points representing a day, the correlation coefficient is chosen as the distance

56



5.2. METHODOLOGY

metric. To calculate the distance between individual objects or clusters, the average method

is performed. The threshold for assignment to the same cluster is set to corr = 0.75. In other

words, two daily electricity demand profiles are assigned to the same cluster if their correlation

coefficient is equal to or greater than 0.75. Table 5.3 lists the hyper-parameter selection of the

hierarchical clustering used in this work.

Parameter Setting
Similarity Metric Correlation Coefficient
Method Average
Threshold Value 0.75

Table 5.3: Hyper-parameter settings of the hierarchical clustering.

In addition to the hierarchical clustering, auto-correlation analysis is also performed to

evaluate the similarity between successive observations of the same time-series variable as a

function of the delay between the observations. In auto-correlation analysis, the distance between

observations is called lag. For example, in the current study with data points separated by half

an hour, lag 1 refers to the observation 30 minutes prior to the most recent one, and lag 48 to the

observation 24 hours earlier. Auto-correlation, thus, calculates the correlation of each value in

the series to lagged values across the entire dataset, offering a way to measure and understand

similarity within the successive observations. This also determines the number of time steps of

delay created by the PFE.

5.2.1.5 The n-SS method for the PFE Investigation

Once time-series forecasting is completed for each building, the n-SS method proposed in the

previous chapter is applied to identify which electricity consumption predictions are influenced

by the PFE. This method requires determining the value of n for each building beforehand.

In Subsection 4.2.1, two different approaches have been proposed to choose the value of

n: auto-correlation and the brute-force approach. Among them, the former strategy – auto-

correlation – is used here. Because the input feature set includes only the two most recently

recorded electricity consumption values, it is enough to compare the auto-correlation values at

lag 1 and lag 2, with the lag having the highest auto-correlation value becoming the value of

n. The auto-correlation values at lag 1 and lag 2 of each building are compared in Figure 5.3

side-by-side. It is evident from this figure that the auto-correlation values at lag 1 are always

greater than the values at lag 2 for all households, meaning that 1 must be assigned to n; (n = 1).

This means that the 1-SS method, introduced in Chapter 4 (Subsection 4.2.2) is deployed for each

of the 68 households to determine the existence of the PFE in predictions.
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Figure 5.3: Comparison of auto-correlation values at lag 1 and lag 2 for each of the 69 houses
studied. For all households, the auto-correlation values at lag1 are always greater than the ones
at lag2.

5.3 Results

This section will present the findings of the empirical study that is conducted with an electricity

consumption dataset and advanced time-series prediction methods, which are described above in

Section 5.2.

5.3.1 Prediction Results and Evaluation of the PFE Existence with n-SS

In order to accomplish the objectives of this study, the LSTM RNN method is deployed on each

of the electricity consumption data of 69 residences independently. The described LSTM RNN

is deployed for each building with identical architecture, hyper-parameter settings, and input

features, including electricity load recordings of the two most recent time steps. Following that,

the evaluation metrics are calculated from the original predictions, and then the 1-SS method is

applied to the predictions in order to investigate the PFE.

However, prior to moving on to the PFE results on a building-by-building basis, it is im-

portant to take an in-depth look at the prediction results of the household with approximately

zero electricity consumption for a substantial part of the dataset, including the whole test set

(demonstrated in Figure 5.2). For this household, the electricity consumption patterns in the

training set are completely dissimilar to the consumption patterns in the test set. This means

that the predictions produced are markedly different from the actual consumption values in the

test set, as can be seen in Figure 5.4. This disparity between the data curves renders discussion

of the temporal accuracy or the existence/absence of the PFE here inappropriate, as already

explained in Chapter 4 (Section 4.3). This building is, therefore, omitted from the wider PFE

evaluation, and the study continues with the remaining 68 individual households.
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Figure 5.4: Prediction outputs for House 8568209, whose electricity consumption values are
approximately zero across the entire test set.

Coming back to the PFE investigation, the default (MAPE, RMSE, and Corr) and the 1-SS

method applied (MAPE∗, RMSE∗, and Corr∗) evaluation metric results are presented together

in Section A.1 in the appendix in Table A.1. Additionally, Figure 5.5 shows how the accuracy

metrics of each building change with the application of the 1-SS method. This change formed

the basis for investigating the possible presence of the PFE. The metric results and changes in

them are evaluated for each building independently; the comparison of metric results from two or

more households is not necessary for the PFE investigation here and thus outside the scope of

this work. For clarity alone, it is worth elucidating that for MAPE and RMSE, a lower metric

value corresponds to better accuracy, while the opposite is true for Correlation. Therefore, the

prediction accuracy improves for any given household when MAPE and RMSE values increase

and correlation value decreases after the application of the 1-SS method.

Figure 5.5: Difference between the default and the 1-SS method applied evaluation metrics. The
bars are vertically aligned for each House ID. Results indicate that only the predictions of Houses
8273230, 8342852, and 8482121 are PFE-free, and only one household (House 8478501) has
PFE-inconclusive predictions.
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Based on the positive or negative changes in accuracy metrics produced by the 1-SS method

and Equation (5.1), the 68 households can be split into three groups in terms of the existence of

the PFE:

• PFE-free: All three metrics worsen after the 1-SS method is applied. This occurs for three

households: Houses 8273230, 8342852, and 8482121.

• PFE-inconclusive: One or two metric(s) improve while another worsens after the 1-SS

method is applied. This occurs for only one household: House 8478501.

• PFE-affected: All three metrics improve after the 1-SS method is applied. This occurs for all

the remaining 64 households, which is the large majority of the subset used in this study.

For instance, the 1-SS method indicates that the predictions of House 8342852 are not affected

by the PFE, as MAPE and RMSE values worsen (error increases) from 38.704 and 0.227 to 46.294

and 0.550, respectively. Meanwhile, the Correlation worsens (less alignment) from 0.941 to 0.643.

On the other hand, the predictions of House 8184653 are affected by the PFE, as MAPE and

RMSE improve (error decreases) to 20.150 and 0.107 from 38.724 and 0.252, respectively, and the

Correlation improves (better alignment) from 0.643 to 0.941. Finally, the MAPE value of the only

PFE-inconclusive building (House 8478501) drops from 51.373 to 46.553, indicating the PFE, but

the RMSE and Correlation values from the same building deteriorate from 0.167 to 0.220 and

from 0.834 to 0.702, respectively, indicating the absence of the PFE. An extensive and detailed

examination of the PFE in the predictions of this PFE-inconclusive household is provided in

Chapter 7.

An example of the 1-SS method deployment is shown in Figure 5.6, illustrating the original

and one step shifted predictions over 24 hours along with the actual consumption values of two

households: one from the PFE-free group (Figure 5.6a) and the other from the PFE-affected group

(Figure 5.6b). In Figure 5.6a, the curve of the original predictions matches with the curve of

the actual values significantly better than it does with the curve of the shifted predictions. The

opposite is the case in Figure 5.6b, where the temporal alignment between the shifted predictions

and the observed load values is substantially better than the temporal alignment between the

original predictions and the observed load values.

Taken together, according to the 1-SS results, only three of the households do not suffer from

the bias, whereas 64 of them explicitly exhibit the PFE. This reveals how widespread the PFE is

in electrical load forecasting at the household level and how difficult it is to make reliable and

robust forecasts for such time-series datasets.

The household which has the best (lowest) default MAPE value (17.555) is House 8685932

out of all the households in the dataset. If the performance of the prediction method and the

accuracy of its predictions were solely assessed according to the default evaluation metrics and

the PFE was completely ignored, as has commonly been done in the time-series literature so
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(a)

(b)

Figure 5.6: Illustration of the 1-SS method application on two predictions for two separate
electricity consumption datasets: (a) without the PFE (House 8342852) and (b) with the PFE
(House 9012348).

far, it could be inferred from the MAPE values in Table A.1 in Appendix A that the prediction

method performs the best on the electricity consumption data of House 8685932 and learns

the consumption patterns of this building much better than all the other buildings’ patterns.

However, in fact, the situation is actually the reverse. The MAPE value decreases to 9.443 with

the application of the 1-SS results, which shows that the prediction method does not learn the

historical patterns in this case but, instead, returns predictions approximating the most recent

consumption value. As a result, the predictions are temporally displaced, and they trail the actual

load values one step behind in time due to the PFE.

5.3.2 Evaluation of the PFE Implications

The potential implications of the PFE have already been described and demonstrated in Chapter 3

(Section 3.3). However, it is still valuable to explore them further through the prediction outcomes

of the empirical study using the observational time-series data introduced above and LSTM RNN,

one of the most popular and successful time-series prediction methods.
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Even though the 1-SS method is conceptually very simple, it can detect the presence or

absence of the PFE in all but one of the cases above. The default evaluation metrics by themselves,

however, are not able to capture such behaviours, causing a delay in predictions, or poor learning

of the training data by the prediction method. Therefore, this produces deceptive metric results,

which can result in misplaced confidence not only in predictions but also in models. Figure 5.7, for

example, juxtaposes MAPE and MAPE∗ values of 6 houses in three pairs of houses with PFE-free

and PFE-affected predictions. These pairs are chosen purely on the basis of their similar default

MAPE values, and in each pair, the default MAPE values are very similar to one another (e.g.

25.357 and 24.815 for houses 8273230 and 8487285, respectively). The default MAPE results

suggest the prediction method performs relatively similarly for the pairs 8273230 and 8487285,

8342852 and 8184653, and 8482121 and 8661542. However, when the 1-SS method is applied, the

evaluation metric values improve for the households with PFE-affected predictions and degrade

for those not subject to the PFE – as shown by MAPE∗ in Figure 5.7. Even though the absolute

overall prediction error in each pair of households during the test interval is very similar, for

predictions exhibiting the PFE, this error is almost exclusively determined by the cumulative

difference of the observed energy consumption between two time steps. Therefore, although the

prediction method is unable to perform proper learning from the electrical energy consumption

data of PFE-affected houses and predictions approximate the most recent consumption value,

default evaluation metrics misleadingly suggest that the predictions produced for those buildings

are as accurate as their pairs, leading to misleading determinations on predictions and models.

Figure 5.7: Paired MAPE and MAPE∗ values of three PFE-free predictions (Houses 8273230,
8342852, and 8482121) and three PFE-affected predictions (Houses 8487285, 8184653, and
8661542).

The PFE also raises the risk of misinterpretation of evaluation metrics when comparing the

success of prediction methods. This is tested with a comparison of the above-described LSTM

RNN and BPNN methods for six residential buildings, three of which have PFE-free predictions,

and the other three randomly chosen from those that have PFE-affected predictions. The LSTM
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RNN and BPNN are partly stochastic, so every run of them results in slightly varying forecasts.

Therefore, each is deployed five times independently for each of these buildings. The default

MAPE results are listed in Table 5.4. For buildings with PFE-free predictions, LSTM RNN

always performs consistently and significantly better than BPNN. However, for households with

PFE-affected predictions, the difference between default MAPE results of LSTM RNN and BPNN

is not significant, and the rank order between these two methods is not stable, preventing the

identification of the best-performing method. This is because, when the underlying data lacks

regularity, both methods are affected by the PFE to a very similar extent. Hence, both methods

extrapolate predictions from the most recent consumption value in the PFE-affected houses and

deliver very similar accuracy metric results for such PFE-affected households. To sum up, when

using the default evaluation metrics to compare alternative methods, the PFE can result in

evaluation metrics that separate methods only poorly – or even reversing the rank order between

them.

HouseID PFE Method MAPE1 MAPE2 MAPE3 MAPE4 MAPE5

8273230 No
LSTM RNN 25.210 24.617 24.971 25.029 24.688
BPNN 31.084 29.507 32.054 29.876 30.804

8342852 No
LSTM RNN 37.824 38.576 37.560 38.625 38.785
BPNN 63.641 68.311 66.885 65.307 63.558

8482121 No
LSTM RNN 31.303 30.839 30.941 30.471 31.434
BPNN 39.858 40.926 41.360 40.082 39.211

8181075 Yes
LSTM RNN 18.920 18.916 18.610 19.104 18.938
BPNN 19.206 18.610 19.778 18.888 18.821

8196621 Yes
LSTM RNN 36.807 35.709 36.355 36.765 35.907
BPNN 35.174 36.523 36.624 34.440 35.672

11081920 Yes
LSTM RNN 31.785 30.708 31.739 31.671 31.474
BPNN 31.532 30.275 32.569 30.476 31.587

Table 5.4: Evaluation of repeated runs of LSTM RNN and BPNN for a selection of houses from
the dataset.

5.3.3 Regularity Analyses Results

Hierarchical clustering and auto-correlation analyses have been deployed to obtain the quantita-

tive expressions of the differences between the regularity level of electrical load data from the

PFE-free and PFE-affected households. This allows the direct relationship between the irregular-

ity in the underlying data and the PFE to be studied in detail. Hierarchical clustering is used to

group the daily load profiles of a household throughout 92 days to examine the resemblance of

daily load profiles to each other. Auto-correlation is used to identify how successive data points are

correlated to each other, which also represents the correlation between electricity consumption of

successive days.
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5.3.3.1 Clustering Results

Hierarchical clustering, previously specified in Subsection 5.2.1.4, is performed for each building

in the dataset individually, and the results are shown in Table 5.5. In this table, the households

are sorted by the number of clusters, with fewer clusters indicating a greater similarity between

the daily energy consumption profiles over the 92 days of a specific household and thus better

regularity. It is important to note that outlier daily demand profiles that do not have any similar

daily profiles to be in the same cluster with according to the correlation distance metric are each

put in a separate cluster.

HouseID PFE No. of
Clusters

8342852 No 10
8273230 No 12
8482121 No 12
8804804 Yes 20

11462018 Yes 20
8478501 Yes 26
8466525 Yes 30
8680284 Yes 34
8334780 Yes 36
8557605 Yes 38

10692972 Yes 38
8291712 Yes 40
8198267 Yes 40
8419708 Yes 40
8181075 Yes 42
8687500 Yes 44
8196669 Yes 45

HouseID PFE No. of
Clusters

8198319 Yes 45
8196659 Yes 45
8519102 Yes 46
8617151 Yes 46
8350006 Yes 46
8459427 Yes 47
10509861 Yes 50
8257054 Yes 50
8196671 Yes 53
8685932 Yes 54
8273592 Yes 54
8149711 Yes 54
9393680 Yes 56
8661542 Yes 57
8328122 Yes 57
8196621 Yes 57
8733828 Yes 58

HouseID PFE No. of
Clusters

8347238 Yes 59
8504552 Yes 60
8376656 Yes 60
8655993 Yes 60
8198345 Yes 60
8184653 Yes 60
8145135 Yes 61
8326944 Yes 62
8147703 Yes 63
8351602 Yes 64
8673172 Yes 65
8211599 Yes 66
8566459 Yes 66

10595596 Yes 67
8156517 Yes 67
8451629 Yes 68
8176593 Yes 72

HouseID PFE No. of
Clusters

8308588 Yes 74
8487461 Yes 75
8679346 Yes 75
8487285 Yes 76
8264534 Yes 77
8432046 Yes 77
8496980 Yes 77

10598990 Yes 77
8257034 Yes 77
9012348 Yes 80

11081920 Yes 81
10702066 Yes 84
8540084 Yes 84
8618165 Yes 86
8487297 Yes 87
8523058 Yes 88
8282282 Yes 91

Table 5.5: Hierarchical clustering results of 68 residences, sorted by the number of clusters.

The clustering results show significant differences between the regularity levels of household

demand profiles. The most regular household has only ten clusters for its 92 daily load profiles,

whereas the household with the most variable load profiles has 91 clusters. This means that in

the most irregular household, only two daily load profiles are similar, and the other 90 daily load

profiles are judged to be dissimilar to each other. Figure 5.8 provides a visual representation of 92

daily load profiles for these two households. In Figure 5.8a, for instance, overlapping daily load

profiles demonstrate that they follow very similar patterns throughout 24 hours, highlighting

the regularity and consistency in the data. Conversely, in Figure 5.8b, it is hardly possible to

identify recurring patterns, revealing the lack of regularity in the data. The difference between

the regularity of the electricity consumption data of these two buildings is also apparent in

Figure 5.9, which shows the electrical load patterns for each building in 3D plots. In Figure 5.9a,

the load demands from House 8342852 exhibit noticeable patterns over the three-month period,
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(a)

(b)

Figure 5.8: 92 daily load profiles of (a) the most regular household (House 8342852) and (b) the
most irregular household (House 8282282). The complex data of House 8282282 manifests itself
here as chaotic daily consumption patterns, revealing the lack of regularity. The daily loads of
House 8342852 are more regularly structured.

explaining the lower number of clusters associated with this building. In contrast, the equivalent

data in Figure 5.9b for House 8282282, which had 91 clusters, show no explicit repetitive load

demands, implying almost every single day appears to have a unique load pattern.

It is noteworthy that the three houses, namely Houses 8342852, 8273230, and 8482121,

which exhibit PFE-free predictions, are positioned at the top of Table 5.5, showing that these

houses have the most self-similar and regular daily demand profiles among the 68 houses

considered. The considerable difference between the regularity of the daily load profiles of Houses

8273230 and 8487285, whose MAPE and MAPE∗ values were previously compared as a pair

above in Figure 5.7, is clearly evident in Figures 5.10a and 5.10b. The daily load profiles of

House 8273230 exhibit a consistent and structured pattern, whereas those of House 8487285

are considerably disorganised. The difference in their regularity is further supported by the

dendrograms presented in Figures 5.10c and 5.10d, which visualise the clustering results of these

two residences. Based on the clustering results, there are 12 distinct patterns in the 92 daily load
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(a)

(b)

Figure 5.9: Load profiles of (a) the most regular household (House 8342852) and (b) the most
irregular household (House 8282282) throughout the 92 days.

profiles of House 8273230, whereas there are 76 distinct patterns in those of House 8487285,

which quantitatively confirms the difference between the regularity of the daily load profiles of

these buildings.

Due to the irregularity and variability in the consumption data of House 8487285, prediction

methods are not able to learn the patterns from such data unless there are some extra features in

the input feature set that may explain the irregularity, making the data unlearnable. Therefore,

it seems once again that the only reason for the accurate default metric results (e.g., MAPE) for

House 8487285 is the PFE in predictions.
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5.3.3.2 Auto-Correlation Results

Auto-correlation analysis is performed to further study the differences between the PFE-free

and PFE-affected household-level electricity consumption data. Figure 5.11a shows significant

auto-correlation values at various lags throughout 48 hours for House 8273230, whose predictions

are shown to be PFE-free. In particular, the correlation values at lag 1 (0.693), lag 48 (0.687),

and lag 96 (0.607) are quite similar, showing the similarity between observations at the same

time on successive days. In contrast, Figure 5.11b shows the auto-correlation results for House

8487285, whose predictions are shown to be PFE-affected. Here, the correlation values are notably

decreasing towards lag 48 (0.234) and lag 96 (0.199), and are dominated by the correlation value

at lag 1 (0.728), ignoring the lag 0, which is self-correlation and always 1. This points out the

variability of observations recorded at the same time on consecutive days.

(a) (b)

Figure 5.11: Auto-correlation analysis of (a) a PFE-free building (House 8273230) and (b) a
PFE-affected building (House 8487285).

Furthermore, for the PFE-affected household, the auto-correlation value at lag 1 is much

higher than values at any other lag, including lag 2, which is also used in the input feature set

(see Figure 5.11b). This explains why prediction methods tend to extrapolate predictions from

the most recent value. In other words, in datasets with inconsistent and volatile patterns, the

current value is always most correlated to the value of the previous time step, and thus prediction

methods are most likely to forecast that the future will be similar to the present. Similarly, as can

be seen in Figure 5.11a, the auto-correlation value at lag 1 is higher than lag 2 for the PFE-free

household as well. However, the regular patterns in electricity consumption from this house

mean that prediction methods can exploit knowledge of the load at the same time of previous

days and so do not necessarily fall back on extrapolating from the most recent observation.
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5.4 Discussion
Given the strong within-household variability of the load demand profiles, as shown through

clustering and auto-correlation analyses – it is not surprising that prediction methods fail to

provide robust and temporally accurate predictions. Such instances should ideally be detected

during the prediction evaluation before investing more time and money in systems or applications

that rely on such unreliable predictions or models. Nevertheless, many of the accuracy metrics

available to the community are generally not able to do this.
The n-SS method provides a conceptually straightforward method to detect the PFE in time-

series predictions. It is important to note that although the ranking in Table 5.5 explicitly reveals

the relationship between the irregular patterns in the underlying data and the PFE, clustering

cannot be used as a tool to identify the PFE before the time-series forecasting is performed. This is

because, first, hierarchical clustering requires a choice of hyper-parameters such as the threshold

value (here, corr=0.75), and, second, clustering results rely on dataset features, such as dataset

length, granularity, and the like. While the ranking of houses is supposed to be independent of

these hyper-parameters, the absolute number of clusters is not. Therefore, there cannot be a

particular number of clusters that might be used as a threshold value to distinguish datasets

that are or are not subject to the PFE.
It is also worth considering the importance of the most recently recorded values used in the

input feature set overall. To this end, the resulting accuracy of the LSTM RNN approach is

compared when using and not using current observations in the input features for five randomly

selected houses from the subset. The accuracy results can be found in Table 5.6. Based on these

metric results, the models with the two most recent recordings in the input feature set always

yield more accurate predictions compared to the predictions produced by the models with no

currently recorded consumption value in the input feature set. This indicates that the most

recently observed values are still important predictors, and having them in the input feature set

is generally effective, although they are one of the important factors behind the PFE. To sum up,

similar to [112], it can be concluded that having a certain number of most recent observations

in the input feature set brings substantial improvement in prediction accuracy. In addition,

Figure 5.12 illustrates the prediction results of House 8540084, which is one of the five randomly

chosen households, with and without current recordings in the input feature set. It is evident

from this figure that the prediction method fails to yield accurate and correlated predictions

when there are no current recordings in the input feature set. However, when the most recent

recordings are included in the input feature set, the prediction method produces much more

accurate predictions that are almost identical to the actual load curve but delayed in time if the

PFE occurs. It is clear, then, that the most recent observations are of high value to prediction

accuracy but also important factors in the PFE. Therefore, the most recent observations should

be included in the input feature set to obtain a high degree of prediction accuracy, and then the

n-SS method should be used to identify the PFE when the underlying data provides insufficient

regularity to prediction methods.
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HouseID Most Recent Obs. MAPE RMSE Corr
in the Input Set

8196671
No 66.988 0.233 0.320
Yes 28.727 0.122 0.635

8350006
No 35.446 0.204 0.571
Yes 21.296 0.145 0.751

8432046
No 77.413 0.671 0.466
Yes 63.266 0.477 0.768

8540084
No 135.099 0.318 0.365
Yes 78.493 0.226 0.662

9393680
No 172.943 0.527 0.403
Yes 100.083 0.467 0.557

Table 5.6: Accuracy comparison with and without recently recorded values in the input feature
set with the evaluation metrics MAPE, RMSE, and Correlation.

Figure 5.12: The comparison of prediction results of House 8540084 with and without most recent
observations in the input feature set. The prediction method fails to yield accurate and correlated
predictions with no most recent observations included in the input feature set.

To conclude, it is important to highlight the prominent contributions of the empirical study

presented in this chapter. This study replicates the relevant results from [89] with the data and
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methods the authors use in this paper. Therefore, the empirical results convincingly demonstrate

that the PFE manifestly affects the results of some works previously published in the literature.

The study deploys two independent prediction methods for 68 individual households’ electricity

consumption data. Both methods return predictions either with or without the PFE, and their

results are consistent in terms of which houses have predictions that suffer from the PFE and

those that do not. This substantiates the fact that the PFE is not related to prediction methods but

is directly connected to the characteristics of the underlying data. Additionally, based on the data

regularity analyses provided in this chapter, it has been shown that the main reason for the PFE

is hidden in the initial data and its volatility and irregularity. Most importantly, only three of the

houses have PFE-free predictions, whereas predictions for 64 of them are PFE-affected, revealing

how widespread the PFE is at the household-level electrical energy forecasting. Finally, this study

demonstrates that the PFE is not always simple and obvious in predictions for observational

time-series data, as opposed to the examples presented through synthetic scenarios in Chapters 3

and 4.

5.5 Conclusion

This chapter has provided an experimental single-step point forecast study using a large-scale

dataset and recently widely-used machine-learning methods in order to explore further the PFE,

its causes, and its effects within a practical setting beyond the idealised cases considered in

earlier chapters. The empirical study has shown the PFE in single-step forecasts as well as the

application of the n-SS method in identifying the PFE. Furthermore, the implications of the

PFE and the relationship between the PFE and data irregularity have been demonstrated on

observational electricity consumption data.

The PFE has been investigated using an electrical energy consumption dataset of 68 individual

houses by deploying the advanced machine-learning techniques, LSTM RNN and BPNN and

following the methodology of a recent, peer-reviewed study. The results have shown that standard

evaluation metrics are insufficient to detect the PFE. According to the n-SS results, it has been

calculated that only three of the houses (%4.41) have PFE-free predictions, whereas predictions of

64 of them (%94.11) are PFE-affected, and the remaining household (%1.48) is PFE-inconclusive.

Finally, the analysis of similarity between-day and within-day through hierarchical clustering

and auto-correlation has allowed a more formal description of the PFE to be made.

The next chapter will further look at the PFE in the context of multi-step forecasts. This will

be followed by an exploration of the applicability of the proposed n-SS method in a multi-step case.

Some of the outcomes of the present chapter will be used as the backbone of the work presented

in the following chapter.
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THE PERSISTENCE FORECAST EFFECT IN MULTI-STEP AHEAD

FORECASTS

In earlier chapters, the PFE has been described as a systematic and continuous delay in

time-series predictions caused by volatility and irregularity in the underlying data. Then

in the previous chapter, this effect in single-step forecasts and the application of the n-SS

method for identifying PFE in single-step forecasts have been examined. Single-step forecasts

only predict one time step ahead, and so always have the most recent observations available.

However, this is not the case within multi-step forecasts, which is defined by Equation (2.2) and

also visually represented in Figure 2.3b. In multi-step forecasts, the forecasting horizon is not

limited to only one step in future but rather comprises several time points in multi-step forecasts.

Therefore, the most recent observations, on which the prediction outputs merely rely when the

PFE occurs in single-step forecasts, are not completely available for all the time points in the

forecasting horizon. This suggests that the behaviour of predictions affected by volatility and

irregularity in multi-step forecasts may differ from that of single-step forecasts.

Therefore, this chapter will now delve into the examination of how irregularity and volatility

in data affect multi-step forecasts, how this effect shows itself, and why. This will be followed by

analyses of the applicability of the proposed n-SS method in multi-step forecasts. In addition, an

experimental study, similar to that conducted in Chapter 5, will be presented in order to study

the bias and the n-SS method with observational data and machine-learning methods.

6.1 Introduction

Time-series forecasting can be performed for both single and multiple steps ahead in time [146].

Although single-step forecasts are quite effective in handling the continuity and periodicity of
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time-series data, they fall short of capturing long-term trends [147]. Hence, single-step forecast

outputs are not able to offer any information about the time ahead of one time step in the

future [148], which may make them insufficient to ensure the reliability and robustness of final

applications or systems depending on their ultimate purpose [149]. Robust multi-step forecasts

are, therefore, considered desirable and essential in such cases. In the time-series context, multi-

step prediction can be described as a task aiming to forecast multiple time steps into the future

with no output measurement before the entire forecasting horizon has been predicted [148, 150].

Multi-step forecasts are known to be even more challenging and complex tasks compared

to single-step forecasts [135, 146, 151]. This is essentially because the longer the forecasting

horizon, the more difficult it is to get accurate predictions [36]. This is mostly owing to some

additional issues and complications that multi-step forecasts have to deal with, such as rising

uncertainty across the forecasting horizon, accumulating errors in each time step, reducing

accuracy along with the greater number of time points to forecast, and reducing flexibility

due to a fixed prediction model [146, 147, 152]. If a multi-step time-series forecast is already

a challenging task, performing it on volatile and irregular data, which are advocated to be

underlying reasons behind the PFE, to achieve steady and accurate results is even more difficult.

In single-step forecasts, irregularity and volatility in the data cause prediction methods to

extrapolate the predictions from one of the most recent observations used in the input feature

set, resulting in a series of predictions that trails the series of observations one or a few steps

behind. However, the most current observations are not yet available for all the time points in

the forecasting horizon of multi-step forecasts. More formally, in single-step case, it is always

only yt+1 to be predicted, and all the historical observations up to time t (i.e. xt, xt−1, xt−2, etc.)

are known and recorded, as described by Equation (2.1). On the other hand, in the multi-step

case defined by Equation (2.2), since the forecasting horizon is larger than one step, the historical

observations to be used in the input feature set are available only for the next few time steps

but not known yet for the majority of the time points in the forecasting horizon. For instance,

in multi-step case, for the first time step of the prediction horizon (yt+1), the two most recent

past observations xt and xt−1 are known and available to be included in the input feature set.

However, for the last time step of the prediction horizon (yt+H), where H ≥ 3, the two most recent

observations xt+H−1 and xt+H−2 are not available yet. That is to say, for yt+H , the most recent

past observations to be used in the input feature set are not available. Therefore, the systematic

delay observed in single-step forecasts does not necessarily seem possible in multi-step forecasts,

even though the predictions are still negatively affected by irregularity and volatility in the data.

To further examine this, this section offers an empirical study, similar to the one presented in

the previous chapter, to evaluate the effect of data irregularity on multi-step forecasts and to

investigate the effectiveness of the n-SS method in a practical setting.
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6.1.1 Strategies for Multi-Step Time-Series Forecasting

Before commencing the experimental study, it is helpful to discuss the strategies used for multi-

step time-series forecasts. According to [146, 151], there are five different fundamental strategies

proposed in the literature in order to deal with multi-step time-series forecasting tasks (see

Figure 6.1). Three of them are recursive strategy, direct strategy, and multi-input multi-output

(MIMO) strategy. The others are basically hybrids of two of these three strategies: DirRec

strategy, which combines the recursive strategy and the direct strategy; and DirMO strategy,

which combines the MIMO strategy and the direct strategy. The details of these strategies and

how they achieve multi-step forecasts, given by Equation (2.2), are shown below. Please note that

alternative terminologies sometimes exist in the literature for these strategies.

Figure 6.1: Strategies for multi-step forecasts.

6.1.1.1 Recursive Strategy

In the recursive strategy, a single model f is trained to perform a single-step forecast. The same

pre-trained model f is then deployed iteratively for each time point in the forecasting horizon of

multi-step forecasts (H). That is to say, the pre-trained model f first predicts the next time step

(yt+1), then the prediction output is fed into the same single-step model f as an input feature to

predict the subsequent time point (yt+2). This procedure is successively repeated until the last

value of the desired multi-step forecasting horizon (yt+H) is predicted. The main architecture of

the recursive strategy is shown in Figure 6.2.

This strategy takes the conditional dependencies between the successive data points into

consideration by using the prediction output of the previous time point as a part of the input vari-

ables for producing the next prediction. However, it may potentially yield inaccurate predictions

as it is sensitive to the accumulation of forecast error (also known as forecast error propagation)

throughout the forecasting horizon [152, 153].
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Figure 6.2: The architecture of the recursive strategy.

6.1.1.2 Direct Strategy

The purpose of the direct strategy is to develop independent forecasting models for each time point

in the forecasting horizon of multi-step forecasts (H). For example, model f1 is trained to predict

yt+1, model f2 is trained to predict yt+2, through to model fH is trained to predict yt+H . This

strategy is immune to the forecast error accumulation that the recursive strategy suffers from, as

it does not use any predicted value as an input variable for the next time step [135, 153]. However,

since it requires multiple models and their independent training, it is computationally expensive

[151, 152]. More importantly, every model and prediction output is completely independent of the

others in this strategy. This means it ignores the statistical dependencies between data points in

time-series data. The architecture of the direct strategy is illustrated in Figure 6.3.

Figure 6.3: The architecture of the direct strategy.
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6.1.1.3 Multi-Input Multi-Output Strategy (MIMO)

The MIMO strategy involves developing a single model f that is capable of predicting the entire

forecast sequence in a one-shot manner. The previous two strategies can be considered single-

output strategies since each model produces only one prediction output. However, in this strategy,

the trained model f provides predictions for all the time points in the forecasting horizon (H) at

once, as shown in Figure 6.4.

Figure 6.4: The architecture of the MIMO strategy.

This strategy preserves the complex dependencies between the consecutive data points in

time-series data while also avoiding the accumulation of forecast error [152]. However, since

there is only one fixed model yielding all the predictions at once, this approach might be deemed

to be inflexible for the entire multi-step forecasting horizon [151].

6.1.1.4 DirRec Strategy

The DirRec strategy combines the architecture and principles of the direct strategy and the

recursive strategy. That is to say, independent forecasting models are developed for each time

point in the forecasting horizon (as in the direct strategy), and each model uses the very last

predicted value produced for the previous time step (as in the recursive strategy) by another

model. The architecture of this strategy is illustrated in Figure 6.5. The major disadvantages of

this strategy are that it is costly in time and also computationally expensive [152].

Figure 6.5: The architecture of the DirRec strategy, combining the direct strategy and the
recursive strategy.
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6.1.1.5 DirMO Strategy

The DirMO strategy is a combination of the architecture and principles of the direct strategy

and the MIMO strategy. In the DirMO strategy, separate models are developed (as in the direct

strategy) for sub-groups of the entire forecasting horizon (H). In other words, the forecasting

horizon is decomposed into v sub-groups including the same number of time points (w) to be

predicted, meaning that (H = v×w). For each sub-group, an independent model yielding multiple

outputs at a time is developed (as in the MIMO strategy). This architecture is shown in Figure 6.6.

Figure 6.6: The architecture of the DirMO strategy, combining the direct strategy and the MIMO
strategy.

When the value of v is 1, the model corresponds to the direct strategy, and when the value

of w is 1, it corresponds to the MIMO strategy [151]. Finding the best configuration of v and w

values can, therefore, be handled as an optimisation problem based on the requirements of the

intended application and the problem domain.

6.2 Methodology

This section describes the experimental settings of the study that is carried out with a large-

scale dataset and an contemporary prediction method. This is designed to give insight into how

multi-step predictions are affected by volatility and irregularity in data, to illustrate how this

effect differs from the PFE and why, and to explore the applicability of the n-SS method in the

multi-step case.

6.2.1 Experimental Setup

Considering the purpose of the experimental study presented in this chapter, the study performs

a one-day-ahead prediction, yielding 48 predicted values (H = 48) for the electricity consumption
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of the next 24 hours. This uses household-level data from the same subset of the SGSC dataset

that was also used in the study presented in the previous chapter. Using the same household-level

electricity consumption data subset for this study as well is useful as the dataset: i) allows the

PFE to be investigated in the context of electricity demand forecasts in this thesis; ii) provides

data from numerous buildings, some of which are PFE-affected and some of which are PFE-free,

and these buildings were already established in the previous chapter; and iii) the statistical

regularity analyses of the data from individual buildings were determined in the previous chapter.

To deal with the complex multi-step household-level electrical load forecasting problem, this

study considers three alternative strategies: the recursive strategy, the MIMO strategy, and

the DirRec strategy. These three strategies are chosen as they are the only ones that consider

maintaining the stochastic and intricate dependencies between successive data points, which is

vital for obtaining robust and reliable predictions in the electricity consumption domain.

The same single-step prediction method, LSTM RNN, which is already described above in

Chapter 5 (Section 5.2.1) is used here as well. For the recursive strategy, the LSTM RNN method

is used with the same architecture and hyper-parameters as in the previous chapter. However,

the method has to be adapted to work with the MIMO and DirRec strategies, though. With the

MIMO strategy, LSTM RNN was trained to learn the daily consumption patterns as a whole

starting from midnight (00:00 a.m.), so that it produces 48 predicted values at once, which is the

forecast outputs for the next day. Similarly, the DirRec strategy produced independent models

for each prediction output, so each was trained with data rows tagged with the corresponding

Figure 6.7: A diagram illustrating the architecture of the implemented recursive strategy with
the input feature set.
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Figure 6.8: A diagram illustrating the architecture of the implemented MIMO strategy with the
input feature set.

Figure 6.9: A diagram illustrating the architecture of the implemented DirRec strategy with the
input feature set.

time stamps. For instance, the model LSTM RNN11, which yields the predicted value of yt+11 for

the time 05.30, is trained only with the rows having the time stamp “05.30”. The architecture

of these implementations of the recursive, MIMO, and DirRec strategies with the LSTM RNN

method and the input feature set are represented in Figures 6.7, 6.8, and 6.9, respectively.

6.3 Results

This section presents the outcomes of the empirical study that is conducted with an observational

electricity consumption data and a prediction method with the objective of exploring the influences

of data volatility on multi-step forecasts and the practicability of the n-SS method implementation.
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6.3.1 Prediction Results

In order to generate day-ahead (midnight to midnight) multi-step forecasts, the method and

strategies outlined above are applied to the electrical load data of 68 households, three of which

are PFE-free and 64 of which are PFE-affected, as established in Chapter 5.

The multi-step forecast results of the three PFE-free households (Houses 8342852, 8273230,

and 8482121) consistently showed no temporal displacement that might imply the presence of

the PFE. This is, however, not the case with the data from the 64 PFE-affected households, in

which the multi-step predictions curves are completely uncorrelated to the actual data curves.

Neither the timings nor the amplitudes of a series of events match with the actual observations

properly, resulting in a very poor alignment of predictions and accuracy. However, despite the

fact that the predictions are clearly influenced by the irregularity in data, this effect is not in a

way that they systematically and continuously follow the actual data one or a few steps behind

in time. They are either a flat line with minimal fluctuations or a series of predictions full of

arbitrary peaks and troughs.

For example, Figure 6.10 shows the day-ahead multi-step forecasts for three households

together with their single-step forecasts, which demonstrates their PFE status. One of these

three households is randomly chosen from the three PFE-free households, and the remaining two

are randomly chosen from the 64 PFE-affected households in such a way that both of the two

possible uncorrelated cases are represented. Similarly, the days to be predicted are also chosen

randomly and separately for each building from their test set. It is apparent in Figure 6.10 that

the day-ahead prediction curves produced for each building by the three different multi-step

strategies are quite similar to each other within the building, no matter the building is subject

to the PFE or not. For House 8482121, whose predictions have previously been identified to

be PFE-free in the single-step case (Figure 6.10a), the multi-step predictions curves show no

temporal displacement and are almost identical to both the actual measurements curve as

well as the single-step predictions curve. On the other hand, for Houses 8487285 and 8661542,

whose single-step predictions have been calculated to be PFE-affected, it is hard to claim that

the multi-step ahead predictions closely follow the actual load pattern or are systematically

delayed in time. Instead, the multi-step predictions curves are either approximately flat line with

minimal fluctuations (Figure 6.10b), or composed of seemingly arbitrary peaks and troughs that

are dissimilar to the actual load patterns (Figure 6.10c). Neither of these outcomes is similar to

the systematic delay in predictions observed in the single-step case.

As a consequence, although the high level of irregularity in the underlying data causes

the PFE, a systematic and continuous delay, in single-step time-series forecasts, the way it

affects multi-step forecasts is completely different; the effect now manifests itself as totally

uncorrelated and dissimilar predictions rather than an explicit delay, regardless of the multi-step

strategy implemented. The difference between multi-step predictions and actual load values is so
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significant that it does not seem appropriate to make a determination regarding the absence or

presence of the PFE or temporal displacement in such cases.

(a)

(b)

(c)

Figure 6.10: Multi-step (day-ahead) load predictions using the recursive, MIMO, and DirRec
strategies for: (a) a PFE-free building, House 8482121; and PFE-affected buildings, (b) House
8487285 and (c) House 8661542. Each plot also shows the corresponding single-step forecast. The
multi-step predictions temporally align with the actual observations in the PFE-free building.
However, they exhibit no correlation with the observation curve in the PFE-affected buildings.
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6.3.2 Evaluation of the Usefulness of the n-SS Method

The n-SS method proposed earlier in this thesis for the identification of the presence of the PFE

basically relies on how the metric results change when the predictions are shifted a few steps

back in time. However, as described in Chapter 4 (Section 4.3), in the cases where there is no

similarity between predictions curve and observations curve, applying the n-SS method would

end up with either an increase or decrease in metric results at random. However, these changes

in metric results were meaningless and could not be used to indicate the existence or absence of

the PFE. Similarly, the n-SS method can also said to be inappropriate for detecting the effect of

data irregularity in uncorrelated multi-step forecasts such as those in Figures 6.10b and 6.10c.

Nevertheless, it might be possible for the n-SS method to contribute to confirming the absence

of the PFE as PFE-free predictions closely follow the actual measurements curve and are as

temporally accurate as single-step forecasts (see Figure 6.10a).

The n-SS results of the multi-step forecasts of House 8482121 data are presented in Table 6.1

with n = 1 and n = 2. The n-SS method significantly worsens the accuracy of the multi-step

predictions of the electrical load of this building by shifting the predictions one or two time steps

back, i.e., the RMSE and MAPE values increase. This suggests that the multi-step predictions of

this household are not affected by irregular underlying data, and so they are PFE-free. On the

other hand, the application of the n-SS method to the PFE-affected data from Houses 8487285

and 8661542 results in only negligible increases or decreases in evaluation metric values. These

metric results are listed in Tables 6.2 and 6.3, respectively.

Strategy Pred. Type RMSE MAPE

Recursive Strategy
Orig. Pred. 0.127 26.679
1-SS Pred. 0.166 44.242
2-SS Pred. 0.192 59.592

MIMO Strategy
Orig. Pred. 0.108 26.853
1-SS Pred. 0.160 43.502
2-SS Pred. 0.190 61.018

DirRec Strategy
Orig. Pred. 0.122 28.002
1-SS Pred. 0.158 49.285
2-SS Pred. 0.190 61.446

Table 6.1: Comparison of the RMSE and MAPE evaluation metric results of original and the n-SS
method applied (with n = 1 and n = 2) predictions of electricity load data from House 8482121
(Figure 6.10a), whose predictions do not exhibit the PFE in single-step case.

As a consequence, while the n-SS method is still applicable and useful to confirm the absence

of the PFE in multi-step forecasts, it cannot be used to detect the affected multi-step forecasts

effectively, as it does not seem appropriate to discuss the temporal accuracy of predictions that

are notably uncorrelated to observed values.
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Strategy Pred. Type RMSE MAPE

Recursive Strategy
Orig. Pred. 0.266 31.865
1-SS Pred. 0.263 30.085
2-SS Pred. 0.260 29.337

MIMO Strategy
Orig. Pred. 0.257 26.749
1-SS Pred. 0.255 26.389
2-SS Pred. 0.253 27.349

DirRec Strategy
Orig. Pred. 0.274 35.423
1-SS Pred. 0.272 35.196
2-SS Pred. 0.271 35.372

Table 6.2: Comparison of the RMSE and MAPE evaluation metric results of original and the n-SS
method (with n = 1 and n = 2) applied predictions of electricity load data from House 8487285
(Figure 6.10b), whose predictions suffer from the PFE in single-step case.

Strategy Pred. Type RMSE MAPE

Recursive Strategy
Orig. Pred. 0.396 75.328
1-SS Pred. 0.379 75.116
2-SS Pred. 0.372 77.946

MIMO Strategy
Orig. Pred. 0.453 99.340
1-SS Pred. 0.442 97.036
2-SS Pred. 0.436 97.842

DirRec Strategy
Orig. Pred. 0.384 71.940
1-SS Pred. 0.371 68.217
2-SS Pred. 0.365 69.011

Table 6.3: Comparison of the RMSE and MAPE evaluation metric results of original and the n-SS
method (with n = 1 and n = 2) applied predictions of electricity load data from House 8661542
(Figure 6.10c), whose predictions suffer from the PFE in single-step case.

6.4 Discussion

Given that single-step forecasts struggle to yield reliable or robust predictions from electricity load

demand datasets with high variability, as discussed in the previous chapter, it is not surprising

that multi-step forecasts also fail in these cases. However, unlike the systematic and continuous

delays seen in single-step forecasts, the affected multi-step forecasts are discovered to be very

different from actual data, appearing in plots either as a flat line with minimal fluctuations

(Figure 6.10b) or as a series of arbitrary peaks and troughs (Figure 6.10c). In both cases, they

are essentially uncorrelated to the actual observations, and give significantly poor accuracy

ultimately. The uncorrelated prediction outputs in multi-step cases seem to arise because of the

volatility and pattern irregularity in the underlying data; prediction methods cannot learn enough

about the past and also cannot extrapolate the predictions from one of the most recently observed
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values as these values are not available for the majority of the time points to be predicted. The

behaviour of the affected multi-step predictions causing a flat line can be explained by the model

reproducing the same output value throughout the prediction time span. That is, each prediction

output approximates the prediction output of the previous time step, resulting in an almost

flat line oscillating around the most recently observed value (the value of xi) throughout the

forecasting horizon. However, further analysis is required to understand the reasons for the

arbitrary peaks and troughs appearing in the other scenario of affected multi-step predictions.

The proposed n-SS method, which has been shown in the previous chapter to discriminate

the presence of the PFE in single-step forecasts extremely well, seems to be insufficient to detect

the affected multi-step predictions, which leaves this as an area of further work. The central

idea for the n-SS method is the recalculation of standard evaluation metrics after shifting the

predictions a few steps back in time (shift the predictions to the past) to identify if the predictions

are delayed and if so, to determine how many time steps they are delayed. However, since the

affected multi-step predictions are completely uncorrelated to the actual observations and there

is no similarity between predictions curve and observations curve, the n-SS method does not

work properly regarding the determination of whether or not the multi-step predictions are

affected. Nonetheless, the n-SS method can effectively be used to show the absence of the PFE in

multi-step forecasts anyway and can thus be used to give confidence in evaluation outcomes to

stakeholders.

6.5 Conclusion

The main aim of this chapter was to study how the irregular underlying time-series data, which

causes the PFE in single-step forecasts, affects multi-step forecasts, how this effect manifests

itself, and how useful the n-SS method is in multi-step cases. To this end, an empirical study

based on observational household-level electricity consumption data, a state-of-the-art machine-

learning method, and three different multi-step strategies has been presented, and its results

have been analysed in this chapter.

It has been seen that multi-step predictions that are unaffected by underlying data irreg-

ularity are closely aligned with the actual data and show particularly good temporal accuracy.

However, this is not the case for the PFE-affected households. In multi-step cases, the use of

data with irregular and inconsistent patterns ends up with predictions that are irrelevant and

uncorrelated to actual data curves rather than predictions that follow the actual data a few steps

behind. The PFE was defined in Chapter 3 as a series of predictions that is almost identical to

the series of actual measurements but is slightly delayed in time. However, this does not describe

the effect observed on multi-step forecasts when they are affected by irregularity in the data. As

such, the term PFE is no longer appropriate terminology in this context. Moreover, since there is

no similarity between the affected multi-step forecasts curve and the actual observations curve,

the n-SS method appears to be unable to identify the affected multi-step predictions. However, it
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is still able to demonstrate the multi-step predictions are PFE-free when the predictions are not

affected by the data irregularity and volatility, which could be favourable for stakeholders and

some sort of smart applications.

The next chapter will further investigate more fundamental questions about the PFE and its

characteristics through various experimental studies. It will consider some relevant questions

such as whether the PFE is an issue specific to the electricity consumption forecasting domain,

whether the delay in time-series predictions caused by the PFE is always one time step, how the

training set length and data granularity affect the PFE, and some others.
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7
FURTHER DETAILS ON THE PERSISTENCE FORECAST EFFECT

The preceding chapters have first defined the PFE and then proposed the n-SS method for

the detection of the PFE in time-series forecasts. Subsequently, comprehensive empirical

studies have been provided in order to investigate the PFE and the implementation of

the n-SS method in both single- and multi-step forecasts in the context of electricity consumption

forecasting.

This chapter will now carry out comprehensive analyses to gain a deeper understanding of

the PFE and provide further details regarding its characteristics. To this end, the work in this

chapter will address a set of relevant research questions to interrogate the various aspects of the

PFE:

• Question 1: How does the number of most recent observations in the input feature set affect

the presence of the PFE?

• Question 2: Can a time-series prediction have both PFE-affected and PFE-free predictions

together?

• Question 3: How do the training set length and data granularity affect the PFE?

• Question 4: Can the PFE be attributed to prediction methods instead of the characteristics

of the underlying data?

• Question 5: Is the PFE an issue specific to the electricity consumption forecasting domain?

• Question 6: Is the delay in time-series predictions caused by the PFE always one time step?

• Question 7: Is there an existing evaluation metric that is potentially resilient to the PFE?

The purpose of this chapter is to address the questions posed above and to explore the

reasons behind the answers. Furthermore, it will present some relevant experimental studies,
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the results of which will serve as evidence for or against the answers to the questions. However,

a time-series dataset whose features are sufficient to properly and comprehensively answer

all these questions exploring different characteristics of the PFE is not available. Therefore,

the experiments provided in this chapter are conducted using a variety of time-series datasets

with different features. It is of note that these datasets have previously undergone preliminary

analyses, which confirmed them to be subject to the PFE.

7.1 How Does the Number of Most Recent Observations in the
Input Feature Set Affect the presence of the PFE?

The main drivers of the PFE are high volatility and insufficient regularity in the underlying data.

When the underlying data involves volatility and irregularity, prediction methods, which mostly

rely on regularity in the corresponding data, cannot learn from the data. They rather learn the

superior correlation between the successive observations from the output domain. As a result,

the produced predictions approximate one of the most recently observed values used in the input

feature set. Overall, in single-step forecasts, predictions trail the actual observations one or a few

steps behind in time, depending on the most recent observation approximated.

As has been discussed in Chapter 5 (Section 5.4), having a certain number of most recent

observations brings substantial improvement in prediction accuracy, and if no recently observed

value is used in the input feature set, prediction methods fail to yield accurate and correlated

predictions. Therefore, it can be concluded that removing the most recent observations from

the input feature set is not a pragmatic approach to avoiding the PFE. However, what about

incorporating a greater number of recent observations for feeding prediction methods in order to

prevent predictions from the PFE or at least to alleviate the effect of the PFE?

7.1.1 Methodology

The experiment to determine how an increased number of most recent observations in the input

feature set affects the existence of the PFE replicates the test conducted with the two most recent

observations (K = 2) in Chapter 5, but with an input feature set that includes a greater number

of most recently observed values this time. To explore the effect of the number of most recent

observations on the occurrence of the PFE, four different scenarios are built with the 6, 12, 24,

and 48 most recent observations in the input feature set. The input feature sets of these scenarios

are as follows:

• Electricity load data recordings of the K most recent time steps; where K ∈ {6, 12, 24, 48}.

• Day-of-week indicator (ranges from 0 to 6).

• Time-of-day indicator (ranges from 0 to 47).

• Weekend indicator (ranges from 0 to 1).
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FEATURE SET AFFECT THE PRESENCE OF THE PFE?

In order to mitigate the impacts of varying scales of the input features and anomalies in data,

one-hot encoding is applied to time-of-day and day-of-week data, and min-max normalisation is

performed for the most recent electricity consumption observations.

These scenarios are tested using the LSTM RNN (defined in Chapter 5) on electricity con-

sumption data from two randomly selected households that have previously been diagnosed to

suffer from the PFE in Chapter 5 when using the two most recent observations in the input

feature set (K = 2). These households are Houses 8196621 and 8733828 from the subset of the

SGSC dataset, and predictions yielded for these buildings have been calculated to be delayed one

time step by the 1-SS method.

7.1.2 Results

The prediction results of the two chosen households are visualised in Figure 7.1 with different

K values, and Table 7.1 gives the metric results of the original and the 1-SS method applied

predictions side-by-side. Please note that Figure 7.1 illustrates just 24 hours of a nine-day-long

test set for the sake of clarity alone. However, the metrics listed in Table 7.1 have been calculated

across the entire time span that constitutes the test set.

House ID Metric K = 6 K = 12 K = 24 K = 48

8196621
MAPE vs. MAPE∗ 37.185 ↓ 22.904 38.788 ↓ 25.027 36.704 ↓ 26.257 43.517 ↓ 33.623
RMSE vs. RMSE∗ 0.162 ↓ 0.094 0.162 ↓ 0.110 0.159 ↓ 0.097 0.170 ↓ 0.113

Corr vs. Corr∗ 0.726 ↓ 0.918 0.720 ↓ 0.888 0.735 ↓ 0.917 0.697 ↓ 0.874

8733828
MAPE vs. MAPE∗ 32.120 ↓ 21.572 33.646 ↓ 23.856 33.747 ↓ 25.840 35.302 ↓ 26.839
RMSE vs. RMSE∗ 0.127 ↓ 0.072 0.126 ↓ 0.082 0.127 ↓ 0.083 0.134 ↓ 0.086

Corr vs. Corr∗ 0.814 ↓ 0.950 0.817 ↓ 0.938 0.812 ↓ 0.932 0.793 ↓ 0.920

Table 7.1: Default and the 1-SS method applied accuracy metric results of two households with
different numbers of most recent observations in the input feature set: K = {6, 12, 24, 48}

It is evident from Figure 7.1 that all the predictions are temporally aligned with each other

for all values of K , representing the number of most recent observations in the input feature set.

However, regardless of the value of K , all of the predictions systematically miss the timing of the

actual peaks and troughs and fall back of the actual data. Besides that, the evaluation metric

results listed in Table 7.1 indicate that applying the 1-SS method substantially improves the

accuracy metric results, pointing out that the original predictions are delayed one step in time,

regardless of the number of most recent observations in the input feature set.

These results show that, within the parameters used, feeding prediction methods with a

higher number of most recent observations does not help to avoid the PFE or alleviate its effect.

If the underlying data contains irregular and volatile patterns, the PFE status does not appear to

be affected by how many most recent observations are included in the input feature set. Moreover,

regardless of the PFE, increasing the number of most recent observations in the input feature set

does not appear to improve accuracy.
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(a)

(b)

Figure 7.1: Illustration of the electricity load demand prediction results of (a) House 8196621 and
(b) House 8733828 throughout a day with different numbers of most recent observations in the
input feature set: K = {6, 12, 24, 48}

7.1.3 Discussion

Given that the PFE occurs mainly due to the inconsistency and irregularity in the underlying

time-series data and that the amount of delay is determined by the superior auto-correlation

value, as explained in Chapter 3 (Section 3.2), it is not surprising that the increased number

of most recent observations in the input feature set does not help to prevent the predictions

from the PFE. This is because the newly added most recent observations do not contribute to

improving the data regularity. Besides that, Figure 7.2 shows that the auto-correlation value

at lag 1 still remains dominantly higher than the auto-correlation values at all the other lags.

The learning of prediction methods is, therefore, not affected or boosted by the newly added most

recent observations, and so the predictions keep following the actual load one step behind.
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PREDICTIONS TOGETHER?

(a) (b)

Figure 7.2: Auto-correlation analysis of two PFE-affected households: (a) House 8196621 and (b)
House 8733828.

7.2 Can a Time-Series Prediction Have Both PFE-Affected and
PFE-Free Predictions Together?

While analysing the regularity of the data through clustering, Chapter 5 has considered the

correlation values between the daily load patterns of households in order to find out how regular

daily load patterns each of the 68 households has. Besides that, to explore whether or not

predictions of a household are affected by the PFE, the evaluation metrics (default and the n-SS

method applied) are calculated over the entire nine-day-long test set. However, this analysis

has overlooked what might happen if a household’s electrical power consumption was regular

between, say, 05:00 and 10:30 but irregular from, say, 13:30 to 18:00. This would require separate

clustering analysis and the n-SS method application for each of these periods. Otherwise, in such

a case, there is a risk of losing crucial information on the regularity of data and the occurrence of

PFE. This possibility motivates the investigation of whether a time-series prediction can have

different periods with varying PFE results based on the data regularity of the corresponding

period of an underlying time-series.

7.2.1 Methodology

The electricity consumption data gathered from House 8478501 from the subset of the SGSC

dataset is used here. This household data was chosen as it was the only household whose predic-

tions have been calculated to be PFE-inconclusive in Chapter 5. Inconclusive PFE investigation

refers to a conflict between different evaluation metrics regarding the existence of the PFE –

some metrics suggest there is PFE in predictions whilst the other metrics suggest the predictions

are PFE-free (also defined by Equation 5.1). Therefore, investigating the PFE across smaller

periods of time independently for this building might reveal why there is a conflict between the

evaluation metrics.
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This PFE in different periods of a time-series study deploys the same LSTM RNN that is used

in the previous section. The predictions are produced for the entire test set as usual. However,

for evaluation of the existence of the PFE and clustering analysis, a day is divided into three

eight-hour-long periods (see Figure 7.3):

1. Morning period (00:00 - 08:00)

2. Daytime period (08:00 - 16:00)

3. Evening period (16:00 - 00:00)

Figure 7.3: 92 daily electrical load profiles of the only PFE-inconclusive household (House
8478501) over the three eight-hour-long periods of a day.

However, the n-SS method cannot be effectively applied when there is not enough signal in

the data, as explained in Chapter 4 (Section 4.3). Therefore, considering the limited energy use

in the morning period in this household’s data, the n-SS method is not applied to the morning

period. The focus will be more on the daytime and evening periods in this study. That is, the

PFE is investigated during these two eight-hour-long periods separately. Then, their hierarchical

clustering results are compared to determine whether there is any difference between the

regularity levels of these two periods.

7.2.2 Results

The accuracy metric results of the original and the 1-SS method applied predictions for the

daytime and evening periods of House 8478501 data are compared in Table 7.2. These evaluation

metrics are calculated over the daytime and evening periods separately over the nine-day-long

test set. When the 1-SS method is applied independently for these two periods, the metric results

of the daytime predictions significantly improve while the evaluation metric results of the evening

predictions get worse. This indicates that there is no PFE in the predictions for the evening period

but that the predictions for the daytime period are affected by the PFE. Figure 7.4 illustrates the
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Metric Daytime Period Evening Period
RMSE vs. RMSE∗ 0.167 ↓ 0.104 0.227 ↑ 0.367
MAPE vs. MAPE∗ 47.402 ↓ 35.724 56.110 ↑ 64.929

Corr vs. Corr∗ 0.493 ↑ 0.811 0.849 ↓ 0.585

Table 7.2: Default and the 1-SS method applied metric results of the daytime and evening periods
of the only household (House 8478501) with PFE-inconclusive electrical load predictions.

Figure 7.4: Prediction results of the daytime and evening periods of the only household (House
8478501) with PFE-inconclusive electrical load predictions. The predictions for the daytime
period exhibit PFE, whilst the predictions for the evening period are PFE-free.

prediction outputs of the daytime and evening periods side-by-side for each day in the test set. A

one step delay in the predictions of the daytime period is recognisable through visual inspection.

The predictions of the evening period, on the other hand, are much better temporally aligned

with the actual observations, consistent with no PFE being present.

Predictions produced for the entire nine-day-long test set of data from House 8478501 have

been calculated to be PFE-inconclusive in Chapter 5. This has been concluded from the 1-

SS method application, causing the MAPE value to improve significantly but the RMSE and

Correlation values to deteriorate. However, when the prediction outputs for each period are

worked separately, and the 1-SS method is applied independently for each period, the results show
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that there is no PFE in the predictions yielded for the evening period, whereas the predictions

produced for the daytime period are affected by the PFE.

The results of clustering analysis on the partial-day data are shown in Figure 7.5. These shed

light on why the predictions of the daytime period suffer from the PFE whereas the predictions

of the evening period are PFE-free. Over 92 days, there are 61 distinct clusters for the electricity

consumption taking place in the daytime period of the PFE-inconclusive household. However,

for the evening period, the number of clusters is only 21. This means that dwellers living in this

household have a considerably more consistent and self-similar electrical power consumption

routine after 16:00 every day compared to their consumption patterns between 08:00 and 16:00.

As a result of the irregularity and volatility in the daytime period, single-step predictions of this

period are PFE-affected and trail the actual load data one step behind in time. However, since

the evening period has considerably more regular patterns over the 92 days, single-step forecasts

of this period are PFE-free and better temporally aligned with the actual load data.

(a)

(b)

Figure 7.5: Dendrograms showing hierarchical clustering results of (a) daytime and (b) evening
periods of the PFE-inconclusive household (House 8478501). Every colour group, with the excep-
tion of blue, corresponds to a distinct cluster, while the blue lines indicate outlier daily profiles.
The clustering results reveal a total of 21 distinct patterns during the evening period, while the
daytime period exhibits 61 distinct patterns. This quantitatively confirms the difference in the
regularity of these two periods.
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7.3. HOW DO THE TRAINING SET LENGTH AND THE DATA GRANULARITY AFFECT THE
PFE?

7.2.3 Discussion

The presented study, conducted with the electricity consumption data that have previously been

identified as PFE-inconclusive, has shown that time-series predictions can have different time

periods with varying PFE results. This is due to changes in the regularity level across different

periods of the time-series data. However, this does not mean this interesting phenomenon –

partial PFE – can only take place within PFE-inconclusive data, as in the case of this household.

Even if the prediction series as a whole is identified as PFE-free by the deployed accuracy

metrics, there might still be shorter time periods where predictions are PFE-affected, or vice

versa. Therefore, based on the final application specifications, it would be valuable to divide

the data into shorter periods and investigate the presence of the PFE on these shorter periods

independently to obtain more accurate and precise PFE results and to understand more about

how the PFE changes and creates an overall response of a whole dataset.

In the presented study, days have been divided into three periods with an equal number of

observations, so each eight-hour-long period has 16 time steps. However, in accordance with the

time-series domain and the ultimate aim of the final application, the number of periods and the

number of time steps within each period could be adjusted further. Aside from that, each period

is not required to have an equal number of time steps and can be changed depending on the

nature of the investigation or application. Clustering-like methods could be modified and used to

determine the split-off point(s) of shorter periods. Moreover, clustering results of these shorter

periods could be helpful in judging the probability of the occurrence of the PFE in these shorter

periods in advance. However, since this is beyond the scope of this thesis, such works could be

regarded as a line of future work.

7.3 How Do the Training Set Length and the Data Granularity
Affect the PFE?

It is clear that avoiding or removing the PFE in predictions requires the removal of data irregu-

larity or improving the regularity of data. The data length and data granularity often have an

impact on the regularity of time-series data [154]. Therefore, training prediction methods on

longer or shorter data and using less granular (coarser) or more granular (finer) data could help

to restore the desired data regularity.

The idea of training prediction methods on a longer training set that provides more about the

past may initially seem beneficial as it increases the likelihood of having recognisable patterns in

data. However, this also means prediction methods have a lot of information to process and learn,

which can potentially confuse the methods and make the learning process more challenging. In

such cases, a shorter training set might be preferable. Besides that, a shorter training set is to
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contain and provide more relevant patterns to the current. On the other hand, the drawback

could be a shorter training set being inadequate to provide forecasting methods with sufficient

information for proper learning. Therefore, using lengthier data to train forecasting methods

might increase the likelihood of having similar patterns in data. This vicious circle suggests

that the optimum length of a training set probably depends on the nature of the primary reason

behind the irregularity in data. As a result, in theory, tuning training sets to be longer or shorter

could be useful to avoid the PFE.

The data granularity refers to the length of the data sampling interval and is an important

factor in the learning ability of prediction methods [155]. A shorter interval results in a finer

granularity, while a longer interval results in a coarser granularity [43]. Fine-grained data might

be able to provide more details, which could help the prediction methods deal with existing

irregularity in the data. Coarse-grained data, however, can smooth the patterns in the data,

which can end up with improved data regularity. As a consequence, in theory, both finer and

coarser granularity could help to avoid the PFE, but in different ways and for different reasons.

Considering the above-explained potential impacts of the training set length and the data

granularity level on the learning of prediction methods, this section seeks to understand how

the training set length and data granularity affect the PFE. This will be done by analysing the

PFE in predictions produced by a prediction method trained on data with different lengths and

different sampling intervals.

7.3.1 Methodology

In order to test the impact of the training set length and the data granularity on the PFE in

time-series predictions, The Almanac of Minutely Power dataset Version 2 (AMPds2) [156] is used.

This dataset provides the electricity consumption data of a residential house located in Vancouver,

Canada. The full details of this publicly available dataset have been documented in [157]. For

this experiment, the AMPds2 dataset is selected over the SGSC dataset due to its extensive time

span of two years (from 01.04.2012 to 01.04.2014) and high-resolution electricity consumption

data at one-minute intervals, which enables manipulation of the length of the training set and

the data granularity to create different scenarios.

The AMPds2 dataset provides 11 measurement characteristics for various circuits and

appliances all across the house. Among these measurement characteristics and circuits, the

apparent energy data, which represents the total electrical energy consumption of the whole

residence, was used here. The apparent energy data provided by the dataset is cumulative, so

energy consumption data for each minute was calculated by taking the difference between two

successive energy values. Thereafter, any missing values are completed through interpolation

to obtain a complete dataset in one-minute intervals of electricity consumption data from a

Canadian household spanning over two years.
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For this test, scenarios with three different data granularity levels and four different training

set lengths are created. For the data granularity part, one-minute interval data are aggregated

into 30-, 60-, and 120-minute intervals data. For the training set length part, the 30-minute

interval data are sliced down to 1-, 3-, 6-, and 12-month-long data.

Afterwards, these different scenarios are tested by implementing the LSTM RNN method,

with architecture and hyper-parameters as already described in the earlier chapters here. The

input feature set used for feeding the LSTM RNN, regardless of the data granularity and the

data length, can be summarised as follows:

• Electricity load data recordings of the two most recent time steps (xt, xt−1).

• Day-of-week indicator (ranges from 0 to 6).

• Time-of-day indicator (ranges from 0 to 47).

• Weekend indicator (ranges from 0 to 1).

Similar to the previously presented experiments, the data preparation, including the one-

hot encoding application to time-of-day and day-of-week data, and the application of min-max

normalisation to the two most recent electricity consumption values, is performed to minimise

the influences of outliers in the data and varying scales of the input features.

The above-specified data granularity scenarios are first tested on randomly selected three-

month-long data series spanning from 01.07.2013 to 01.10.2013. The train-validation-test split

is as follows: the first 67 days of data are the training set; then the next 16 days of data are

the validation set; and the remaining nine days of data are the test set. As to the training set

length scenarios, the length of the training and validation sets is changed for subsequent testing

of training-set-length scenarios, but the test set always remains the last nine days of the data

for the sake of comparative study. All these train-validation-test splits can be summarised as in

Tables 7.3 and 7.4.

Data Length Dates Length Train-Valid.-Test

3 Months
01.07.2013 – 06.09.2013 67 Days Train
06.09.2013 – 22.09.2013 16 Days Validation
22.09.2013 – 01.10.2013 9 Days Test

Table 7.3: Train-validation-test split applied to data for scenarios with three different granularity
levels.
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Data Length Dates Length Train-Valid.-Test

1 Month
01.09.2013 – 18.09.2013 17 Days Train
18.09.2013 – 22.09.2013 4 Days Validation
22.09.2013 – 01.10.2013 9 Days Test

3 Months
01.07.2013 – 06.09.2013 67 Days Train
06.09.2013 – 22.09.2013 16 Days Validation
22.09.2013 – 01.10.2013 9 Days Test

6 Months
01.04.2013 – 18.08.2013 139 Days Train
18.08.2013 – 22.09.2013 35 Days Validation
22.09.2013 – 01.10.2013 9 Days Test

12 Months
01.10.2012 – 13.07.2013 285 Days Train
13.07.2013 – 22.09.2013 71 Days Validation
22.09.2013 – 01.10.2013 9 Days Test

Table 7.4: Train-validation-test split applied to data for scenarios with four different training set
lengths.

7.3.2 Results

The results of the tests performed with three different data granularity level settings and with

four different training set length settings are presented below.

7.3.2.1 Data Granularity Effect on the PFE

The prediction results of the above-specified scenarios with different data granularity levels are

shown in Figure 7.6. Additionally, the accuracy metric results of the original and the 1-SS method

applied predictions are listed in Table 7.5 along with the clustering results. It is clear from

Figure 7.6 and the metric results (Table 7.5) that the predictions follow the actual load values

one step behind in time, and all metrics improve when the 1-SS method is applied, regardless of

the data granularity.

Also clear from Table 7.5 is that coarser granularity improves the data regularity as it

smoothes the time-series patterns. The number of clusters reduces from 73 to 52 and then

further to 28 with increasing sampling intervals. This, then, provides a means of investigating

how improving regularity by manipulating the data granularity impacts the PFE. To this end,

Granularity Number of Clus. RMSE vs. RMSE∗ MAPE vs. MAPE∗

30-Min Interval 73 0.257 ↓ 0.145 23.031 ↓ 10.047
60-Min Interval 52 0.450 ↓ 0.343 24.464 ↓ 13.503
120-Min Interval 28 0.702 ↓ 0.507 25.228 ↓ 16.354

Table 7.5: Clustering and accuracy metric (original and the 1-SS method applied) results of
predictions produced for data with different levels of data granularity.
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(a)

(b)

(c)

Figure 7.6: Prediction results produced for the same nine-day long test set with different data
granularity settings of (a) 30-minute, (b) 60-minute, and (c) 120-minute intervals.

the changes in the evaluation metrics of different granularity level settings before and after

the 1-SS method is applied can be compared. However, any comparison of evaluation metrics

calculated on different data series on different scales requires the chosen evaluation metric to be

scale-independent [158, 159]. Therefore, RMSE is not appropriate for this analysis, but MAPE
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can be effectively used (see Table 5.2). The difference between the MAPE and MAPE∗ values

decreases with the reduced number of clusters, from 12.984 to 10.961 when the sampling interval

changes from 30-min to 60-min and then to 8.874 when the sampling interval changes to 120-min.

This indicates that, even though using coarser data helps to achieve a more regular data series

and slightly reduces the change in MAPE (the difference between MAPE and MAPE∗), it is not a

complete solution to avoid or remove the PFE in time-series predictions.

7.3.2.2 Training Set Length Effect on the PFE

The prediction results of the four scenarios with different training set lengths are shown in

Figure 7.7. The evaluation metric results of the original and the 1-SS method applied predictions

are presented in Table 7.6 along with the total number of days in the data series and the clustering

results. It is noteworthy that the evaluation metrics all change by a similar amount for all data

lengths, regardless of the data length. Also, Figure 7.7 shows a strong resemblance between the

prediction results of different training set length settings. All the predictions produced here by

the identical prediction method that is trained on 17-, 67-, 139-, and 285-day-long training sets to

make a prediction for the same nine-day-long test set explicitly suffer from the PFE, and they all

trail the actual data one step behind in time. All these indicate that, as long as the irregularity

is present in the time-series data, the length of the training set does not really affect the PFE

result.

Data Length Num. of Days Num. of Clus. RMSE vs. RMSE∗ MAPE vs. MAPE∗

1 Month 30 26 0.250 ↓ 0.143 22.460 ↓ 11.346
3 Months 92 73 0.257 ↓ 0.145 23.031 ↓ 10.047
6 Months 183 141 0.256 ↓ 0.140 22.679 ↓ 10.007
12 Months 365 295 0.249 ↓ 0.147 22.061 ↓ 11.046

Table 7.6: Dataset Length, number of clusters, and default and the 1-SS method applied accuracy
metric results of predictions produced with different training set length settings.

7.3.3 Discussion

The scenarios tested in this section with different data granularity settings and different training

set length settings have revealed that using fine-grained or coarse-grained data and training

prediction methods on longer or shorter training sets do not appear to help to avoid the occurrence

of the PFE.

The regularity of data improves along with the increasing observation interval, indeed.

However, the improvement in regularity achieved by reducing the data granularity does not

appear to prevent predictions from suffering from the PFE. Nevertheless, it has also been
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observed that the changes in the evaluation metrics resulting from the application of the n-SS

method decrease in proportion to the number of clusters, i.e., with increasing data regularity,

even if it is a very modest decrease.

The insensitivity of the PFE to the length of the training set indicates that the PFE is

still dependent on the volatility and irregularity in data, and, of course, changing the training-

set length does not provide regularity to data. As long as the underlying data contains large

variations in daily patterns that cause uncertainty, training prediction methods on longer training

sets to provide more information to prediction methods or training prediction methods on shorter

training sets to focus on the most relevant data does not even mitigate the impact of the PFE.

Overall, regardless of the training set length and the granularity of the data, all predictions

are PFE-affected and they continue to trail the actual load values behind. This confirms once

again that the PFE directly depends on the irregularity and volatility in the underlying time-

series data.

7.4 Can the PFE be Attributed to Prediction Methods Instead of
the Characteristics of the Underlying Data?

The investigations of the PFE so far in this thesis have mostly used LSTM RNN as the time-series

prediction method to provide a comprehensive definition of the PFE and test different scenarios

to explain its features in more detail. The work above presented several quantitative supporting

the argument that the PFE is mainly determined by the high irregularity and volatility in the

underlying data. However, it is still important to investigate whether the prediction method is

one of the factors causing or contributing to the PFE in time-series predictions or whether the

PFE is independent of prediction methods.

This section, therefore, deploys some alternative prediction methods to the LSTM RNN

method. These have been used in the time-series prediction literature and are deployed here on a

dataset with predictions known to be PFE-affected.

7.4.1 Methodology

This investigation uses a neural network method called BPNN, two forms of SVR (nu-SVR and

epsilon-SVR), which are popular in the time-series prediction literature, and MLR, which is one

of the basic statistical regression models. In this study, these methods are tested on one of the

datasets that have also been used in the previous section while analysing the impact of the data

granularity and training set length on the PFE. This dataset is a three-month-long electricity

consumption dataset (01.07.2013 – 01.10.2013) with half-hourly measurement intervals that

has been previously determined to have 73 different daily patterns across a 92-day time-frame.

In Section 7.3, the prediction results produced by the LSTM RNN method, which has been
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trained-validated-tested using this three-month-long dataset, are found to be affected by the

PFE, regardless of the data granularity and training set length.

The architecture and hyper-parameters of the BPNN deployed in this study have already

been described in Chapter 5. As for the SVR methods, the technical details of the SVR, including

its working principles and mathematical representations, are beyond the scope of this study.

Interested readers can find an in-depth description of SVR in [47, 132, 160, 161]. In summary,

SVR is a support vector machine that is specifically designed for regression problems and is

based on statistical learning theory [102]. The basic idea underlying SVR can be summarised as

follows: it introduces a kernel function in order to map the input space into a high-dimensional

feature space and then performs regression in this feature space [162]. SVR is widely recognised

as an effective technique for regression applications [97], yet its performance strongly depends

on the selection of its user-determined hyper-parameters: ‘Cost’ controls the degree of empirical

risk, ‘Gamma’ controls the width of the Gaussian function in the kernel function, ‘Nu’ determines

the error fraction width, and ‘Epsilon’ regulates the epsilon-insensitive zone width [160, 163]. To

tune the hyper-parameters for the SVR methods deployed in this research work, a grid search

has been conducted in order to determine the combination yielding the most accurate predictions.

The eventual hyper-parameters are determined as in Table 7.7.

Parameter Setting
Kernel Function Gaussian RBF
Function Degree 1
Cost (C) 4
Gamma (γ) Scale
Epsilon (ε) / Nu (ν) 0.01 / 0.75

Table 7.7: Hyper-parameter settings of the epsilon-SVR and nu-SVR methods.

7.4.2 Results

The predictions produced by the above-stated time-series prediction methods are shown in

Figure 7.8, including the predictions produced by LSTM RNN for comparison. Evaluation metric

results of the original and the 1-SS method applied predictions of these five prediction methods

are compared in Table 7.8.

As it can be seen in Figure 7.8, the predictions produced by BPNN, nu-SVR, epsilon-SVR, and

MLR all trail the actual load values one time step behind, similar to the predictions produced

by LSTM RNN. The metric results in Table 7.8 also make clear that the 1-SS method applied

predictions uniformly yield considerably more accurate metric results than the original predic-

tions. Therefore, it can be concluded that the original predictions are affected by the PFE and
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Figure 7.8: Prediction results produced by different time-series prediction methods.

Prediction Method RMSE vs. RMSE∗ MAPE vs. MAPE∗ Corr vs. Corr∗

LSTM RNN 0.257 ↓ 0.145 23.031 ↓ 10.047 0.438 ↑ 0.854
BPNN 0.257 ↓ 0.117 22.698 ↓ 10.213 0.442 ↑ 0.916
nu-SVR 0.255 ↓ 0.157 22.384 ↓ 10.537 0.446 ↑ 0.853
epsilon-SVR 0.254 ↓ 0.158 22.380 ↓ 11.312 0.447 ↑ 0.853
MLR 0.243 ↓ 0.124 24.520 ↓ 13.778 0.483 ↑ 0.963

Table 7.8: Evaluation metric results of both original and the 1-SS method applied predictions
produced by different time-series prediction methods.

thus temporally displaced, regardless of the prediction method. They are one time step delayed.

Therefore, the prediction methods do not seem to be one of the factors causing or contributing to

the PFE. Furthermore, the default evaluation metric results from the five different forecasting

methods are very similar to each other, as all methods have been similarly and almost equally

affected by the PFE. That is to say, these evaluation metric results show that the PFE largely

neutralises the difference in the learning capabilities of the different prediction methods, similar

to what has been found in Chapter 5 (Section 5.4). It is thus not effectively possible to identify

the prediction methods producing the most and the least accurate predictions among the five

time-series forecasting methods tested.
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7.4.3 Discussion

The claim that the PFE is completely independent of prediction methods might ideally require

that all the existing methods in the time-series forecasting literature are tested. However, this is

impractical and inefficient. Hence, the study above has attempted to compare the PFE in the

predictions produced by five different prediction methods, which are very commonly used in the

literature and mostly cover different types of approaches.

The results have revealed that the choice of prediction method does not affect the PFE status

of predictions. Once the underlying data has a certain level of irregularity and uncertainty,

the PFE occurs irrespective of the prediction method choice. Therefore, considering that the

main driver of the PFE is the characteristics of the underlying data, the PFE, which causes the

predictions to continuously follow the actual values one or a few steps behind in time, cannot be

attributed to prediction methods or machine learning methods, in contrast to [62, 65, 75, 76].

Nonetheless, it is also important to note that it seems possible that the magnitude of the

change resulting from the n-SS method may vary slightly among alternative forecasting methods

even though the data is the same time-series data. However, the quantitative results presented

above suggest it is highly unlikely to perform two prediction methods on the same time-series

data and observe that the PFE is present in one set of predictions but not in the other.

7.5 Is the PFE an Issue Specific to the Electricity Consumption
Forecasting Domain?

It has been established in earlier chapters and sections that the PFE primarily results from

the irregularity and volatility in time-series data and manifests itself as one or a few steps of

systematic and continuous delay in time-series predictions. Therefore, regardless of the context

to which the time-series data belongs, the PFE should be expected whenever the underlying

time-series data involves a sufficient level of irregularity and inconsistency. However, given that

the main focus of this thesis is to examine the PFE in electrical energy demand forecasting,

as stated in earlier chapters, all of the experimental studies until now have investigated the

PFE in electrical energy demand forecasting using two separate time-series datasets: SGSC and

AMPds2. Therefore, the question of whether the PFE occurs more generally by using data from

other domains remains an important area of study.

7.5.1 Methodology

For the purpose of answering the above-asked research question, this section performs time-series

prediction on wind-speed data, which is also relevant to the context of electrical power. Wind

energy is one of the most important renewable and sustainable sources of energy. The authors of

[164] have shown that a 10% reduction in wind-speed prediction error increases the share of wind

energy in global electricity generation by 30%. Temporally and spatially accurate wind-speed

105



CHAPTER 7. FURTHER DETAILS ON THE PERSISTENCE FORECAST EFFECT

forecasting is, therefore, of great significance to the stable operations of power grids, energy

generation and consumption scheduling and planning, and the future development of renewable

energy [74, 165].

The wind-speed data used in the present study is from the Jena Climate dataset [166]. This

dataset comprises information on various meteorological characteristics, including temperature,

atmospheric pressure, humidity, wind direction, etc., recorded by the weather station of the Max

Planck Institute for Biogeochemistry in Jena, Germany. This publicly available dataset provides

10-minute interval data and spans over 8 years, from 01.01.2009 to 01.01.2016. In this study, five

different time-series prediction methods: LSTM RNN, BPNN, nu-SVR, epsilon-SVR, and MLR,

are implemented to forecast the future wind speed for four different variations of the wind-speed

data:

• Three-month-long 10-minute interval data (3ML–10Min)

• Three-month-long 30-minute interval data (3ML–30Min)

• Six-month-long 10-minute interval data (6ML–10Min)

• Six-month-long 30-minute interval data (6ML–30Min)

The three-month-long variations span from 01.06.2012 to 01.09.2012, and the six-month

variations span from 01.03.2012 to 01.09.2012. These time periods do not have any missing

or duplicated recordings or any other issues that may require data preprocessing. The applied

train-validation-test split is outlined in Table 7.9. Finally, clustering results illustrating the

irregularity level of these four different variations of the wind-speed data and the total number

of days for each are presented in Table 7.10 along with the number of total days.

Data Length Dates Length Train-Valid.-Test

Three-Month-Long
01.06.2012 – 07.08.2012 67 Days Train
07.08.2012 – 23.08.2012 16 Days Validation
23.08.2012 – 01.09.2012 9 Days Test

Six-Month-Long
01.03.2012 – 18.07.2012 139 Days Train
18.07.2012 – 23.08.2012 36 Days Validation
23.08.2012 – 01.09.2012 9 Days Test

Table 7.9: Train-Validation-Test split applied to wind-speed data spanning over 3 and 6 months.

Dataset Number of Days Number of Clusters
3ML–10Min 92 71
3ML–30Min 92 69
6ML–10Min 184 128
6ML–30Min 184 126

Table 7.10: Clustering results of four different subsets sliced from the Jena Climate dataset.
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7.5.2 Results

The evaluation metric results of the original and the 1-SS method applied predictions produced

by the five different time-series prediction methods for four different wind-speed data variations

produced from the Jena Climate dataset are presented in Table 7.11. The evaluation metric

results suggest that no matter which prediction method is used, all wind-speed predictions are

affected by the PFE, irrespective of the data length and granularity, and they systematically

follow the actual wind-speed values one time step behind.

Dataset Pred. Method RMSE vs. RMSE∗ MAPE vs. MAPE∗

3ML–10Min

LSTM RNN 0.681 ↓ 0.372 34.956 ↓ 18.938
BPNN 0.656 ↓ 0.336 32.383 ↓ 14.893
nu-SVR 0.679 ↓ 0.397 35.406 ↓ 18.880
epsilon-SVR 0.679 ↓ 0.397 35.447 ↓ 18.899
MLR 0.624 ↓ 0.223 32.841 ↓ 13.383

3ML–30Min

LSTM RNN 0.873 ↓ 0.497 47.933 ↓ 29.490
BPNN 0.855 ↓ 0.451 50.825 ↓ 30.880
nu-SVR 0.921 ↓ 0.565 50.276 ↓ 31.624
epsilon-SVR 0.925 ↓ 0.572 50.570 ↓ 31.715
MLR 0.849 ↓ 0.442 46.578 ↓ 26.418

6ML–10Min

LSTM RNN 0.664 ↓ 0.296 34.393 ↓ 16.649
BPNN 0.625 ↓ 0.218 30.916 ↓ 10.597
nu-SVR 0.658 ↓ 0.313 33.022 ↓ 14.382
epsilon-SVR 0.659 ↓ 0.314 33.073 ↓ 14.361
MLR 0.620 ↓ 0.209 32.503 ↓ 12.955

6ML–30Min

LSTM RNN 0.876 ↓ 0.408 46.196 ↓ 24.293
BPNN 0.843 ↓ 0.381 44.123 ↓ 20.917
nu-SVR 0.901 ↓ 0.491 47.455 ↓ 26.108
epsilon-SVR 0.902 ↓ 0.492 47.259 ↓ 25.729
MLR 0.837 ↓ 0.397 46.335 ↓ 24.657

Table 7.11: Default and the 1-SS method applied metric results of time-series predictions produced
by five different prediction methods for four different wind-speed data variations.

7.5.3 Discussion

The above experiment is the first to consider whether the PFE exists outside of the electrical

energy consumption forecasting domain. In fact, this study of wind-speed forecasting showed

that the PFE exists and causes a one time step delay with all five prediction methods used and

with four variations of wind-speed data. It can, therefore, be deduced that the PFE is not limited

to the electrical energy consumption forecasting domain, and it is potentially possible to observe

the PFE in any time-series domain if the underlying data is irregular and inconsistent.
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Moreover, the outcomes of this study also support the findings of Sections 7.3 and 7.4. Unless

the volatility and irregularity in data are eliminated, training prediction methods on a longer or

shorter training set, using coarse- or fine-grained data, or deploying an alternative time-series

prediction method does not help to avoid the PFE.

7.6 Is the Delay in Time-Series Predictions Caused by the PFE
Always One Time Step?

The experiments and discussion within this thesis have explained and highlighted repeatedly that

the PFE occurs due to the volatility and irregularity in the underlying data and the number of

time steps of the delay caused by the PFE is determined by the past observations used in the input

feature set and the auto-correlation values at different lags. Nevertheless, because of the nature

of time-series data, particularly that of electrical energy load data, which is mainly focussed on

here, the superior auto-correlation is almost always between two successive observations. This in

turn means that the auto-correlation at lag 1 is almost always higher than all the auto-correlation

values at any other lags except for lag 0, which is self-correlation and always 1. This causes

most PFE-affected time-series predictions to be delayed only one step in time, and it is very rare

that the PFE leads to time-series predictions being delayed by two or more time steps. Indeed,

this explains why all of the empirical studies that have been presented in this thesis show one

time step delay behaviour caused by the PFE, and also why the n value of the n-SS method is

identified to be 1 in those experimental studies. This section now focusses on whether the PFE

can cause two or more time steps delays in time-series predictions or whether the effect is limited

to only one step.

7.6.1 Methodology

In order to investigate whether the PFE results in two or more time step delays in time-series pre-

dictions, this section deploys LSTM RNN on gas consumption data with 30-minute measurement

intervals recorded from the Old Park Hill building at the University of Bristol. This building is an

administration building with no teaching spaces or laboratories. In this building, gas is only used

for space-heating purposes; it is not used for water heating, which is all done electrically. The

consumption is measured volumetrically, in units of m3. A three-month-long period of the data

(from 01.10.2021 to 01.01.2022) was used here in this present study. The train-validation-test

split is identical to that used with the three-month-long data in the previous sections: the first

67 days of data are the training set, the next 16 days of data are the validation set, and the

remaining nine days of data are the test set.

The daily profiles of the gas consumption in the Old Park Hill building over a three-month pe-

riod are visually represented in Figure 7.9a. The chaotic patterns reveal the extreme irregularity
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and remarkable complexity of the daily gas consumption. This conspicuous irregularity in the

data is further supported by the dendrogram presented in Figure 7.9b. Notably, there are only

three pairs exhibiting notable similarities among themselves.

(a)

(b)

Figure 7.9: (a) Daily gas consumption of the Old Park Hill Building, University of Bristol, which
exhibit no clear pattern and (b) dendrogram illustrating clustering results. Every colour group,
with the exception of blue, corresponds to a distinct cluster, while the blue lines indicate outlier
daily profiles.

Even more importantly, this three-month period of gas consumption data has a very interest-

ing and unusual distribution of auto-correlation values at lags 1, 2, and 3 (Figure 7.10), which

is critically significant in accomplishing the aim of the present study. Contrary to the previous

scenarios, the auto-correlation value significantly increases across lags 1, 2, and 3. Among these

three lags, the highest auto-correlation value is at lag 3, and the auto-correlation value at lag 2 is

considerably greater than the auto-correlation value at lag 1.

In order to investigate the relationship between the amount of delay and the auto-correlation

values, two different scenarios built with different numbers of the most recent observations in
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Figure 7.10: Auto-correlation analysis of the gas consumption data across three monts from the
Old Park Hill building, University of Bristol.

the input feature set: K = 2 and K = 3, are tested. The input feature set for these scenarios is,

therefore, as follows:

• Gas consumption recordings of the K most recent time steps; where K ∈ {2, 3}.

• Day-of-week indicator (ranges from 0 to 6).

• Time-of-day indicator (ranges from 0 to 47).

• Weekend indicator (ranges from 0 to 1).

To standardise the scale of the features to a range of 0 to 1, one-hot encoding is performed to

time-of-day and day-of-week data and min-max normalisation is performed for the most recent

gas consumption recordings. This ensures consistent scaling across the features.

7.6.2 Results

The first scenario in which the PFE is investigated is the scenario with K = 2, i.e., with the two

most recently observed gas consumption values in the input feature set. This would imply that

the 1-SS and 2-SS methods would be enough to explore the existence of the PFE in predictions,

as explained in Chapter 4 (Subsection 4.2.1). However, the 3-SS method is also included to

investigate how they change the accuracy metric values independently and gain the fullest

possible picture of the conditions under which the PFE causes longer delays in predictions.

The evaluation metric results of the original predictions and the n-SS method applied predic-

tions with different n values are presented in Table 7.12. The evaluation metrics after application

of the 1-SS and 3-SS methods worsen significantly, while they undeniably improve following use

of the 2-SS method. This explicitly points out that the predictions are affected by the PFE, and

they trail the actual gas consumption values two steps behind in time. The explanation of this

two time steps delay observed in the predictions produced for the gas consumption dataset, which

has irregular and inconsistent patterns, is that only the two most recent observations are used in
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the input feature set and the auto-correlation value at lag 2 is significantly greater than that at

lag 1.

n-SS RMSE vs. RMSE∗ MAPE vs. MAPE∗ Corr vs. Corr∗

1-SS 21.262 ↑ 27.485 54.045 ↑ 80.207 0.177 ↓ -0.459
2-SS 21.262 ↓ 15.082 54.045 ↓ 36.346 0.177 ↑ 0.643
3-SS 21.262 ↑ 25.844 54.045 ↑ 79.816 0.177 ↓ -0.313

Table 7.12: Default, and the n-SS method (with n = 1, n = 2, and n = 3) applied metric results of
time-series predictions produced with the two most recently observed gas consumption data in
the input feature set (K = 2).

It is noteworthy that the 3-SS method application results in a deterioration in metric results,

despite the auto-correlation value at lag 3 being higher than those at lag 1 and 2. This leads to

the interesting question of why the delay is two steps in the above example rather than three if

it is the superior auto-correlation determining the number of time steps of the delay caused by

the PFE. The answer is very simple – it is because only the two most recent observations are

included in the input feature set and not the third one. In order to explore what happens when

the three most recent observations are used in the input feature set in such a case where the lag

3 has the superior auto-correlation value, the above-presented experiment is repeated with the

second scenario, where K = 3.

In this scenario, as the three most recent observations are included in the input feature set,

it is necessary to apply the 1-, 2-, and 3-SS methods to ensure the existence or absence of the

PFE in predictions. The evaluation metric results of the original predictions and the 1-, 2-, and

3-SS methods applied predictions for the scenario with K = 3 are presented in Table 7.13. The

1- and 2-SS methods yield essentially worse evaluation metrics, while only the 3-SS method

improves the default evaluation metric results. This is because the auto-correlation value at lag

3 is higher than the auto-correlation values at all the other lags. Therefore, when the PFE occurs,

the predictions are delayed by three time steps.

n-SS RMSE vs. RMSE∗ MAPE vs. MAPE∗ Corr vs. Corr∗

1-SS 16.162 ↑ 27.540 42.821 ↑ 78.280 0.518 ↓ -0.429
2-SS 16.162 ↑ 22.841 42.821 ↑ 63.211 0.518 ↓ 0.020
3-SS 16.162 ↓ 14.831 42.821 ↓ 33.485 0.518 ↑ 0.593

Table 7.13: Default, the n-SS method (with n = 1, n = 2, and n = 3) applied metric results of
time-series predictions produced with the three most recently observed gas consumption data in
the input feature set (K = 3).

The results of these two scenarios tested in this section with two different K values show that

the number of time steps of the delay caused by the PFE is determined by the past observations
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included in the input feature set and the superior correlation between these points. That is, the

PFE-affected predictions approximate one of the most recent observations depending on which

lag has the superior auto-correlation value.

7.6.3 Discussion

The study presented in this section has unambiguously illustrated that the delay caused by the

PFE is not limited only to one time step and two or more steps delay in time are possible as well.

Additionally, it has been shown that the amount of the delay in predictions is determined by the

auto-correlation values at different lags depending on the number of most recent observations

used in the input feature set. Similar to the previous section, the results of this study have

also shown that the PFE is not a sort of issue that is specific to the domain of electrical energy

consumption forecasting.

Nonetheless, it is important to highlight once again that the nature of time-series data

means the superior auto-correlation is predominantly calculated to be between two consecutive

observations, resulting in a superior auto-correlation value at lag 1. Therefore, the PFE can be

expected to lead to a one time step delay most of the time.

7.7 Is There an Existing Evaluation Metric That Is Potentially
Resilient to the PFE?

Throughout the thesis thus far, a diverse range of widely used evaluation metrics, including

MAPE, MAE, RMSE, and MSE, have been deployed for assessing time-series predictions and

assessing the existence of the PFE. The outcomes of these metrics have revealed that many of

them are not resilient to the presence of the PFE. Consequently, they cause misleading accuracy

measurements, thereby leading to overconfidence in both predictions and models. Therefore, the

existence of a point-wise evaluation metric that is robust to the PFE and that might still be safe

and reliable to use for performance comparisons, even in cases where the presence of the PFE is

suspected, is highly significant.

As briefly introduced in Chapter 2, evaluation metrics belonging to the relative error metrics

family, such as RAE and RRSE, assess the accuracy of predictions by comparing the actual

prediction error with that of a simple model, such as an average method, moving average

method, seasonal naïve method, or persistence model. These evaluation metrics offer the potential

to exhibit resilience against the phenomenon of the PFE when they are employed with the

persistence model as a baseline. Consequently, this section aims to empirically investigate this

resilience.
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7.7.1 Methodology

In the empirical study conducted within this section, RAE with Persistence Model (RAE-PM) is

deployed to evaluate the accuracy of time-series predictions. RAE-PM, which indicates how well

a model performs relative to the persistence model, is defined as follows:

(7.1) RAE−PM =

m∑
t=1

(|xt − yt|)
m∑

t=1
(|xt − xt−1|)

where xt is the actual value observed at time t, and yt is the predicted value for time t.

The interpretation of the RAE-PM is straightforward: if the RAE-PM is smaller than one, it

indicates that the model outperforms the persistence model. Conversely, if it is greater than one,

it means that the model performs worse than the naïve persistence model. Hence, the lower the

RAE-PM, the better the model, so in the case of a perfect model, the RAE-PM would be zero.

The RAE-PM metric is employed to evaluate the electricity consumption predictions for House

9012348 within the subset of the SGSC dataset. It is worth noting that this particular household

is chosen randomly from the set of households whose single-step forecasts were generated by the

LSTM RNN method and previously determined to be affected by the PFE in Chapter 5.

7.7.2 Results

For the original predictions of this household, RAE-PM is calculated to be 0.947 (RAE-PM =

0.947). This indicates that the contemporary deep learning method is only slightly better than

the very simple persistence model. When the 1-SS method is applied to these predictions, the

RAE-PM value decreases to 0.585 (RAE-PM∗ = 0.585). The RAE-PM* with 1-SS can be defined

as follows:

(7.2) RAE−PM∗ =

m∑
t=1

(|xt − yt+1|)
m∑

t=1
(|xt − xt−1|)

Thus, the significant improvement in the accuracy metric with the application of the 1-SS method

confirms the presence of the PFE once more, as observed in other metrics employed in Chapter 5.

More importantly, as the RAE-PM metric evaluates prediction accuracy by comparing it to the

accuracy of the persistence model, the deceptiveness effect of the PFE-caused systematic delay

in predictions is effectively eliminated. The close-to-one RAE-PM value (which is 0.947 in this

case) is generally interpreted as indicative of poor and inaccurate time-series predictions for an

advanced machine learning methods. Therefore, contrary to many of the other point-wise metrics,

the RAE-PM metric does not end up with misleading metric results or misplaced confidence in
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predictions or models. In light of these considerations, it can be inferred that the RAE-PM metric

exhibits promising resilience to the PFE, specifically compared to other widely employed metrics

found in the existing body of literature.

7.7.3 Discussion

It is important to note that a close-to-one RAE-PM value does not necessarily imply that the over-

all predictions closely resemble those of the persistence model and are systematically displaced

in time. For instance, Figure 7.11 presents two distinct hypothetical prediction curves for syn-

thetically generated time-series data: one predictions curve represents PFE-affected predictions

in orange, while the other illustrates a heuristic-free straight line in green. Even though these

two predictions curves do not resemble each other in any way, their RAE-PM values are nearly

equal to each other, specifically 0.938 and 0.937, respectively.

Figure 7.11: Synthetic time-series data along with two hypothetical forecasts: predictions affected
by the PFE and predictions based on a constant value.

These close-to-one RAE-PM results indicate that both series of predictions are hardly any

better than those of the simplistic persistence model. However, these results do not provide

insight into the temporal accuracy of the predictions. Consequently, while the RAE-PM metric

appears to be resilient against the deceptiveness effect of the PFE, it cannot always be effectively

used for the detection of the PFE alone. Nevertheless, if the n-SS method is applied with the

RAE-PM metric, this would provide a robust and reliable mechanism for detecting the PFE

and also its quantification. Furthermore, if alternative evaluation metrics are preferred for the

n-SS application, once the predictions are identified as being PFE-affected by the n-SS method,

RAE-PM can be employed to quantify the impact of the PFE afterwards. These findings can be

generalised to other metrics within the family of relative error metrics.

The quantification of the PFE would yield several advantages. It would:

• allow practitioners to determine the statistical significance of the existing PFE, enabling

informed decisions regarding the risk associated with continuing with their current model

and predictions, even in the presence of the PFE;
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• facilitate the comparison of different prediction methods or models in terms of their robust-

ness against the PFE, thereby allowing for the identification of the most suitable method

for handling time-series data exhibiting volatile and irregular patterns.

• enable enhanced discrimination between PFE-affected and PFE-free multi-step predictions

through the n-SS method application.

7.8 Summary

This chapter has provided many details on the PFE, manifesting itself as a continuous delay in

single-step forecasts, by asking and answering some research questions. The overall conclusions

of this section can be outlined as follows:

• Increasing or decreasing the number of most recently observed values in the input feature

set does not help to avoid the PFE because the PFE is derived from the irregularity in the

underlying data. This is because incorporating more or fewer most recent observations into

the input feature set does not reduce the data irregularity.

• Different periods of time-series data can have different PFE results, depending on the

regularity level. That is, there might be certain time periods in which predictions are

PFE-affected, while the predictions for the other periods are completely PFE-free, despite

coming from the same time-series data.

• It is not possible to avoid the PFE by training the method on longer or shorter training sets

or using finer or coarser data granularity. Making the granularity of time-series data coarser

improves the data regularity as a matter of course and helps to reduce the magnitude of

the change that results from the n-SS method application. However, it appears to be an

insufficient and incomplete solution for removing the PFE from time-series predictions.

• The PFE cannot be attributed to prediction methods and is directly related to the irregular-

ity in the underlying data. As long as the underlying data do not have a certain level of

regularity, the PFE occurs and causes systematic temporal displacement of predictions in

single-step forecasts, irrespective of the prediction method choice.

• The PFE is seen in domains beyond electricity consumption forecasting. It is domain-

independent and appears to be observable in time-series forecasts in every domain as long

as the underlying data is irregular and volatile.

• The number of time steps of the delay caused by the PFE depends on the auto-correlation

values at different lags and the most recent observations used in the input feature set.

Therefore, the PFE can end up with temporally displaced predictions by one or more time

steps.
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• The evaluation metrics within the relative error metrics family have the potential to exhibit

resilience against the deceptiveness effect of the PFE when they are employed with the

persistence model as a baseline. Besides, such metrics can also effectively be used for the

quantification of the impact of the PFE once the n-SS method confirms that the predictions

are PFE-affected and thus temporally delayed.

The next chapter will investigate the presence of the PFE in some recently published works

through visual inspections of their plots, illustrating their predictions over actual observations.

This will provide a better understanding of the likely prevalence of the PFE in the time-series

forecasting literature.
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THE PREVALENCE OF THE PERSISTENCE FORECAST EFFECT IN

PREVIOUSLY PUBLISHED WORKS

T ime-series analysis and forecasting have grown in popularity in both scientific and

industrial fields, and there are now numerous publications on the subject. To the best

of the author’s knowledge, this thesis is the first attempt to define the PFE, examine its

characteristics, identify the causes for its emergence, and evaluate its potentially detrimental

impacts. In the literature, there are many research articles from various time-series prediction

domains, such as electricity consumption forecasting, with forecasts that appear to be affected by

the PFE. However, none of these includes analysis or a broad discussion about the systematic

delay in their forecasts, despite its potentially detrimental effects on scientific findings, industrial

applications, and smart systems.

This chapter, therefore, will survey a number of published works and attempt to identify

whether or not their time-series predictions are delayed in time and exhibit the characteristics

of the PFE. Ideally, identifying the presence of the PFE quantitatively in these works would be

to reproduce their results with their datasets and prediction methods and then apply the n-SS

method, as it has been demonstrated in the earlier chapters. However, this is not always possible

because the underlying data is not always available or the required specifics of the deployed

prediction methods are not well reported or documented. Hence, this study will instead use

visual inspection of their plots to assess whether their time-series predictions are systematically

delayed versions of the actual observation values, which indicates the likely presence of the

PFE in the forecasts. Finally, the extent to which the continuous delay in forecasts undermines

the conclusions of these papers will be discussed, as well as how their conclusions might be

invalidated as a result of the PFE.
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8.1 The PFE in Published Works from the Electricity
Consumption Forecasting Domain

The previous chapter has shown that the PFE can manifest itself in any time-series forecasting

domain and purely depends on the characteristics of the underlying data. However, the main

domain in which this thesis investigates and explores the PFE is electrical energy consumption

forecasting. This section, therefore, reviews several electrical energy forecasting works published

in recent years with the aim of determining whether their results seem to be affected by the PFE.

That is to say, the published plots that illustrate the prediction outputs over the actual electricity

consumption values will be studied to compare the prediction outputs and the actual electricity

consumption values gathered from various types of buildings, including domestic, university, and

commercial buildings.

In [167], the authors aim to address the issue of quantifying uncertainties and fluctuations

in electrical energy use. They first conduct statistical modelling analysis, including the Shapiro-

Wilk test, the Quantile-Quantile plot normality test, and the Kolmogorov-Smirnov test, to derive

a statistical distribution of electrical energy use. They then deploy machine-learning based

prediction methods, such as standard Radial Basis Function based SVM, the Least Squares based

SVM, and BPN, to achieve accurate energy consumption forecasting. The statistical modelling of

energy use through these tests is out of the scope of this thesis, but the prediction outputs and

their evaluation are key here. In the study cited above, the authors use hourly household-level

electricity consumption data gathered from more than 250 households together with certain

pertinent weather data, such as mean, minimum, and maximum temperature and mean and

maximum value of wind speed. Instead of including all of these weather data in the input feature

set, they perform the ReliefF Algorithm, which is introduced in [168], in order to determine

the three most significant weather features for the electricity consumption of each building

individually, and then they complete the input feature set with the three most recent electrical

energy consumption values, resulting in six features in the input feature set in total. To assess

the time-series predictions, they consider three point-wise evaluation metrics: MAPE, MSE, and

R2. The forecasts produced for two households from their dataset are shown in Figures 8.1 and 8.2

with their original captions. For a better visual investigation of the temporal delay in predictions,

larger versions of these figures are provided in Section B.1 in the appendix in Figure B.1. The

systematic and continuous delay in predictions is clearly discernible in these figures, regardless

of the prediction method used. The predictions are almost always temporally delayed compared

to the actual consumption values, resulting in a series of predicted values that is nearly identical

to the series of observed values. However, the paper concludes that the predictions produced,

particularly by the SVM based approaches, are exceptionally accurate simply because the blue

and red curves are highly consistent with each other and follow the same trend. Based on the

assessment in the article, the time-shift between the predictions and actual load curves seems
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Figure 8.1: (Figure 3 in [167]) Forecasting accuracy of (a) BPNN, (b) LS-SVM and (c) SVM on No.
1002 House.

Figure 8.2: (Figure 4 in [167]) Forecast accuracy of (a) BPNN, (b) LS-SVM and (c) SVM on No.
1035 House.

to be overlooked. However, these curves show all of the characteristics of the PFE, with each

prediction output approximating the observation recorded at the previous time point. Therefore,

the predictions systematically follow the actual load values one step behind in time. Overall,

unfortunately, it is very likely that the PFE is causing the apparent similarity between the two

curves, and if this is the case, it may undermine the paper’s conclusions of good learning by the

methods and exceptionally accurate predictions. In other words, if the PFE does exist in these

predictions, then the high resemblance between the two curves is not a result of the excellent

performance of the methods, but rather because the predictions approximate the most recent

values, resulting in a delay in the prediction curve.

In [80], the authors emphasise the difficulty of obtaining accurate forecasts of individual

household electricity consumption due to the volatility in consumption patterns and propose

a hybrid multi-task multi-information fusion deep learning (MFDL) framework in response.

This framework deploys CNN LSTM and combines two concepts: learning from both recent

and long-term historical data (multi-information fusion) and learning from and predicting for

multiple households simultaneously (multi-task). They first identify three households with
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Figure 8.3: (Figure 8 in [80]) One-week prediction results for different methods from household
10006414.

Figure 8.4: A closer comparison of the predictions highlighted by the ellipses in Figure 8.3.

similar load patterns from the same neighbourhood and then use the eight most recent electricity

consumption observations together with consumption values from the last seven days from the

three identified households. They test the proposed framework with a set of households from

the SGSC dataset, which provides 30-minute interval residence-level electricity consumption
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data. The full list of IDs of the households included in this study, however, is not mentioned in

the research paper. In order to evaluate the performance of the proposed MFDL framework, they

compare it with the performance of other methods, including XGBoost, SVR, CNN LSTM, RNN

LSTM implemented by the authors of [89] (Kong-LSTM), Pooling Deep RNN proposed by the

authors of [96] (PDRNN), and Multitask LSTM (a model proposed in this work as a baseline

model that uses multiple households’ data but without long-term consumption data) based on the

results of three point-wise accuracy metrics: MSE, MAE, and Symmetric MAPE. Nevertheless, a

visual comparison of predictions is only provided for Kong-LSTM, PDRNN, multitask LSTM, and

the proposed MFDL framework (see Figure 8.3). Larger versions of these figures are provided in

Section B.1 in the appendix in Figure B.2 to enable a better visual investigation of the temporal

accuracy of the predictions. The article concludes that with more information in the input data

from the house itself and its neighbours, the proposed MFDL model achieves significantly better

predictions, but they are a little delayed in time. Based on this conclusion, the authors are

obviously aware of the delay in their predictions. However, they unfortunately do not look into

this further to understand the reasons for this delay or its potential consequences. They also put

the emphasis on the time period shown by the dotted ellipses (between min 96 and min 240), when

the predictions produced by the proposed method strictly fall behind the actual values and hence

have a better-aligned pattern with the actual load values. For the sake of better comparison of the

predictions in the ellipses, Figure 8.4 illustrates the zoomed-in version of Figure 8.3. Considering

the differences in the predictions in the ellipse regions and unfortunately ignoring the apparent

temporal displacement of predictions, the article concludes that the proposed MFDL is far better

at capturing the peaks and troughs and so produces better time-series energy consumption

predictions compared to the other methods. Nevertheless, taking the systematic and continuous

delay in predictions, which closely resembles the phenomenon of the PFE, into account, it might

be that the proposed method is simply more strongly affected by the PFE rather than producing

more accurate predictions. This would be the explanation of why the predictions implicitly follow

the actual observations behind in time and why the proposed method appears to capture peaks

and troughs better than others, particularly within the time frame depicted by the ellipses.

Outside of the ellipse regions, the prediction results of the four methods are also temporally

delayed and appear fairly similar to each other, albeit with some occasional and indiscernible

deviations. This could mean that the differences in accuracy metric results of these four methods

derive primarily from the part of the predictions within the ellipses, i.e., the PFE could be leading

to better apparent accuracy metric results. When these results are re-examined in the light of

the systematic delay being shown, it is possible that this has arisen because the proposed method

has confused the CNN LSTM with more input data from the household itself and its neighbours,

and so its predictions are more strongly affected by the PFE. This would also explain the series of

predicted values that is nearly identical to that of the observed values but systematically delayed.
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Another instance of predictions that look like they are affected by the PFE and trail the

actual observations behind in time can be found in [160]. In this work, the authors aim to

develop a prototype of a single hybrid model to produce accurate load forecasts regardless of the

building type or the aggregation level. They propose a technique of weighted SVR with differential

evolution (DE) optimisation. This proposed method combines two different SVRs: nu-SVR and

epsilon-SVR. In the proposed hybrid method, the optimisation technique is used to find out the

optimum hyper-parameter selections for the SVRs and to determine the weights corresponding

to each SVR. The proposed method is tested on two separate datasets, one with half-hourly

measurements and the other with daily measurements, obtained from the same university

building composed mainly of laboratories and offices. To evaluate the performance of the proposed

model, it is compared with two single SVRs optimised with three different approaches: DE, genetic

algorithm (GA), and particle swarm optimisation (PSO). The performance of these methods is

compared through point-wise metrics such as ME, RMSE, MAE, MPE, and MAPE. As for the

input feature set, the prediction methods are fed only with calendar data and a few most recent

electricity consumption values. However, it is not specified how many most recent observations

are included in the input feature set. The prediction results produced by the proposed hybrid

method and the single SVRs with different optimisation techniques for the half-hourly dataset

are shown in Figure 8.5. The authors conclude that, according to some of the metrics considered

in the paper, the proposed hybrid method combining two SVRs is slightly better than the single

(a) (b)

(c) (d)

Figure 8.5: (Figures 4 – 7 in [160]) The variation of observed and forecasted values of (a) the
proposed model and the two single SVR models with (b) GA, (c) PSO, and (d) DE optimization
techniques for testing dataset for half-hourly energy consumption data.
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SVR methods, while based on the other metrics, it is not even better or worse than single SVR

methods. In other words, the accuracy metrics barely separate the performances of the methods

– or even cannot. A succinct explanation for this could be lying in the observation that all the

predictions, regardless of the prediction method, trail the actual load patterns behind in time,

as can be seen in Figure 8.5. This suggests that if the main reason behind the systematic delay

is the PFE, they are all affected almost equally by the PFE, and so, ultimately, the apparent

performances of the methods are driven by the PFE and are almost equalised. If these methods

were instead tested and compared using a dataset that is not subject to the PFE, one of these

four methods might significantly outperform the others. This would provide evidence to judge the

superiority or inferiority of the proposed method. The publication actually makes reference to the

temporal displacement of the predictions, but only for those produced by the proposed method,

which is claimed to fit the overall trend nicely (Figure 8.5a). The article explains the delay as a

result of the lack of predictors. The further comment on the delay given in the article is that since

there are only a few previous data points in the input feature set, the proposed model cannot

do more than producing a prediction output that is very close to the immediate previous value.

This explanation aligns with the concept of the PFE, despite the fact that it lacks many details

of the PFE. However, unfortunately, this systematic and continuous delay in predictions is not

identified as a major issue or investigated further in the publication. A re-evaluation of these

results in consideration of the PFE would reveal the following critical points:

• The proposed model fits the overall trend relatively well, as it is claimed in the publication.

However, this could be simply because the predictions approximate the most recent value

owing to the PFE even though the proposed method has no capability to learn from data

and produce accurate predictions.

• It explains the delay in predictions as being simply caused by the lack of predictors, which

suggests it is not related to the dataset itself. This means that whenever a few previous

data points are included in the input feature set as predictors, prediction methods generally

return a prediction output that approximates the previous value alone, regardless of the

regularity of the underlying dataset.

• Not only the predictions produced by the proposed method are consistently delayed, but

also the predictions generated by the other methods are delayed in a similar manner. As a

result, the metric values used to draw conclusions for the performance comparison and the

overall conclusion presented in this work might be undermined by the systematic delay in

predictions.

In [169], the authors explore how to apply sequence-to-sequence (seq2seq) RNN to electrical

load forecasting of commercial office buildings. In their tests and analyses, they use electricity

consumption data from four Eastern Washingtonian office buildings, referred to as Buildings

A, B, C, and D. They report that these office buildings are mostly occupied from 08:00 to 17:00.
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Figure 8.6: (Figure 7(a) in [169]) Plot of predictions vs. ground truth for a model trained and
evaluated on Building A. The model was trained on 6 months of training data starting in July,
and each hour of predictions was conditioned on the last 6 h of measurements.

The authors test their method on various scenarios built with varying training set lengths, data

granularity levels, numbers of most recently observed values in the input set, prediction window

sizes, and hyper-parameter settings. Their input feature set includes outdoor temperature, time

of day, day of week, and varying numbers of recent consumption measurements. They use RMSE

and N-RMSE as accuracy metrics to evaluate the prediction results. However, the article lacks

visual representations of prediction outputs generated for different scenarios with different

settings. Instead, it solely relies on metric results to evaluate the accuracy of the predictions.

From this work, the only plot that allows the investigation of systematic and continuous delay is

the one that shows the actual values and the prediction outputs for a scenario with a six-month-

long training set and the six most recent readings in the input feature set for an hourly dataset

from Building A (see Figure 8.6). The paper interprets the figure as showing that the proposed

model captures general patterns effectively, with the exception of a delay in predictions during

off-hours and weekends. This delay is mainly attributed to the high level of irreducible noise in

electricity consumption during these periods. While certain points here are demonstrably true

and valid (e.g., the noise in the data causes the predictions to fall back of the actual observations)

from the PFE perspective, others require further examination in light of the understanding of

the PFE in time-series predictions:

• Similar to the previous two papers discussed, the model might not be able to capture the

overall consumption pattern but may appear to do so due to the predictions approximating

the most recent measurement in the input feature set as a result of the PFE.

• The temporal displacement of the predictions is not restricted to off-hour periods and

weekends, to use the authors’ terminology, but instead appears to apply to the entire test

set, spanning over a week. This might be pointing out that irregular electricity consumption

takes place not only during the periods of quiescence but also during week-hours.

124



8.1. THE PFE IN PUBLISHED WORKS FROM THE ELECTRICITY CONSUMPTION
FORECASTING DOMAIN

• Once again, due to the systematically and continuously delayed predictions, which are very

likely affected by the PFE, a comparison of metric results calculated on such predictions

would not provide a reliable and trustworthy performance ranking for prediction methods.

There are many other examples of peer-reviewed research publications on electricity con-

sumption forecasting in which predictions are delayed based on the visual investigation of plots

published in those works. These delayed predictions are consistent with the behaviour expected

from the PFE, indicating that they may be impacted by the PFE. For example, Figure 8 in [90],

Figure 2 in [91], Figure 13 in [93], Figures 9 and 10 in [101], Figure 10 in [104], Figures 8 and

11 in [106], Figures 9 and 11 in [170], Figures 3 and 4 in [171], Figures 8, 10, and 11 in [172],

Figure 5 in [173], Figures 9, 10, and 11 in [174], Figure 5 in [175], and Figures 7 and 10 in [176].

Among these research works, the authors of [175] present spectacular time-series prediction

results with regards to the PFE, as one method yields PFE-affected and PFE-free results for

two separate datasets. In this work, the authors propose a hybrid method combining LSTM and

(a) (b)

(c) (d)

Figure 8.7: (Figure 5 in [175]) Experimental results of the last ten days in 2016 in the first
experiment: (a) Hybrid model, (b) LSTM, (c) ELM, (d) SVR.
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(a) (b)

(c) (d)

Figure 8.8: (Figure 8 in [175]) Experimental results of the last five days in the second application:
(a) Hybrid model, (b) LSTM, (c) ELM, and (d) SVR.

ELM methods together in such a way that each method first predicts the next value individually,

then their prediction outputs are ensembled to obtain the final prediction output of the hybrid

method. In order to verify the performance of the proposed hybrid method, they test it on two

independent hourly electricity consumption datasets and compare its accuracy with those of the

LSTM, ELM, and SVR. One of these two electricity consumption datasets is from the Alberta

region of Canada, while the other is from a service restaurant. The paper gives the total number

of input variables but not the number of the most recently observed values included in the input

feature set. The authors calculate three point-wise accuracy metrics (MAE, RMSE, and MAPE) to

evaluate and compare the performances of the methods. Based on these three evaluation metrics,

the authors conclude that their hybrid method produces sufficiently accurate predictions and

outperforms the alternative methods with the most accurate metric outcomes. However, the study

does not examine the temporal accuracy of the predictions produced for these two independent

datasets. The results of the time-series predictions produced by the four deployed methods for

the Alberta area and the restaurant are presented in Figures 8.7 and 8.8, respectively. Even

though it is not easy to detect the existence of the temporal delay in predictions visually in the
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plots in Figure 8.7, the predictions produced for the Alberta area trail the actual loads behind,

regardless of the prediction method used. This is very similar to the behaviour of the PFE, and

hence it is likely that the delay seen in these predictions is caused by the PFE. On the other

hand, the predictions shown in Figure 8.8 exhibit near-perfect temporal alignment with the

actual consumption measurements, which suggests that the PFE is unlikely to be present in

these predictions. Assuming it is the PFE causing the delay in predictions of the Alberta area

data, the presence or absence of the systematic delays in predictions of these two datasets should

be considered in light of certain fundamental aspects of the PFE:

• The PFE can occur and affect the predictions of every level of electricity consumption. The

electricity consumption forecasts produced for the Alberta area likely suffer from the PFE,

whilst the predictions yielded for the service restaurant are PFE-free.

• The cause of the PFE cannot be attributed to the prediction method but rather to the

characteristics of the underlying data. The authors use the same prediction methods for

both datasets, yet predictions for one are delayed while those for the other are not. This

suggests that the difference lies in the nature of the datasets themselves.

• The PFE largely neutralises the difference in the learning capabilities of the different

prediction methods. The authors calculate that the hybrid method they propose outperform

the alternatives for both datasets. However, it seems that its supremacy is pretty much

wiped away by the delay seen in the predictions of the Alberta area dataset as all the

methods are almost equally affected by the PFE. Based on the metric results reported in

the work, the hybrid method improves the predictions of the LSTM method – the second

most successful method – by 32.48% in MAE, 31.33% in MAPE, and 35.32% in RMSE for

the restaurant dataset, whilst these improvement values drop to 4.68%, 4.53%, and 5.42%

respectively for the Alberta area dataset.

This section has listed many recently published peer-reviewed works whose results seem to be

affected by the PFE, based on a visual investigation of the plots they contain. These works have

been explored in detail with the aim of determining their objectives, datasets, prediction methods,

strategies, and so on, and then discussed to show why their conclusions may be questionable and

how their findings may be invalidated by the temporal delay in their predictions. However, it

is also important to note that there are several electrical load forecasting studies that provide

predictions that are temporally accurate and hence appear to be completely PFE-free. Here

are a few examples among many: Figures 4 and 5 in [87], Figure 10 in [96], Figure 15 in [112],

Figures 6, 7, 8, 9, and 10 in [161], Figures 10, 11, and 12 in [177], Figure 10 in [178], Figure 12 in

[179], Figure 6 in [180], Figures 6 and 7 in [181], Figures 3, 4, 5, and 6 in [182]. In addition to

these studies, the results of [183] and [184] also seem to be PFE-free based on visual inspection.

However, these two studies, particularly the regularity of their datasets, should be scrutinised

closely from the PFE perspective.
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In [183], the authors propose a hybrid model that combines the wavelet transform method and

the functionally weighted single-input-rule-modules connected fuzzy inference system (FWSIRM-

FIS). In order to test the performance of the proposed method and show its superiority, they

compare the three accuracy metric results (MAE, RMSE, and R2) of the proposed model with

those of the four other methods: FWSIRM-FIS, Adaptive neuro-fuzzy inference system (ANFIS),

BPNN, and MLR. They test these methods on two sets of 15-minute interval building-level data:

one from a laboratory (94 days long) and the other from a retail shop (363 days long). Based on the

mentioned evaluation metrics, the authors conclude that the proposed hybrid method outperforms

the other methods on both datasets. Plots of the predictions produced by the proposed method

are provided in Figures 8.9 and 8.10 for the laboratory building and the retail shop building,

respectively. It can be observed that the predictions are not delayed when compared to the actual

data. This suggests that there is no PFE present in the predictions, meaning that the metric and

comparison results of this research study represent the true behaviour of the prediction models.

Figure 8.9: (Figure 7 in [183]) Forecasting results of the proposed hybrid model in the first
experiment (Laboratory Building).

Figure 8.10: (Figure 13 in [183]) Forecasting results of the proposed hybrid model in the second
experiment (Retail Shop Building).
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(a) (b)

Figure 8.11: (Figures 3 and 9 in [183]) The original building electrical load data in (a) the first
experiment (Laboratory Building) and (b) the second experiment (Retail Shop Building).

Most importantly, the authors of this work provide two more plots: Figures 8.11a and 8.11b. These

plots illustrate daily electricity consumption patterns throughout the 94- and 363-day periods of

the two datasets. Within each building, similar and also regular daily electricity consumption

patterns can be observed. The regularity of the daily energy consumption profiles seen in these

plots demonstrates the strong connection between data regularity and the PFE, which helps to

explain why the predictions made for these two buildings are PFE-free.

Similarly, [184] also presents an example illustrating the significant relationship between

data regularity and the PFE. The authors of the paper propose another hybrid method, this time

one that combines CNN and RNN with two different architectures: LSTM and GRU. The authors

compare the performance of the proposed method against 14 other methods, such as LSTM SVR,

Feed Forward NN, LSTM RNN, and GRU RNN, based on three point-wise accuracy metrics:

MAPE, MAE, and RMSE. They test all 15 methods individually on two different hourly electricity

consumption datasets: the North-American Utility dataset and the New England ISO-NE dataset.

In the input feature set used for feeding the prediction methods, they include electrical load and

temperature values measured over the previous two days, season of the year, weekday/weekend,

and holiday/non-holiday data. As a result of their comparative experiment, they conclude that the

proposed method performs better than the other 14 methods on these two datasets. Despite the

fact that the visual representations of the predictions by all the methods are not provided in the

paper, but fortunately, those for the predictions produced by the proposed method are included

(see Figures 8.12 and 8.13). A visual inspection of these plots confirms that the predictions are

almost perfectly aligned with actual measurements, which also indicates the absence of the PFE

in forecasts. The authors also provide auto-correlation results (see Figure 8.14) for these two

datasets. The auto-correlation plots display peaks only at lag 24 and lag 48. This means that the

energy loads taking place on successive days are similar and strongly correlated. Additionally,

the auto-correlation values at lag 1 do not dominate the auto-correlation values at lag 24 and lag
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48. These results indicate that the two datasets contain regular patterns of data, which is the

first and most important condition for avoiding the PFE.

Figure 8.12: (Figure 9 in [184]) The forecast result of the proposed model in the North American
Utility dataset.

Figure 8.13: (Figure 12 in [184]) The forecast result of the proposed model in the ISO–NE dataset.

(a) (b)

Figure 8.14: (Figures 8 and 11 in [184]) Auto-correlation coefficients of load in (a) North American
Utility dataset and (b) New England ISO–NE dataset.
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These two research studies with PFE-free forecasts ([183] and [184]) demonstrate again that

having a sufficient level of regularity in time-series data effectively prevents predictions from

closely approximating one of the most recent measurements used in the input set. In simpler

terms, when the underlying data consists of regular patterns, methods are able to recognise

and learn these patterns rather than relying on the superior correlation between the successive

time points. This prevents individual previously observed values from dominating the individual

prediction outputs and avoids predictions following the actual measurements behind in time,

thereby avoiding the PFE.

8.2 The PFE in Published Works from the Other Domains

Earlier chapters have demonstrated that the PFE applies to situations beyond electrical load

forecasting. The PFE appears to manifest itself within single-step time-series predictions as long

as the underlying data consists of patterns with a certain amount of irregularity and volatility.

This section broadens the discussion around the PFE to consider several published time-series

forecasting studies that utilise time-series data from many different domains outside of electrical

load consumption and which have forecasts that appear to be affected by the PFE as observed

through visual inspection.

Ref. Figurea Prediction Methodb Dataset Domainc

[185] 3, 4, 5 RFF-RMMC Air Quality (PM2.5, PM10)

NGCU RNN, Air Quality Index,

[186] 10, 11, 12 LSTM RNN, Hang Seng Index,

GRU RNN Gold Price

[187] 6, 7, 8 LSTM-NN, Simple-NN Groundwater Level

[188] 16, 17, 18, 19 PSO-LSTM, Crude Oil Price

CHSGO-LSTM

[189] 7, 8, 9, 10 ARIMAX, FBProb, Average shared prices

XGBoost invested in BTC

[190] 7 MFRFNN Wind Speed

Air Passenger,

[191] 7 (a, b, e, f) BRKGA-NN Death and Injury,

Vehicle, Sunspot

[192] 3, 4 RPH with ARIMA and MLP Shenzhen Integ. Index

3 (d, e, f), 4 (d, e, f), MPNSGA-II KRR EDNN DEC, Electricity Price,

[193] 5 (d, e, f), 6 (d, e, f), KRR EDNN DEC, KRR EDNN, Wind Speed,

7 (d, e, f), 8 (d, e, f) MLP, CNN, LSTM Air Quality (PM2.5)

Continued on next page
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Continued from previous page

Ref. Figurea Prediction Methodb Dataset Domainc

[194] 5 (a, c), 6 (a, c), 7 (a, c), RNN, LSTM RNN, Temperature,

8 (a, c), 9 (a, c) MLP, SVR, SARIMA Humidity

[195] 6 (a, b), 7 (a, b), 8 (a, b) PCSA ELM, ELM Streamflow

[196] 5 (a-l) ICL with SA 12 financial datasets

[197] 6 (a-d) ARIMA, LSTM RNN, Store System Workload

Simple RNN, SVR

[198] 13 (a), 14 (a) Encoder-Decoder LSTM ACI Finance, Sunspot

Lake, Colorado River,

[199] 7, 12, 18, 19, 20 MHA, MHA LSTM Traffic, Mumps,

Chickenpox

[200] 4 (a, b, c) MTSMFF, RNN, SVR Air Quality (PM2.5)

SeriesNet, S&P500 Index,

[201] 6 (a-f), 7 (a-f), 8 (a-f) SVR, LSTM, Shangai Composite Index,

ANN, UFCNN Hangzho Temperature

[202] 8, 10 ARIMA, SVR, MLP Colorado River,

Exchange Rate

[203] 6 (a-f), 11 (a-f) EnsemLSTM, ARIMA, Wind Speed

ANN, SVR, K-NN, GBRT

[204] 5 (b), 6(b) CNN, ELM Streamflow

[205] 6, 7, 8, 9 DLSTM, LSTM-SAE Air Quality (PM2.5),

Rental Bikes
a Figure numbers in the corresponding reference.
b,c Methods and datasets visualised by the given figures.

Table 8.1: Recent studies of time-series forecasting with PFE-affected predictions.

Table 8.1 lists a number of peer-reviewed research works that were published particularly in

the last three years and that have attempted to solve time-series forecasting problems for various

domains, including groundwater level, air quality, crude oil prices, wind speed, and so on. Along

with the references to the research works, this table also lists the figure numbers that display

the predictions that seem to be PFE-affected based on visual inspection, the prediction methods

that yield those predictions, and the domains from which the underlying datasets were gathered.

However, it should be noted that some of these publications implement more prediction methods

than those listed here on some other unlisted datasets. That is, Table 8.1 lists only the prediction

methods and dataset domains that are visually suspicious to be subject to the PFE. The authors of

[199], for example, deploy nine different prediction methods on more than 15 time-series datasets.

However, the plots they provide in their research only visualise the predictions produced by two
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methods: MHA and MHA LSTM, and only five of the datasets appear to be subject to the PFE:

Lake, Colorado River, Traffic, Mumps, and Chickenpox. Table 8.1 does not, therefore, include the

other prediction methods they deploy or other datasets used in their article.

Figures 8.15 [186], 8.16 [192], 8.17 [197], and 8.18 [205] are a random selection of plots from

those listed in Table 8.1, together with their original captions. Each of these plots illustrates

time-series forecasts produced for datasets from different domains and produced by different

time-series prediction methods. It is visually clear in each of the figures that the time-series

predictions are almost identical to but trail the actual observations behind in time, which strongly

suggests the existence of the PFE in the predictions. Similar observations can be made from the

other figures listed in Table 8.1. This again indicates that the PFE is independent of domain and

prediction method and caused simply by the characteristics of the underlying data.

Even more importantly, some of the research works listed in Table 8.1 use the same datasets.

For example, [191] and [198] both use the same Sunspot dataset, [196] and [201] both use the

same S&P500 Index dataset, [199] and [202] both use the same Colorado River dataset and [200]

Figure 8.15: (Figure 10 in [186]) Comparison of four models of air quality predicted values and
true values.

Figure 8.16: (Figure 4 in [192]) Forecasted values of the RPH model for forecasting Shenzhen
Integrated index (test data set).
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Figure 8.17: (Figure 6(d) in [197]) LSTM Prediction results in test set.

Figure 8.18: (Figure 9 in [205]) Original data vs. prediction for PM2.5 with 2 layers.

and [205] both use the same Air Quality (PM2.5) dataset. None of these pairs of studies that

share the same dataset deploys or tests the same prediction methods. This is important because

these shared datasets have prediction outputs produced by many different time-series prediction

methods implemented or proposed in two independent works conducted by two distinct groups of

researchers, and these prediction outputs appear to be almost identically affected by the PFE.

To the best of the author’s knowledge, in cases where multiple studies have utilized the same

dataset, the predictions have consistently shown either PFE-affected or PFE-free outcomes and

there has not been a single instance where one study with one effect and one with the other. This

confirms once more that the PFE is caused primarily by the characteristics of the underlying

datasets and is not primarily due to the time-series prediction methods.

8.3 Discussion

Plotting the time-series predictions against time together with the actual observations (what

is called a time plot) to obtain a simple graphical analysis of the forecast accuracy is highly

recommended [17, 29]. A properly structured time plot is also an extremely useful tool for

identifying the possible presence or absence of the PFE in time-series predictions. However,
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unfortunately, the systematic and continuous displacement of predictions caused by the PFE is

not always recognisable through visual inspection. This is not due to the features of the PFE

but rather due to various graphical elements, such as data length, granularity, dataset domain,

graph size, image quality, resolution, aspect ratio, graph type, and line and point styles.

There are numerous instances in the time-series forecasting literature where plots do not

allow judgements to be made in investigating the possible presence of the PFE. For instance,

Figures 8.19 [206], 8.20 [207], and 8.21 [208] demonstrates predictions and actual measurements

for different dataset domains and are taken from the original publications with no modification

affecting their quality or sophistication. Plots in Figure 8.19 include more than 200,000 data

points in very small-sized frames, making it impossible to interrogate the possible presence of the

delay in predictions caused by the PFE. The scatter plot of almost 1000 data points in Figure 8.20

makes it difficult to judge the temporal alignment of the forecast and measurement datasets, as

the forecast and measurement pairings are not clearly visible. Therefore, the temporal delay in

predictions cannot be investigated in this plot. Indeed, the inappropriateness of scatter plots for

comparing sets of time-ordered variables is explained and exemplified in [16, 17]. Finally, the

line style and large datasets of almost 4000 points per series seen in Figure 8.21 means any delay

in time-series predictions becomes obscured.

Figure 8.19: (Figure 16(c, d) in [206]) Observed rainfall vs. Predicted rainfall in Bristol (left:
Model 4, right: Model 6).

Besides, several publications, including [44, 109, 209–212], do not provide visual representa-

tions of their time-series predictions alongside actual measurements. Instead, in such studies,

point-wise accuracy metrics alone were used to evaluate the performance of deployed or proposed

methods. However, this thesis has shown that such metrics can often be deceptive since they are

not fully appropriate or reliable for detecting temporal displacement in time-series predictions.

Therefore, in such studies, with inappropriate time plots or without time plots, it is not possible

to make a firm statement regarding the existence or absence of the PFE, and the issue remains

open.
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Figure 8.20: (Figure 13 in [207]) Actual vs. Prediction plot of Solar Radiation over time for
GRU-based model.

Figure 8.21: (Figure 5 in [208]) Predicted signal compared to observed signal.

8.4 Conclusion

This chapter has surveyed a number of published works that implement different prediction

methods on different time-series datasets from various domains, including the electrical energy

consumption domain. The prevalence of the systematic delays potentially caused by the PFE in

the time-series prediction literature has been examined, as well as how and why the PFE might

invalidate the conclusions in the literature or make them questionable in some circumstances. To

do this, ideally, relevant time-series prediction results from the literature should be repeated, and

then the n-SS method should be applied to achieve quantitative identification of the temporal

displacements in forecasts. This has not been possible to do, however, due to some factors, such

as inaccessible datasets and a lack of details provided on prediction methods. Therefore, the PFE

review here has instead been conducted based on visual inspections of the figures that show

forecasting results alongside actual measurements, where possible.

136



8.4. CONCLUSION

This chapter has examined published time-series forecasts from diverse domains using

various time-series prediction methods. It has found many examples of predictions that are

likely to be affected by the PFE and some that are not affected by the PFE. Overall, this chapter

has demonstrated that i) the PFE is almost certainly prevalent in the time-series prediction

literature; ii) the PFE is a bias that is independent of dataset domain and prediction method;

and iii) the PFE occurs mainly due to the characteristics of the underlying data. Further, this

chapter has identified several published arguments and conclusions that are questionable owing

to likely PFE-affected prediction results and also discussed why these arguments and conclusions

might be flawed and misled by the delays in predictions. This suggests that, in order to validate

published results and arguments, the potentially PFE-affected results should be revisited, with

prediction methods tested on different datasets and the n-SS method applied to test for the

presence or absence of the systematic delays resulting from the PFE in predictions.
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9
DISCUSSION AND CONCLUSION

9.1 Summary

This thesis has contributed to the study and development of data-driven time-series

forecasting and prediction accuracy evaluations in order to achieve reliable, robust, and

transferable time-series predictions, which have become a key component applied in many

different fields of science and industry.

Chapter 3 has provided a formal description of an important form of bias causing a systematic

and continuous delay in single-step time-series forecasts. This important form of bias has been

labelled the Persistence Forecast Effect (PFE) as predictions affected by it resemble those produced

by a naïve persistence model. Furthermore, it has been demonstrated that the presence or absence

of the PFE is mainly determined by the characteristics of the underlying data. Inconsistent and

irregular patterns in time-series data are the major driver of the PFE. When prediction methods

are trained or fitted on time-series data consisting of high irregularity and volatility, prediction

models degrade to produce a series of predictions that follow the actual observations one or a few

time steps behind. The amount of the delay, on the other hand, is determined by the correlation

between the sequential observations, which can be measured via auto-correlation. Finally, in

order to highlight the significance of the consideration of the PFE, Chapter 3 has also evaluated

the implications of predictions that are systematically displaced in time as a result of the PFE,

such as jeopardised smart systems and applications, misled decision-making, deceptively accurate

metric results, and misplaced overconfidence in predictions and prediction models.

Determining the existence of the PFE in predictions is of great importance before taking

further steps, such as making critical decisions or developing smart applications that depend on

the time-series prediction outcomes. A visual inspection of a time plot, which plots prediction
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outputs and actual measurements against time, can be seen as the easiest way of doing this; if

time-series predictions are affected by the PFE, one should see that the predictions curve trails

the actual observations curve one or a few time steps behind. However, visual inspection alone

is not always sufficiently objective for practical and repeatable PFE detection. To fill this gap,

Chapter 4 has proposed a new generic method, the n-Step-Shifting (n-SS) method, that identifies

the existence or absence of the PFE quantitatively. The n-SS method facilitates a conceptually

straightforward mechanism and relies on the recalculation of evaluation metrics after shifting

the predictions n steps back to the past or shifting the observed data n steps into the future. The

proposed n-SS method is compatible with a wide range of evaluation metrics commonly used

in the time-series literature, relatively expediting and easing its deployment. Nevertheless, it

requires pre-determination of the value of n. As it has been observed several times throughout

this thesis, the value of n is usually 1 since the superior auto-correlation of underlying time-series

data tends to be between adjacent data points by the nature time-series data. However, depending

on the features of the time-series data, it is possible, although very rare, that n can be 2 or greater.

How the value of n can be determined has been explained in Chapter 4 as well, which has also

discussed some constraints that limit the applicability of the n-SS method.

As a means of further elaborating on all the definitive and explanatory statements made in

the earlier chapters, Chapters 5 and 6 have provided experimental studies carried out with a

large-scale domestic electricity consumption dataset and contemporary time-series forecasting

methods. These experimental works have studied how irregularity in the underlying time-series

dataset affects both single- and multi-step point forecasts, and how these effects manifest and

differ from each other. Besides that, how to apply the n-SS method for PFE identification in time-

series forecasts has been exemplified, and its applicability for single- and multi-step forecasts has

been discussed in these chapters. The results of these empirical works have demonstrated the

direct relationship between the occurrence of the PFE and irregularity in the underlying data,

exemplified the implications of the PFE, and pointed the importance of including a certain number

of the most recent measurements in the input feature set within a practical context. Furthermore,

the n-SS method has been demonstrated to be highly effective in identifying whether single-step

forecasts are affected by the irregularity and volatility in data (PFE-affected or PFE-free), but it

has appeared to be unable to identify multi-step forecasts that are affected by data irregularity

and volatility.

Following the chapters working on the basics and fundamentals of the PFE and the n-SS

method, Chapter 7 has provided further analysis and various experimental studies on the PFE

phenomenon and its identification. The chapter has established and addressed a set of research

questions to interrogate the various facets and aspects of the PFE in single-step forecasts. As

a result, this work has revealed that i) changing the number of the most recent observations

in the input feature set of predictions based on volatile and irregular underlying data does not

prevent the occurrence of the PFE; ii) different periods of the same time-series data can have
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different PFE results; iii) it is not possible to avoid the PFE by training the method on longer

or shorter training sets, or by using finer or coarser data granularity; iv) the PFE cannot be

attributed to prediction methods and is directly related to the irregularity in the underlying data;

v) the PFE is domain-independent and can be observed in all sorts of time-series forecasts in

every domain; vi) the PFE can end up with temporally displaced predictions by one or more time

steps depending on the auto-correlation values at different lags and the set of the most recent

observations used in the input feature set; and vii) evaluation metrics within the relative error

metrics family have the potential to exhibit resilience against the deceptiveness effect of the

PFE and can effectively be used for the quantification of the impact of the PFE when they are

employed with the persistence model as a baseline.

Chapter 8 then has examined the prevalence of the PFE in the recent time-series forecasting

literature. This chapter has identified several published cases where time-series predictions

appeared to be temporally delayed as a result of the PFE and discussed the impacts this could

have on the findings and conclusions of these works. A survey of published works that implement

different prediction methods on different time-series datasets from various domains again

supported the notion that the PFE occurs when there are sufficiently volatile and irregular

patterns in the underlying data and is independent of the dataset domain and prediction method

used. The survey provided in this chapter has also highlighted the prevalence of the PFE in the

time-series prediction literature, although it has mostly been overlooked so far.

9.2 Discussion

The PFE, which has a strong potential to endanger intelligent systems and decision making that

rely on time-series predictions, is a consequence of the characteristics of time-series data used for

forecasting. Given the strong pattern variability that can be seen in many underlying datasets

on which the prediction methods are trained or fitted, it is not surprising that the prediction

methods often fail to provide robust time-series predictions that are not affected by the PFE. If

this is the case, the PFE causes profound changes to the predictions of methods and should be

detected during the prediction evaluation to avoid erroneous predictions being trusted and acted

upon. Nevertheless, many of the evaluation methods currently available to the community are not

able to do this, as the PFE-affected predictions curve is nearly identical to the observations curve

but delayed by only one or a few steps in time. Therefore, it is recommended that developers,

practitioners, scientists, and decision-makers apply the n-SS method to examine whether or not

their results suffer from the PFE before taking further steps. Furthermore, the n-SS method

should be applied with multiple accuracy metrics to give the greatest confidence to the PFE

detection results.

Despite the fact that the PFE is independent of prediction methods and derives from the

underlying data as described in this thesis, the PFE should not be expected when basic methods,

such as the average method, the naïve method, the seasonal naïve method, and the drift method,
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are used. This is not because such methods are better, more robust, or more successful than

complex statistical or machine-learning methods. It is simply because these basic methods do

not require model training or fitting on historically recorded time-series data, in contrast to

data-driven methods.

The objective of this study is not to demonstrate that data-driven prediction methods, in-

cluding statistical and machine-learning time-series forecasting methods, are somehow broken

in previously unknown ways. Instead, it aims to show the importance of guarding against over-

confidence in prediction outcomes and mitigating the risk of developing forecasting models on

datasets that do not perform as might be expected. The n-SS method, proposed and described

here in this thesis, provides model developers with a tool to detect the PFE in their time-series

predictions. If developers find their predictions are affected by the PFE, it is recommended that

they review the regularity and consistency of the datasets they use and what additional features

they could include in their input feature sets. For example, developers working in the domain

of household-level electrical energy demand forecasting, could consider exploring features that

determine why, when, and how electrical energy is consumed in a residence, including the lifestyle

of occupants and daily routines, power consumption of appliances, and weather data. Such an

augmented input feature set could have the potential to bring back the regularity that forecasting

methods rely on or might explain the included irregularity so that it contributes to the reduction

of the prediction error and the temporal displacements of predictions. Another suggestion in

cases where the presence of the PFE is suspected is to use a metric that is potentially resilient

against the deceptiveness effect of the PFE in order for more robust and reliable evaluation. This

could be any metric from the family of relative error metrics, utilising a persistence model as a

baseline. Such metrics may form a possible route for those seeking to differentiate a measure of

forecast accuracy independent of interference from PFE.

It is interesting to consider the review of the PFE related to the issues previously reported

in the time-series forecasting literature, such as phase error, double penalty effect (DPE), and

under- and over-fitting.

The DPE arises from the use of point-wise metrics during the evaluation of predictions that

are temporally displaced, commonly referred to as phase error. The phase error that the DPE is

concerned with can occur at any point in time and with varying time steps – backwards or forwards

– for all sorts of reasons. The working principles of the solutions proposed for the DPE simply

rely on dropping the time dimension during evaluation. Hence, they do not aim to effectively

resolve the time shift in predictions, but rather to address the issue of penalising forecasts that

are temporally displaced twice. Such solutions might be applicable only to application areas

that are tolerant of a displacement of events in time. However, not all applications have this

temporal flexibility. On the other hand, as a matter of fact, the PFE refers to predictions that are

a time-delayed approximation of actual measurements because they are extrapolated from one of

the most recently observed values used in the input feature set as a result of data irregularity.
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Therefore, the idea behind the solutions proposed for the DPE – dropping the time dimension

during prediction accuracy evaluation – cannot be a proper approach to resolve the PFE. Dropping

the time dimension would make sense for discontinuous and infrequent temporal displacements

but is not appropriate for predictions that consistently follow the actual values behind in a

systematic and continuous manner. If dropping the time dimension was suitable for resolving the

systematic and continuous prediction displacements caused by the PFE, the simplest prediction

method of all, the persistence model, would always become the best-performing method of all

time for every time-series prediction problem. There would then be no need to use complex

mathematical and statistical formulations and calculations or machine-learning approaches to

develop better models. Sadly, this is not the case, and model development is still appropriate.

Furthermore, the most common standard accuracy metrics are able to identify under- and

over-fitting phenomena through a simple comparison of in-sample and out-of-sample errors.

However, this approach is not suitable for detecting the PFE since the PFE affects predictions for

training and test sets equally and in a similar way. Also, as the experimental results presented

in Chapter 7 have demonstrated, most of the proposed solutions to these phenomena cannot be

effectively used to prevent the PFE because the PFE is a result of volatile and irregular patterns

in time-series data.

Previously published literature commonly attributes the delay effect in forecasts to two

factors: the high auto-correlation in time-series data and the most recently observed values used

in the input feature set. Hence, the solutions previously proposed for the continuous time delay

in forecasts primarily often focus on eliminating the auto-correlation and the historical data from

the input feature set. However, the findings presented in this thesis demonstrate that the main

reason behind the systematic and continuous delay in prediction is actually the high volatility and

irregular patterns inherent in time-series data. The auto-correlation is just a factor determining

the amount of the delay when the delay occurs. When the underlying data exhibits a certain level

of regularity that the prediction methods can recognise, the phase lag does not manifest, even if

in the presence of superior auto-correlation or historical data in the input set. This likely explains

why previously proposed approaches are insufficient in fully remove the phase lag phenomenon.

Therefore, in order to effectively and properly overcome the PFE without compromising overall

accuracy, it is crucial to enhance the input feature set by incorporating additional features that

the prediction outputs may be contingent on. This augmentation of the input feature set could

help to improve the robustness of prediction models and time-series forecasts. Another potential

solution could be the implementation of techniques such as wavelet transforms with the purpose

of mitigating the volatility observed in the time-series data on which the model is constructed.

9.3 Future Work
The research described in this thesis suggests some important future research directions and

interesting lines of future work.
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First and foremost, the development of a time-series prediction model that is robust against

the PFE could be one of the most important contributions. This requires the investigation of

whether the n-SS method and a metric belonging to the relative error metrics family using

the persistence model as a baseline could be used as part of the prediction model development

process. The ultimate goal is to build a model that is effectively capable of avoiding the PFE or at

least minimising its effects. That is, instead of the n-SS method being used as a post-hoc control

mechanism to check for the presence of the PFE, it could be integrated into the prediction model

development process so that the model can progressively learn to produce predictions with no

PFE or as little PFE as possible. While this may appear to be improbable for statistical methods,

it is conceivable to modify the loss functions of machine learning methods to incorporate the n-SS

method, implemented with a metric within the relative error metrics family using the persistence

model as a baseline, during the training phase.

Additionally, regarding time-series predictions that could potentially have PFE-affected and

PFE-free sub-periods together, which are analysed and discussed in Section 7.2, automating the

process of determining the split-off point(s) separating the sub-periods with and without PFE

could be another valuable future contribution.
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B.1. BIGGER VERSIONS OF SOME PLOTS EXHIBITING THE PFE.

(a)

(b)

Figure B.2: Continued on next page.
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(c)

(d)

Figure B.2: Bigger version of plots in Figure 8.3, also Figure 8 in [80].
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[41] P. Mesarić and S. Krajcar, “Home Demand Side Management Integrated with Electric

Vehicles and Renewable Energy Sources,” Energy and Buildings, vol. 108, pp. 1–9,

2015.

[42] K. B. Debnath and M. Mourshed, “Forecasting Methods in Energy Planning Models,”

Renewable and Sustainable Energy Reviews, vol. 88, pp. 297–325, 2018.

[43] P. Lusis, K. R. Khalilpour, L. Andrew, and A. Liebman, “Short-Term Residential Load

Forecasting: Impact of Calendar Effects and Forecast Granularity,” Applied Energy, vol.

205, pp. 654–669, 2017.

[44] R. Bonetto and M. Rossi, “Machine Learning Approaches to Energy Consumption

Forecasting in Households,” CoRR, vol. abs/1706.09648, 2017, Accessed on: 01.04.2019.

[Online]. Available: http://arxiv.org/abs/1706.09648

[45] M. Q. Raza and A. Khosravi, “A Review on Artificial Intelligence Based Load Demand

Forecasting Techniques for Smart Grid and Buildings,” Renewable and Sustainable

Energy Reviews, vol. 50, pp. 1352–1372, 2015.

[46] A. Rahman, V. Srikumar, and A. D. Smith, “Predicting Electricity Consumption for Com-

mercial and Residential Buildings Using Deep Recurrent Neural Networks,” Applied

Energy, vol. 212, pp. 372–385, 2018.

[47] T. Hong and S. Fan, “Probabilistic Electric Load Forecasting: A Tutorial Review,” Interna-

tional Journal of Forecasting, vol. 32, no. 3, pp. 914–938, 2016.

[48] P. Cichosz, Data Mining Algorithms: Explained Using R. New Jersey, United States:

Wiley, 2014, ISBN: 978-1118332580.

[49] A. V. Hill, The Encyclopedia of Operations Management. New Jersey, United States: FT

Press, 2012, ISBN: 978-0132883702.

154

http://arxiv.org/abs/1706.09648


BIBLIOGRAPHY
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