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Much of the information people encounter online is 
curated by proprietary algorithms deployed by the plat-
forms people interact with. Technically, an “algorithm” 
is simply “a series of steps undertaken in order to solve 
a particular problem or accomplish a defined outcome” 
(Diakopoulos, 2015, p. 400). However, the term is col-
loquially used to refer to the opaque systems that deter-
mine what users see online when using social media 
or web search engines. In such contexts, the term typi-
cally refers to an “algorithmic system,” which can be 
more broadly defined as “any socio-technical system 
influenced by at least one algorithm . . . [including] 
systems that may rely on human judgement and/or 
other non-algorithmic components, as long as they 
include at least one algorithm” (Bandy, 2021, p. 744). 
Understanding the interaction between human users 
and online algorithms thus presents an intricate psy-
chological problem that requires an in-depth under-
standing of human cognition as well as technology.

Given the scarcity of human attention (Simon, 1971), 
algorithms that filter and curate content are essential 
to harness the abundance of information on the web: 
Googling “Newcastle” should return different results in 
Australia than in the United Kingdom, and without 
such filtering, much useful information would remain 
inaccessible. Likewise, recommender systems can help 
people satisfy their preferences, such as when they 
help people find movies, books, or restaurants that 
they are likely to enjoy (Ricci et al., 2015). Unsurpris-
ingly, the public is mainly appreciative of algorithmic 
customization in such consumer contexts (Kozyreva 
et al., 2021).

1180809 PPSXXX10.1177/17456916231180809Lewandowsky et al.Perspectives on Psychological Science
research-article2023

Corresponding Author:
Stephan Lewandowsky, School of Psychological Science, University of 
Bristol 
Email: stephan.lewandowsky@bristol.ac.uk

Challenges in Understanding Human-
Algorithm Entanglement During Online 
Information Consumption

Stephan Lewandowsky1,2,3 , Ronald E. Robertson4, and  
Renee DiResta4

1School of Psychological Science, University of Bristol; 2Department of Psychology, University of Potsdam;  
3School of Psychological Science, University of Western Australia; and 4Stanford Internet Observatory,  
Stanford University

Abstract
Most content consumed online is curated by proprietary algorithms deployed by social media platforms and search 
engines. In this article, we explore the interplay between these algorithms and human agency. Specifically, we consider 
the extent of entanglement or coupling between humans and algorithms along a continuum from implicit to explicit 
demand. We emphasize that the interactions people have with algorithms not only shape users’ experiences in that 
moment but because of the mutually shaping nature of such systems can also have longer-term effects through 
modifications of the underlying social-network structure. Understanding these mutually shaping systems is challenging 
given that researchers presently lack access to relevant platform data. We argue that increased transparency, more data 
sharing, and greater protections for external researchers examining the algorithms are required to help researchers 
better understand the entanglement between humans and algorithms. This better understanding is essential to support 
the development of algorithms with greater benefits and fewer risks to the public.
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Although algorithms across the web have delivered 
many benefits to users, they also—and perhaps 
mainly—deliver benefits to the platforms, which rely 
on algorithms to commodify human attention (Wu, 
2017). Platforms primarily make money by displaying 
ads to users, and they can display more ads if users 
spend more time on site—hence, ultimately, most algo-
rithms seek to increase time spent on the platform. This 
foundational incentive may explain why researchers 
have identified a number of adverse consequences of 
algorithms. Although those consequences may affect 
many aspects of life, here we focus mainly on psycho-
logical and societal fallouts within political and broader 
societal communication.

First, satisfying user preferences is not uncondition-
ally good for either the user or society at large. For 
example, problems arise when algorithms suggest radi-
calizing or extremist material (Kaiser & Rauchfleisch, 
2020) or when messages are microtargeted at people 
on the basis of their particular vulnerabilities (for a 
discussion, see Lorenz-Spreen et al., 2021). Second, the 
design and operation of such algorithms are proprietary 
and not readily subject to public scrutiny. Neither indi-
vidual users nor society at large know in detail why 
search results or social media feeds are curated in a 
particular way (Pasquale, 2015).

Indeed, the public may not even realize that algo-
rithms are at work at all when using social media (Eslami 
et al., 2015; Powers, 2017; Rader & Gray, 2015). Third, 
to complicate matters further, algorithms not only shape 
user behavior, but also, user responses in turn shape 
algorithmic outputs, contributing to “feedback loops” 
(Mansoury et al., 2020; Sun et al., 2019) and a “mutually-
shaping system” (Boczkowski, 1999) that is difficult to 
understand and analyze.

In this article, we consider the extent of entangle-
ment between humans and algorithms by placing popu-
lar algorithms along a continuum from implicit to 
explicit user demands. (We use “demand” to refer to 
the user’s preferences, and we use “curation” to describe 
algorithms’ ability to infer or use those demands to 
curate the content shown to users.) To do so, we exam-
ine the extent to which various algorithmic features 
generate their outputs on the basis of users’ explicitly 
provided preferences (e.g., channel subscriptions on 
YouTube) or implicitly provided preferences (e.g., 
dwell time on Facebook). While examining cases that 
fit along this continuum, we note that the interactions 
people have with algorithms not only shape what they 
are exposed to in that moment but, because of feedback 
loops (Mansoury et al., 2020; Sun et al., 2019) and the 
mutually shaping nature of such systems (Aral, 2020), 
can also have long-term or broader network effects. 
Collaborative filtering techniques in recommender sys-
tems, for example, draw on signal from some users to 

predict the preferences and shape the suggestions dis-
played to other users that the system perceives as simi-
lar. Once a user acts on those recommendations (e.g., 
by purchasing one of the books suggested by Amazon 
in its cross-promotional listings), the similarity matrix 
between that user and others is updated, which in turn 
changes the recommendations offered by the system in 
the future.

The Entanglement of Humans and 
Algorithms

There is considerable diversity in the algorithms used 
by different platforms. For example, when people talk 
about Facebook’s algorithm, they tend to refer to the 
system curating their NewsFeed, whereas mentions of 
Google’s algorithm refer to the system curating web 
search results, and mentions of TikTok’s algorithm typi-
cally refer to the system that curates their “For You 
Page.” In addition, the interfaces used by online plat-
forms vary widely in form (e.g., a ranked list vs. a stack) 
and function (e.g., active or passive information search) 
and can involve the presence of multiple algorithmic 
features (e.g., Facebook’s “People You May Know” fea-
ture; Zignani et al., 2014) that are continuously being 
updated through large-scale experimentation (Kramer 
et al., 2014). Given these differences and recent research 
highlighting the role of user choice in online platforms, 
we examine human-algorithm entanglement by placing 
specific algorithmic features on a continuum based on 
the extent to which their output is based on implicit or 
explicit user preferences.

Implicit preferences include proxies for attention that 
users may be unaware of (e.g., dwell time and mouse 
hovering) and those inferred by the platform (e.g., rec-
ommendations obtained through collaborative filter-
ing). This implicit end of the implicit-explicit continuum 
includes algorithmic features that involve little or no 
active user input, such as Twitter’s #Explore “Trending” 
feature, which curates posts from across the platform 
writ large for topics or phrases it classifies as “trending.” 
Less extreme—but still largely driven by implicit prefer-
ences—are algorithmic features that are designed for 
content discovery, such as TikTok’s “For You Page,” 
YouTube’s “Stories,” or Instagram’s “Reels,” which rely 
heavily on collaborative filtering.

In contrast, explicit user preferences include both 
direct user inputs (e.g., clicks, queries, and follows/
subscriptions) and inferred preferences based on those 
inputs (e.g., content-based filtering, which recommends 
content to users based on their own prior actions and 
engagement). For example, Instagram’s “Following” and 
“Favorites” features allow users to view chronologically 
arranged content from the accounts that they explicitly 
expressed a preference for. Perhaps the most explicit 
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algorithms are those driving search engines. Unlike the 
feeds or recommendations on social media, which pro-
vide a more passive form of content curation, obtaining 
a page of search results requires that a user first com-
poses and enters a search query.

Most algorithmic features are, however, located away 
from the endpoints of the implicit-explicit continuum 
because they incorporate a blend of implicit and explicit 
user preferences. To illustrate, Facebook’s Newsfeed 
and Twitter’s “For You Page” include not only content 
from the accounts that a user has explicitly expressed 
a preference for by following but also content that the 
platform selects to satisfy a user’s implicitly expressed 
presumed preferences. The capacity to differentiate 
which of an algorithm’s actions are due to implicit or 
explicit user preferences can be crucial to “algorithm 
audits” (Metaxa et al., 2021) that aim to understand why 
specific pieces of content are shown to certain individu-
als or in response to certain inputs. This differentiation 
may, however, be difficult to achieve. A case in point 
are YouTube’s video recommendations, which are 
based on both implicit and explicit user preferences. 
On one hand, a recent study found that explicit prefer-
ences (e.g., subscriptions) can best explain why some 
individuals are recommended more extremist videos 
on YouTube (Chen et al., 2022). On the other hand, a 
recent systematic review of the literature on the effects 
of YouTube’s recommender system on radicalization 
found that 14 out of 23 studies implicated the recom-
mender system in facilitating access to problematic 
content compared with only two that argued the system 
was not involved (Yesilada & Lewandowsky, 2022).

The results returned by search engines are a particu-
larly interesting case of subtle entanglement between 
humans and algorithms. At the implicit level, search 
engines adjust results based on a person’s implicit pref-
erences that have been recorded or inferred by the 
platform. For example, localization, the automated tai-
loring of results to a user’s inferred geolocation, has 
been shown to be a powerful driver of differences 
between individuals’ search results (Kliman-Silver et al., 
2015). By contrast, the extent of personalization—
defined as content curation tailored to an individual 
(Beam, 2014; Sundar, 2020)—is low on Google Search 
(Robertson et al., 2018). At the explicit level, the most 
powerful driver of differences between individuals’ 
search results is the composition of the user’s search 
query itself (Robertson et al., 2018). Though there is  
to some degree a mainstreaming effect, in which simi-
lar queries produce similar search results (Trielli &  
Diakopoulos, 2022), people tend to formulate queries 
that contain subtle partisan signals reflecting their ide-
ology (Mustafaraj et  al., 2020; Trielli & Diakopoulos, 
2022; van Hoof et al., 2022). For example, an analysis 
of political search terms during the 2018 midterm 

elections revealed that conservatives are more likely to 
search for the background of candidates (e.g., “sherrod 
brown background,” “party jim rennaci”), whereas liber-
als are more likely to search for candidates’ positions 
on issues (e.g., “beto stand issues,” “beto policy weed”; 
Trielli & Diakopoulos, 2022).

Politically related search results therefore appear to 
be primarily determined by users’ own explicit demands, 
as reflected by their queries and selection behavior 
(Robertson et al., 2023), although research on other 
important issues in web search implicates the algo-
rithms and underlying data they use (Noble, 2018;  
Vlasceanu & Amodio, 2022).

These intermediate cases on the implicit–explicit 
continuum help illustrate how identifying the role of 
implicit and explicit user preferences in shaping an 
algorithm’s outputs can be a complex but valuable task. 
The complexity of this task can also be influenced by 
a wide range of additional factors worth considering, 
including (a) the time horizons that algorithms operate 
on; (b) the dynamics between users, content creators, 
and platforms; and (c) the mutually shaping nature of 
these systems. With respect to the time horizons, an 
explicit signal on one day may continue to inform the 
decisions of a recommender system for an indetermi-
nate amount of time, such as when users continue to 
see an ad for an item they have already purchased.

Understanding the role of implicit and explicit 
demand in human-algorithm entanglement requires 
examination not just of user behavior but also the 
behavior of the people who create content and the 
platforms that host it. Users vary in terms of their algo-
rithmic awareness or literacy, and they also differ in the 
extent to which they use that presumed knowledge in 
further attempts to exert control over an algorithm’s 
outputs. For example, users may develop folk theories 
about how an algorithm works, which may alter their 
behavior as they attempt to gain greater control (Martens 
et al., 2023). Likewise, content creators who strive to be 
“algorithmically recognizable” (Gillespie, 2017) or who 
seek to game algorithms to amplify unreliable (Brad-
shaw, 2019) or fake (Elmas et al., 2021) content can also 
affect algorithmic outputs and in turn user behavior. 
Gaps in search coverage (known as “data voids”) can be 
exploited by malicious actors (Golebiewski & boyd, 
2019). To illustrate, few people ever searched for  
“Sutherland Springs,” a small town in Texas, before a 
mass shooting occurred on November 4, 2017. Because 
there was little online content about Sutherland Springs 
at the time (barring weather information, a map, and a 
Wikipedia entry), malicious actors were able to influence 
search rankings by posting a torrent of material that 
(falsely) blamed the shooting on the “Antifa” movement. 
These malicious actors succeeded in shaping the front 
page of search queries and even injected “Antifa” into 
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auto-suggest. There is evidence that this was no isolated 
incident and that white supremacists systematically 
seek to exploit data voids that can be filled with extrem-
ist material against little competition (Golebiewski & 
boyd, 2019).

Human-algorithm entanglement also appears in algo-
rithmic content moderation, such as via account down-
ranking (sometimes called “shadow banning” by users 
and “soft actions” by platforms), which gives the plat-
forms a way to reduce the reach of an account without 
actually removing it. However, such opaque decisions 
can create controversy because they intervene on users’ 
explicit preferences (by not showing them content from 
accounts they follow) in ways that are hard to identify 
without access to internal data.

The mutually shaping nature of human-algorithmic 
systems also requires consideration of the broader con-
text and ecosystem that they operate in (Zuckerman, 
2021). That is, irrespective of the degree of their entan-
glement with humans, algorithms can also contribute 
to the shaping of the various networks—whether social 
networks (in the case of social media) or the web more 
broadly (in the case of search engines)—that underlie 
their outputs. Some algorithms function for that exact 
purpose—growing or altering their underlying informa-
tion networks, also often referred to as “substrate” (Aral, 
2020). By making suggestions about who to connect to 
via “people recommender systems” (Fabbri et  al., 
2022)—for example, providing information about 
friends of friends on Facebook or suggesting who to 
follow on Twitter—such algorithms can connect users 
to growing communities on the platform that align with 
their interests and preferences. Those lasting down-
stream consequences of algorithms make it even more 
urgent that a better understanding of their inner work-
ings is gained.

The Opacity of Algorithmic Systems

Despite their central role in directing people to online 
information and in contributing to the construction of 
the substrate, relatively little is known about the algo-
rithms used by major platforms and their psychological 
and societal impacts ( Jarsulic, 2022; Rahwan et  al., 
2019; Wagner et al., 2021). There are several reasons 
for this paucity of knowledge. First and foremost, vis-
ibility into the workings and impact of the algorithms 
is limited by lack of access to relevant data, such as 
user input and actions and algorithm outputs.

At times, access to the data required to evaluate an 
algorithm is actively curtailed by the platforms, which 
have been known to engage in vigorous efforts to shut 
down independent academic research, including via 
legal means (Greene et al., 2022; this despite the fact 

that transparency has been shown to frequently be in 
a firm’s interest, Wang et al., 2023). As a result, when 
concerning information has become available, it often 
involved whistleblowers. For example, in 2021, a former 
Facebook employee, Frances Haugen, revealed that 
Facebook’s newsfeed curation algorithm favored mate-
rial that made people emotional (including sad and 
angry) over material that elicited a “like” by a factor of 
5 (Kallioniemi, 2022). Anger-evoking material is dispro-
portionately likely to include misinformation, toxicity, 
hate speech, and low-quality news (Paschen, 2019). It 
also became known that Facebook’s recommendation 
engines were pushing people into extreme groups and 
conspiracy theories, such as QAnon (Zadrozny, 2021). 
Although aware of those problems, Facebook chose 
not to take any action and thus “systematically amped 
up some of the worst of its platform, making it more 
prominent in users’ feeds and spreading it to a much 
wider audience” (Merrill & Oremus, 2021).

Nonetheless, focus is restricted to the observable 
interactions between users and algorithms on a single 
platform, which can be described in terms of what users 
were shown (exposure) and what users did (engage-
ment; Robertson et al., 2023), research can still provide 
a useful “basis for understanding global cross-platform 
flows” (Zuckerman, 2021, p. 1509). Within this nar-
rowed context, work from both platform-internal and 
independent external researchers can help provide a 
foundation for more broadly understanding how algo-
rithms affect users.

Internal research

Studies conducted internally by social media platforms 
benefit from access to full exposure and engagement 
data—what real users were shown and what they 
selected during their everyday use of a platform. In 
other words, internal research has access to users’ 
implicit demand and how that interacts with algorithmic 
interventions. To illustrate, researchers at Facebook 
have published experiments on their newsfeed algo-
rithms that aimed to mobilize voters (Bond et al., 2012), 
tested for emotional contagion (Kramer et al., 2014), 
and measured selective exposure to ideologically con-
gruent content (Bakshy et al., 2015). This research has 
not been without controversy. For example, Kramer 
et al. (2014) involved nearly 700,000 Facebook users in 
their experiment without people’s explicit consent 
(consent was taken to be implied because Facebook’s 
terms and conditions include reference to research). 
The experiment interfered with standard algorithmic 
curation by reducing the amount of emotional content 
in the newsfeed. When expression of positive emotion 
was reduced, users produced fewer positive and more 
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negative posts, and the converse was observed when 
negative emotion was reduced.

Likewise, researchers from Twitter recently published 
the results of a long-term experiment that altered the 
default newsfeed algorithm to examine how it amplifies 
political information (Huszár et al., 2022). Most recently, 
LinkedIn collaborated with external researchers to 
investigate the impact of their “People You May Know” 
algorithm with respect to the “strength of weak ties” 
hypothesis (Rajkumar et al., 2022), a long-standing soci-
ological theory that posits the value of weak social ties 
in obtaining a job (Granovetter, 1973).

Although these internal research efforts provide use-
ful insight into each platform’s algorithms, they carry 
their own risks. One risk is that if the research results 
are considered controversial or problematic—as 
occurred with the research on emotional contagion 
(Kramer et al., 2014)—the ensuing public backlash may 
keep further platform-sponsored research from being 
published. Another risk is the obvious lack of indepen-
dence, which may also lead to research not being pub-
lished even though the findings might be in the public 
interest. For that reason, independent external research 
is particularly crucial.

External research

External researchers have explored several avenues to 
overcome the lack of data availability for auditing algo-
rithms. This includes using a platform’s official API 
(application programming interface) to obtain the data 
that is made accessible, collecting data through simu-
lated user-algorithm interactions (Kawakami et  al., 
2020), or seeking volunteers among users of the plat-
forms who consent to share their personal data with 
researchers and are given assurances that their privacy 
will be preserved. The latter approach has repeatedly 
been thwarted by Facebook, often entailing threats of 
legal action (Brandom, 2021). Common to all those 
approaches is the idea that algorithms can be reverse 
engineered by seeking to infer an algorithm’s design 
on the basis of its observable behavior (Bandy, 2021; 
Diakopoulos, 2015; Metaxa et al., 2021). Reverse engi-
neering can range from the relatively simple (e.g., 
examining which words are excluded from autocorrect 
on the iPhone; Keller, 2013) to the highly complex (e.g., 
an analysis of how political ads are delivered on Face-
book; Ali et al., 2019).

The reverse engineering through external methods 
has uncovered several problematic aspects of algo-
rithms, such as discriminatory advertising practices and 
stereotypical representations of Black Americans in 
Google Search (Noble, 2018; Sweeney, 2013) and in the 
autocomplete suggestions that Google provides when 
entering search terms (Baker & Potts, 2013). In other 

cases, such investigations have helped shed light on 
interactions between users and the algorithms and in 
some recent cases, have pointed to the importance of 
users’ choices in explaining the algorithmically curated 
content they are exposed to (Chen et al., 2022; Robertson 
et al., 2023). These results are, however, limited by the 
fact that researchers can monitor behavior for only so 
long and do not have access to historical data, which 
in turn restricts focus mainly to exploring users’ explicit 
demands. In consequence, it is impossible to rule out 
that the small number of people identified in these stud-
ies who disproportionately consume the vast majority 
of problematic content were previously pushed into that 
state by the platform algorithms. Likewise, current audits 
of the YouTube recommender algorithm cannot inves-
tigate recommendations made before YouTube took 
action to clean up the algorithm and to de-emphasize 
conspiratorial content (YouTube, n.d.).

The Missing Link: Transparency

Most research to date has involved one-off studies that 
tell something about how an algorithm operates under 
a specific set of conditions, on a specific platform, and 
at the time the study was conducted. Often, those 
studies lose relevance and validity when the world 
changes (Munger, 2019), which can happen in an 
instant at the whim of a platform’s decision to alter its 
policies or algorithms (Reuning et al., 2022). The take-
over of Twitter by Elon Musk in late 2022 and the 
ensuing erratic policy decisions have brought this risk 
into sharp focus.

This situation can be redressed only by enhancing 
researcher access to data around the signals that ulti-
mately drive the algorithms—that is, users’ personal 
data, behavior, and exposure to posts—and that are 
currently being closely guarded by the platforms (Suzor 
et al., 2019).

Recent voluntary transparency measures by the plat-
forms (e.g., Facebook’s “ad library”) are insufficient to 
analyze political microtargeting and to fully understand 
what content has been shown (Dommett & Power, 
2019). The ad library is also missing more than 100,000 
political ads (Edelson & McCoy, 2021).

The need for data access by researchers has been 
recognized politically, with the recently enacted Digital 
Services Act (DSA) in the European Union and the 
Platform Accountability and Transparency Act (PATA) 
recently proposed by U.S. Senators Christopher A. 
Coons (D-Del), Rob Portman (R-Ohio), and Amy  
Klobuchar (D-Minn; Nonnecke & Carlton, 2022). PATA 
would require social media companies to provide 
researchers vetted by a third-party body, such as the 
National Science Foundation, access to certain platform 
data in response to approved research requests. The 
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DSA similarly mandates that platforms cooperate with 
independent audits of compliance with their obliga-
tions, including audits of their algorithms. The DSA 
specifically includes civil-society organizations and 
other research organizations among the institutions that 
may gather access to platform data for research and 
auditing purposes. Crucially, the commercial interests 
of platforms are not sufficient grounds to refuse data 
access for research and auditing purposes. To support 
the enforcement of the DSA, the European Commission’s 
Joint Research Centre is establishing the European Cen-
tre for Algorithmic Transparency (ECAT), which will 
support Europe’s efforts in regulating digital services 
and in particular, the algorithmic systems that power 
them. In addition, ECAT will serve as an international 
research hub with a focus on algorithmic systems, algo-
rithmic transparency, and artificial intelligence (ECAT, 
n.d.). The prominence of requiring data access by 
researchers in both legislative initiatives is indicative of 
the recognized importance of platform transparency.

There are, however, also dark sides to transparency. 
For example, when platforms are exhaustively transpar-
ent about what the rules are, that transparency can be 
used by bad-faith actors to “ride the line” without tech-
nically crossing it, thereby flooding the platform with 
problematic content that cannot be subject to modera-
tion or removal. To illustrate, anti-vaccination influenc-
ers on Instagram have been shown to develop strategies 
to circumvent content moderation based on elaborate 
“folk” theories of visibility on the platform (Moran et al., 
2022). Arguably, this capability would be enhanced by 
greater transparency.

Likewise, platforms such as Facebook may be unable 
to be fully transparent about what is being used to 
target consumers with advertisements. While Facebook 
has, of course, knowledge of the interests of the users 
that an advertiser has selected for targeting, the plat-
form has no access to advertisers’ true intentions. If 
advertisers know how to infer a latent variable, such 
as personality, from interests or likes (Youyou et  al., 
2015) and they target users based on personality rather 
than the interests that are merely proxy variables, then 
Facebook cannot be transparent about that without 
creating a battery of models that can reverse engineer 
advertisers’ true intentions from their selection of sur-
face feature. It is unclear how platforms or regulators 
should respond. Maybe the platforms should develop 
such tools to infer advertisers’ true intent.

Alternatively, maybe there should be a limit to the 
granularity of targeting so that the harm is limited even 
if it is not known what the harm could be. It is known, 
however, that the public overwhelmingly rejects manipu-
lative politically motivated targeting (Kozyreva et  al., 

2021), which operates as a form of invisible influence, 
with its operations hidden to the user (Susser et al., 2019).

Reconciling the need for transparency with threats 
to privacy and exploitation and finding that sweet spot 
where algorithms are helpful but not manipulative will 
require many complex and nuanced conversations 
between platforms, users, policymakers, and the public 
at large. Lewandowsky and Pomerantsev (2022) pro-
vided a brief sketch of what such an “Internet with 
democratic credentials” might look like. In Europe, 
ECAT could potentially exercise its convening power 
to move the agenda forward with an inclusive approach 
to stakeholder involvement, although at this stage, it 
remains unclear to what extent ECAT’s research agenda 
will tackle a whole-of-society approach.

Conclusions

Words and actions online do not stay online. The violent 
storming of the U.S. Capitol on January 6, 2021, was 
organized online and starkly illustrates the real-world 
impact of toxic online rhetoric (Frenkel, 2021). The pos-
sibility that algorithms amplify such toxic voices online 
must therefore give rise to particular concern. Facebook 
has been causally implicated in violent hate crimes 
against refugees in Germany (Müller & Schwarz, 2021), 
and there is now considerable evidence that Facebook 
use causes political polarization (Lauer, 2021).

Simply turning off algorithms is not a solution. Some 
voices have called for a replacement of newsfeed algo-
rithms by a strictly temporal (nonalgorithmic) feed that 
simply shows posts as they come in, one by one. How-
ever, this solution is itself an algorithm, called “exclusively 
recency-based,” that introduces its own bias. For exam-
ple, strict temporal presentation favors super-posters 
(e.g., paid “trolls”) because the more people post, the 
more likely they are to contribute the most recent event 
that users consume. This is a bias that does not qualita-
tively differ from the biases of other algorithms. People 
will therefore remain entangled with algorithms online, 
and researchers’ goal should be to seek greater under-
standing and better management of that entanglement.
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