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ABSTRACT

Quasi-periodic pulsations (QPPs) are frequently observed in solar and stellar flare emission, with recent studies suggesting that
an increasing instantaneous period is a common characteristic of QPPs. Determining the prevalence of non-stationarity in QPPs
contributes to a better understanding of which mechanism(s) is (are) responsible in QPP generation. We obtain the rate of period
evolution from QPPs in 98 M- and X-class flares from Solar Cycle 24 with average periods between 8 and 130 s and investigate
the prevalence of QPP non-stationarity. We also investigate whether the presence of a coronal mass ejection (CME) impacts the
period evolution of QPPs. We analyse soft X-ray light curves obtained from GOES’ X-ray sensor (XRS) and assess the dominant
periods in the impulsive and decay phases of the flares using the fast Fourier transform. We relate the rate of period evolution
to flare duration, peak flare energy, and average QPP period. We find evidence of non-stationarity in 81 per cent of the flares
assessed, with most QPPs exhibiting a period evolution of <10 s between the impulsive and decay phases, of which 66 per cent
exhibited an apparent period growth and 14 per cent showed an apparent period shrinkage. We find a positive correlation between
the absolute magnitude of period evolution and the duration of the flare and no correlation between the period evolution of the
QPPs and flare energy or CME presence. Furthermore, we conclude that non-stationarity is common in solar QPPs and must be

accounted for in flare analysis.
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1 INTRODUCTION

The emission from a solar flare often demonstrates fluctuations in
intensity as a function of time. These fluctuations are known as
quasi-periodic pulsations (QPPs) and are characterized as repetitive
bursts with similar time-scales that can range from seconds to several
tens of seconds (Nakariakov & Melnikov 2009; Van Doorsselaere,
Kupriyanova & Yuan 2016; Kupriyanova et al. 2020). QPPs are iden-
tified across the entire electromagnetic spectrum of flare emissions,
meaning that they are typically a multiwavelength phenomenon
(e.g. see Clarke et al. 2021). While non-thermal hard X-ray and
microwave observations clearly demonstrate the most prominent
pulsations during a flare, measurements from the past solar cycle
with Sun-as-a-star soft X-ray and extreme ultraviolet observations
have shown that small-amplitude QPPs are a very common feature
of solar flares (Simdes, Hudson & Fletcher 2015; Dominique et al.
2018; Hayes et al. 2020).

The study of solar flare emission fluctuations extends beyond our
Solar system as stellar flare QPPs have been extensively observed
(Zhilyaev et al. 2000; Pugh et al. 2016; Broomhall et al. 2019a). These
QPPs observed in stellar flares are largely similar in characteristics to
those observed in solar QPPs, which strengthens the case for a solar—
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stellar analogy for QPPs (see Zimovets et al. 2021, for an overview on
recent advances in observations of stellar QPPs). Therefore, a better
understanding of the mechanism(s) driving QPPs in solar flares is
likely to lead to advances in stellar QPPs.

The question as to what causes these repetitive flare emissions has
been the topic of significant discussion (McLaughlin etal. 2018), with
over 14 different mechanisms suggested to date (see Kupriyanova
et al. 2020; Zimovets et al. 2021, and references therein for an
overview on generation mechanisms). The proposed generation
mechanisms can be sorted into three groups: (1) mechanisms that
modulate the direct release of plasma emissions as the result of
magnetohydrodynamic (MHD) oscillations; (2) mechanisms where
MHD waves modulate the efficiency of energy release; and (3)
mechanisms based on spontaneous quasi-periodic energy release.
Despite the growing number of mechanisms proposed to underpin
the generation of QPPs, we are not yet in a position to confidently
identify which mechanism is responsible and it seems likely that
there are multiple mechanisms at play in generating QPPs.

There is an expanding catalogue of QPPs that exhibit non-
stationary properties, with the phase, period, and amplitude varying
in time (see Nakariakov et al. 2019, for review). For example, period
drifts have been identified in several flares (Kupriyanova et al. 2010;
Simoes et al. 2015; Kolotkov et al. 2018), and instances have been
identified where the decay phase periods in a flare are larger than the
associated impulsive phase periods (e.g. Hayes et al. 2016, 2020).
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Notably, in some cases, QPPs can be observed to extend late into
the decay phase of solar flares and illustrate systematic increases in
periods (Dennis et al. 2017; Hayes et al. 2019). There is a growing
need to understand how the periods evolve over flares, whether period
drifts are a common feature of flare QPPs, and whether the period
drifts are systematic based on flare class, duration, or whether they
are eruptive or not. We also need to address the prevalence of non-
stationarity in solar QPPs, as the majority of detection methods used
currently rely on a periodogram-based approach. As discussed in
Broombhall et al. (2019b), periodogram-based approaches tend to be
less successful when detecting a non-stationary QPP. It is likely that
we are missing, or at best, poorly characterizing, the presence and
behaviour of many QPPs by assuming that their dominant periods
are stationary. In quantifying the proportion of QPPs that exhibit
non-stationarity, we can better discern which analysis methods are
the most appropriate to use when searching and categorizing QPPs.
In this work, we explore the nature of QPP period drifts by
investigating whether non-stationarity is an inherent feature of QPPs.
To achieve this, we build upon the work of Hayes et al. (2020) and
we present a comparison of the dominant periods (the periodicity
that corresponds to the largest peak relative to the confidence level in
a power spectrum) in the impulsive phase of the flare (characterized
as the time from the start of the flare to the time corresponding to
flare maximum) and the decay phase (after the flare peak) in QPPs
from M- and X-class flares from Solar Cycle 24. By examining the
prevalence of QPPs that show evidence of non-stationarity, we can
potentially classify the different types of QPPs present in solar flare
emission, and help constrain which mechanisms can drive QPPs.

2 OBSERVATIONS AND ANALYSIS METHODS

2.1 Data

To select a list of flares for which to perform this study, we utilize a
list of M- and X-GOES (Geostationary Operational Environmental
Satellite) class flares from 2011 February 1 to 2018 December 31 (i.e.
Solar Cycle 24) that demonstrated strong evidence of QPP signatures
in their emission from the study of Hayes et al. (2020). This list
consists of 205 flare events that showed enhanced Fourier power in
the periodograms of the GOES-X-ray sensor (XRS) 1-8 A channel
observations. We further analyse this list of flares by focusing on the
same 1-8 A channel from the GOES-15 satellite which has a cadence
of 2.047 s, and focus on analysing the impulsive and decay phases of
the flares independently to identify features of non-stationarity and
period drift.

To determine the duration of the impulsive phase, we use the
flare start and peak times defined within the GOES flare catalogue
produced by the National Oceanic and Atmospheric Administration
(NOAA). NOAA defines the flare start time as the first minute in a
sequence of 4 min wherein there is a steep monotonic increase in the
1-8 A channel and the final flux value is greater than the first by a
factor of 1.4. The flare peak time is the time at which the flares soft
X-ray emission reaches its flare peak energy, which is its maximal
value as measured in the 1-8 A channel. For our analysis, we limit
the time window of the decay phase to the same duration as the
impulsive phase. We use this method of choosing the end times rather
than using the end times defined within the GOES flare catalogue.
This is because of our implementation of criterion (ii) (discussed in
Section 2.2) that requires five or more full cycles in each phase of
the flare. This means that for a flare with impulsive/decay phases of
unequal length, each phase has a different upper limit on the maximal
periodicity that can be obtained. This discrepancy in the upper limit
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Figure 1. Profile of Flare 40 in GOES-XRS 1-8 A, where the impulsive phase
is shaded in red and the decay phase is unshaded. The analysed impulsive
and decay phases are equal in duration and are delineated by flare maximum
that occurs at approximately 11:10 UT.

threatens to artificially induce artefacts in the data. Therefore, for
consistency we limit the time window of the decay phase to the same
duration as the impulsive phase, as can be seen in Fig. 1. However,
for most events the end times we chose and those defined by the
GOES catalogue were similar.

To examine whether the presence of a coronal mass ejection
(CME) correlates with the appearance or magnitude of a period
evolution of the QPPs, we use the publicly available SOHO/LASCO
CME catalogue, to determine which flares had associated CMEs.

2.2 Method

We separate the flare into the impulsive and decay phases; we perform
a fast Fourier transform (FFT) on each phase and test whether a
periodic signature is present above a 95 percent confidence level.
We obtain the confidence levels by making use of the technique
outlined in Pugh, Broomhall & Nakariakov (2017) that is based
on the work in Vaughan (2005). This method involves fitting the
power spectrum with a broken power-law, which accounts for the
presence of red and white noise in the signal and avoids the problems
that can arise in assessing the significance of an identified periodic
signature when detrending data. Using this fitting, we determined the
95 per cent confidence level. Any peaks in the power spectra above
these confidence levels were deemed to be statistically significant.
We make use of this method as it was determined to be highly
effective in robustly detecting the period of QPPs in a hare-and-hound
exercise (see table 5 in Broomhall et al. 2019a). However, we note that
periodogram-based methods do fail in the detection of non-stationary
QPPs (as discussed in section 5.4 of Broombhall et al. 2019a), whereas
empirical mode decomposition (EMD) and other methods that allow
for varying time-scales were more effective in detecting these QPPs.
We chose not to use EMD as it struggles with non-detrended data and
can be a user-intensive process. Instead, we opted to use the Fourier-
based method on a windowed signal. This constrained our study
to periodicities that are relatively stationary within their shortened
durations. This is a clear limitation in our work as we are unlikely
to detect periodicities that evolve rapidly in either flare phase due to
spectral leakage in the resulting power spectra. In theory, we may
be able to detect some of the more rapidly evolving periodicities in
the data using shorter or overlapping windows, should they exist;
however, preliminary studies showed that reducing the duration of
the signals resulted in fewer overall detections that we attribute to the
decreased number of oscillatory cycles in the data. The flare data base
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that this study uses originates from a periodogram-based approach
(Hayes et al. 2020), and so we find it likely that the FFT will produce
statistically meaningful results in both phases. This technique allows
for a statistically sound analysis that can be applied to a large sample
of flares.

We note that recent literature suggests that the significance of
peaks in periodograms can be overestimated for non-stationary QPPs
if segments are poorly selected. We follow a suggested mitigation
strategy put forward in Hiibner et al. (2022) by splitting the flare
event into two phases and only assessing events in which there is
similar statistically significant QPP-like behaviour in both segments,
as outlined below.

After performing an FFT on both phases of a given flare and
obtaining the dominant periods, we discard the data if they do not
fulfil the following criteria: (i) the periods obtained for both phases
must be statistically significant above a 95 per cent confidence level,
(ii) the periods for both phases must be less than one-tenth of the
full duration of the flare, (iii) the periods for both phases must be
greater than four times the cadence of the data (i.e. both periods must
be greater than 8.19s), and (iv) the impulsive phase period must not
be greater or smaller than the decay phase period by more than a
factor of 8. Criterion (ii) aims at targeting QPPs with at least five
full oscillatory cycles in both the impulsive and decay phase. We
also restrict our periods to be greater than four times the cadence
of the data set (criterion iii). This is because we believe detections
of periods smaller than this are unreliable when detected by GOES
alone and must be accompanied by other data sources with better time
resolution. Finally, we believe QPPs that exhibit a change in period
by a factor larger than 8 (criterion iv) implies that the QPP in the
impulsive phase does not correspond to the QPP in the decay phase.
This could, for example, be caused by two periodicities present in
the signal but one not reaching the 95 per cent confidence level due
to a change in the signal-to-noise ratio. It is important to state that
the absence of the above criteria being met for a given flare event
does not necessarily imply that no QPPs were present. Rather, there
may have been QPPs that were not statistically significant in both
phases or one whose period evolution was outside of the criteria we
put forward. However, we restrict our study to these criteria in the
interest of reliability and consistency of results. This resulted in 98
flares that fulfilled all the criteria, which are discussed in Section 3.

We define the term period drift to measure the change in period
from the impulsive phase to that in the decay phase, equal to
Periodpecay — Periodimpuisive- A positive period drift implies an
increase in dominant period from the impulsive phase to the decay
phase and vice versa. We emphasize that there may be multiple
processes present in generating the QPPs and a positive period drift
does not imply the growth in period of a singular QPP process —
for example, such an effect could similarly be produced by a process
producing shorter period QPPs decaying in amplitude in tandem with
a secondary longer period process growing in amplitude. This would
result in a growth in dominant period across the two phases, i.e. a
positive period drift.

We determine the average period of the flare by taking the mean
of the dominant periods in the impulsive and decay phases. As we
are examining the prevalence of non-stationarity in QPPs, we avoid
taking an FFT of the entire duration of the flare to obtain the average
period, as a non-stationary signal that has significant period evolution
is not well suited to the FFT that assumes a stationary input. It
is possible that a non-stationary signal that evolves over several
frequencies will show evidence of spectral leakage in its associated
power spectrum, leading to any dominant peaks being smeared out
and presenting no statistically significant peaks. This is naturally still
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Figure 2. Fourier spectra of Flare 40. Top: Fourier spectrum of the impulsive
phase. Lower: Fourier spectrum of the decay phase. Fits of the spectra
by broken power laws are shown by solid red lines, and the 95 per cent
confidence levels are indicated with dashed red lines. Statistically significant
peaks (indicated by vertical orange lines) can be seen corresponding to periods
of 43.3 s in the impulsive phase and 54.9 s in the decay phase.

an issue to be considered when assessing only the impulsive or decay
phase and any quickly evolving periodicity is likely to be obscured
in the same manner, which may lead to a number of false negatives in
our results when statistically significant periods are not found in our
analysis. However, by splitting the flare into sections we still should
be able to observe some periods with sufficiently slow evolution and
still pick up on their long-term non-stationarity.

We determine the errors on the periods from the impulsive and
decay phases by use of the standard approach, and propagate these
errors to obtain the errors on period drift and the average period (see
section 4.2.1 in Hughes & Hase 2010, for a detailed discussion on
error propagation).

Fig. 1 shows the 1-8 A light curve for Flare 40 where the duration
of the flare has been symmetrically split into the impulsive phase until
flare maximum and the decay phase. Fig. 2 shows the Fourier spectra
of Flare 40’s impulsive and decay phases, which show significant
periods of 43.3 %17 and 54.9 3% s, respectively, corresponding to a
period drift of 11.6 133 s.
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Figure 3. QPP impulsive phase periods against decay phase periods. A 1:1
ratio line (which indicates no period drift) is shown as a solid black line.
The impulsive phase periods are between 8 and 75's, and are approximately
similar across all the flares, whereas the decay phase periods have a larger
spread between 8 and 110s. The line of best fit for QPP periods that grew
between the impulsive and decay phases is shown as a dashed blue line, and
the line of best fit for period that shrunk is shown as a dot-dashed blue line.
This figure uses new data to recreate fig. 10 from Hayes et al. (2020).

3 RESULTS

We examine 205 solar flares from M- and X-class flares over Solar
Cycle 24, resulting in 98 flares that show statistically significant
periods in both the impulsive and decay phases of the flare that have
both periods greater than four times the cadence of the data set,
less than one-tenth of the full duration of the flare, and separated in
period by no more than a factor of 8. We consider a period drift to
be statistically significant if its absolute magnitude is greater than
4.09s, which is twice the cadence of the data. This is a cautious
approach as we see that the errors on periods are generally smaller
than the cadence. Of these 98 flares, 19 (equivalent to 19 per cent)
showed no significant period drift. Of the remaining 79 QPPs, 65 (66
percent of the sample) exhibited a positive period drift where the
dominant period appears to increase from the impulsive to the decay
phase. 14 flares (14 per cent) exhibited a negative period drift where
the dominant period appears to shrink between the phases.

Fig. 3 shows the relationship between the impulsive and decay
phase periods of the 98 flares examined. It can be seen that the
majority of results appear above the 1:1 ratio line shown in solid
black, which indicates that more QPPs have a larger decay phase
period than impulsive phase period. For the QPPs showing an appar-
ent period growth, the decay phase periods are loosely correlated to
the impulsive phase periods by a factor of ~1.4, although there is
significant scatter for events with decay phase periods greater than
40s. This correlation agrees well with the factor of ~1.6 that was
found in a similar analysis, shown in fig. 10 of Hayes et al. (2020),
which shows the difference in periods detected during the impulsive
and decay phases of 28 flaring events (20 of which overlap with the
study presented in this paper). We note that the authors found that 26
of these events (92 per cent) showed a larger decay phase period than
impulsive phase period and their factor is based on the fitting of all
28 events, not just those that show period growth. For the 65 QPPs
exhibiting positive period drift, the median period drift is 13+ s
where the errors correspond to the periods in the upper and lower
25" percentile. Similarly, the median negative period drift for the 14
flaring events is —10 13 s.

We examine whether the presence of a CME associated with the
flare impacts the distribution of period drifts in QPPs. Of the 98
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Figure 5. Average QPP period plotted against the absolute magnitude of
the QPP period drift. Positive period drifts, indicating a growth in dominant
period, are shown in blue, and negative period drifts are shown in orange.
QPPs from flares associated with CMEs are indicated by a triangle marker,
whereas those not associated with QPPs are shown with bullet points. The
Pearson correlation coefficient is 0.76, indicating a positive correlation. A
linear fit of the data is shown as a black dashed line.

QPPs, 69 were associated with a CME and 29 were not. Fig. 4 shows
the histogram of period drifts in QPPs from flares associated with
CMEs (red) and those from flares not associated with CMEs (black).
The distributions of the two sets are reasonably similar with median
period drifts of 10 % s for the CME-associated flares and 5 ¥ for the
non-CME-associated flares. The maximal and minimal period drifts
across both groups are also similar, with the CME-associated group
having maximal and minimal period drifts of 98 and —126 s, and the
non-CME-associated group with 121 and —76s.

Fig. 5 shows the relationship between absolute period drift and
average QPP period. Positive period drifts are shown in blue, and
the absolute values of negative period drifts are shown in orange.
QPPs associated with a CME are shown with a triangle and non-
CME-associated events are marked with a circle. The meanings
of the colours and symbols used in Fig. 5 are consistent for the
remainder of this paper. A positive correlation, with a Pearson
correlation coefficient of 0.76, can be seen between the average
period of the QPPs and the magnitude of the period drift. However,
we emphasize that this artificial correlation is largely induced by the
selection criterion (iv) of the flares.
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Maximal flare energy, which is taken to be the maximal emission
as measured in the 1-8 A channel, and QPP period drift are seen to
have no correlation in Fig. 6. As expected, the flares not associated
with CMEs are more commonly found at lower energies but this
distinction has no significant effect on the magnitude or direction of
the period drifts observed.

Fig. 7 shows a positive correlation between the absolute value of
the period drift of the QPPs and the duration of the flare, with a
Pearson correlation coefficient of 0.82. This relationship can likely
be attributed to the fact that longer duration flares allow more
time for any non-stationary QPP periods to evolve, which leads to
greater magnitude period drifts, in addition to the artificial correlation
between average period and absolute period drift, seen in Fig. 5.
There is no noticeable difference between the relationship of flare
duration to period drift magnitude for positive or negative period
drifts.

The period drift of all QPPs in the 98 flares may be visualized in
Fig. 8 (or explored in Table B1). The periods of the QPPs are given
in the horizontal axis, with bullet points indicating the period in the
impulsive phase and arrow heads indicating the period at the decay
phase. Therefore, arrows pointing right and coloured red indicate a
positive period drift. Conversely, blue arrows, pointing left, indicate
a negative period drift. The period drift from a given flare is plotted
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against the corresponding flare’s duration. The inset axes show an
enlarged region of the plot for flares with durations less than 2500 s.
Flares with longer durations naturally allow for more time to evolve,
leading to larger magnitude period drifts as discussed previously.
The majority of results are clustered for flare durations less than
2500 s (~40 min), with impulsive and decay phase periods of 40 s or
less.

We control for the duration of the flares and now examine the rate
at which the QPP periods evolve. The rate of period drift is defined
as the period drift divided by half the duration of the flare, and is
therefore a unitless quantity. Fig. 9 shows the distribution of the
magnitude of the rate of period drift against average QPP period as
a scatter plot (Top) and histogram (Lower). As can be seen, the rates
of period drift have considerable scatter, although the absolute rate
of period drift appears to cluster around ~0.01 for average periods
greater than 40 s, an effect that cannot be attributed to the selection
criteria. Due to the selection criteria discussed in the methods section,
the maximal possible absolute rate of period drift for the data used
in this study is 1.4. The maximal rate of positive period drift seen in
these results is 0.06 and the maximal rate of negative period drift is
—0.1, although the majority of the rates of period drift are between
0.02 and 0.03. There is no apparent correlation between the presence
of a CME and the rate at which the QPP in the associated flare
evolves. We also find that there is no correlation between the rate of
period change and the flare energy, which suggests that QPP periods
evolve at a rate independent of the peak flare energy. We also see the
rate of period change to be uncorrelated with flare duration. This can
be seen in Figs Al and A2.

4 DISCUSSION

First, we remind the reader of the biases and limitations of our study.
All of the flaring events we examined had evidence of QPPs in the
first place, detected by Fourier analysis. This biases the data set
towards QPPs that were stationary or slowly evolving in periodicity,
meaning that the results in this paper are likely to underestimate
the population of QPPs undergoing rapid period evolution. We have
chosen to split the flare into two phases, a choice that is ultimately
arbitrary and done for convenience. This again biases the data and
forces QPPs to be represented as stationary within an individual
phase. It also neglects the possibility of QPPs that exist in e.g. only
the impulsive or decay phase, or a shorter duration, which may
be driven by entirely different generation mechanisms to the QPPs
examined here. A more comprehensive study should look at QPP
period evolution as a continuous process. It may be that any apparent
period evolution is non-linear and follows some different schema. By
repeating this analysis with some method that has time resolution,
such as a continuous wavelet transform (CWT) or EMD, we may
be able to uncover valuable information about the time evolution of
the apparent period drifts. This may also be useful in discerning the
generation mechanism(s) that is active in the appearance of these
QPPs.

As discussed earlier, a reader may be misled by these results into
thinking that a single process is occurring in which the period is
growing or shrinking. Instead, it is possible that several periodicities
exist at once, each generated by a separate QPP mechanism. A
limitation of this work is that we only extract the period associated
with the dominant peak from the FFT spectrum, ignoring additional
potentially statistically significant peaks. In this paper, we associate
the dominant periods in the FFT spectrum of each phase to produce
a period drift however, this may not always be the most appropriate
way to examine the change in instantaneous period of a QPP. For
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example, it is possible for a given stationary periodicity to be present
throughout the duration of the flare, and appear as the dominant
peak in the FFT spectrum of the impulsive phase but as a secondary
peak in the FFT spectrum of the decay phase due to an emergence
of a secondary periodic process with greater amplitude. This may
produce the appearance of a large magnitude period drift when both
processes may in fact be stationary. However, for the majority of the
events assessed here (77/98, 79 per cent), both the FFT spectra of
the impulsive and decay phases either resulted in dominant periods
that were similar in magnitude (suggesting the direct evolution of
a singular process) or produced only one peak in each phase that
fulfilled the criteria discussed in Section 2.2 and appeared above
the 95 percent confidence level. Therefore, for these results the
risk of drawing incorrect conclusions due to erroneously associated
periodicities is low.

We have shown that the majority (81 per cent) of flaring events
that have evidence of QPPs in both the impulsive and decay phases
exhibit non-stationary behaviour. Although this sample is not strictly
representative of the behaviour of QPPs en masse, due to the
aforementioned biases in the data, the results discussed here are
a strong indicator that we must consider non-stationarity to be a
common property of QPPs and account for it in our methodology.
If we search for QPPs by utilizing methods that assume a stationary
output, such as the FFT, we risk false-negative results where the non-
stationarity of QPPs may cause spectral leakage. We also risk poorly
categorizing the behaviour of QPPs by assigning a single value for
QPP period. This is important because different QPP mechanisms
allow for the presence of non-stationarity in different ways and we
must not omit the valuable data by treating the QPP periods as a fixed
value if we are to determine what causes QPPs.

We also note the disparity in the proportion of flaring events
showing a positive period drift (66 percent) compared to those
showing a negative period drift (14 per cent). This suggests that an
apparent growth in QPP period is more common than an apparent
shrinkage, as previously reported in single event studies (e.g. Hayes
et al. 2016, 2019; Dennis et al. 2017) and for a smaller statistical
study (Simdes et al. 2015; Hayes et al. 2020). We also note that most
of the period drift that we observe is of small magnitude — most
commonly between 10 s.

The rates at which the QPPs evolved in period exist over the same
ranges and in roughly the same populations for both growing and
shrinking QPP periods, without any dependence on QPP average
period or maximum flare energy. We note that the presence of CMEs
or peak flare energy seems to have no effect on whether the QPP
periods grow or shrink or the magnitudes of the period drifts. We
see that longer duration flares are correlated with greater magnitude
period drift. It is possible that other properties, such as CME speed
or the magnetic configuration of the active region, could play a role
in determining whether and how the QPP periods evolve.

5 CONCLUSIONS

There is clear evidence that non-stationarity is a common phe-
nomenon in QPPs observed in M- and X-class solar flares, with period
growth appearing more common than period shrinkage. We must
consider this when investigating flaring events for QPPs and be wary
about how we assign values to QPP periodicities. It appears that most
QPPs that show non-stationarity evolve in period at similar rates. It
is unlikely that the presence alone of CMEs or the peak flare energy
impacts the presence or magnitude of QPP period evolution. As seen
in table 1 of Zimovets et al. (2021), there are many generation mecha-
nisms (from all of the previously mentioned groupings) that have the
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potential to produce QPPs with non-stationary properties. In building
a catalogue of QPPs that exhibit non-stationarity (see Table B1)
future work may determine commonalities, such as the magnetic
configuration of the flare site, which could be used to narrow
down which mechanisms are responsible for driving non-stationary
behaviour. Further work with spatial resolution of the flare site may
be valuable in investigating the cause of QPP period evolution.
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APPENDIX A

We include Figs Al and A2, which show the absolute values of
the rate of period drift against peak flare energy and flare duration,
respectively. No correlation is observed in either figure. This is
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Figure Al. Rate of period drift plotted against peak flare energy. The
meanings of colours and symbols are as given in Fig. 5.
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expected for Fig. A2 as we obtain the rate of period drift by dividing APPENDIX B
the period drift by the flare duration. Therefore, we remove the

. - Table B1 shows a table of the flares examined in this study that
duration dependence seen in Fig. 7.

fulfilled the three criteria outlined in Section 2.2 and the associated
periods detected in the impulsive and decay phases. We also include

Table B1. Num. gives the unique ID number of each flaring event. Date refers to the date that the flaring event began and Tiar, Tend, and Tpeax refer to the
times used in this study corresponding to the start, end, and peak flux of the flaring event, as measured in the long channel of GOES-15. GOES class gives the
flaring class of the event. The CME column is ticked with a check mark if the flaring event is associated with a CME. Perioday, is the mean period of the flaring
event, found by taking the average of the impulsive and decay phase periods (given in columns Periodimpusive and Periodpecay). Period drift is given in the final
column of the table.

Num. Date Tistart Tend Tpeak Duration GOES CME Periodayy  Periodimpuisive  Periodpecay  Period drift
(s) class (s) (s) (s) (s)
01 2011-02-14  17:20:00  17:31:55  17:26:08 715 M2 / 122403 103403 14.1 06 3,707
02 2011-02-15  01:44:00  02:07:56  01:56:44 1436 X22 22.5+08 18.8 %03 26.2+19 7.4+
03 2011-02-18  20:56:00  21:11:53  21:03:58 953 M13 - 13.1+04 8.4+02 17.8+07 9.4+07
04 2011-04-22  04:35:00  05:18:56  04:56:43 2636 M18 - 19703 15.6 %92 22.4+04 6.8 +04
05 2011-05-29  10:08:00  10:57:54  10:33:15 2994 Ml4 v 54.7+2) 33.8+%8 75.7+40 41.9+41
06 2011-08-03  13:17:00  14:18:57  13:47:56 3717 M60 v 57.4%13 424410 724429 30434
07 2011-09-07  22:32:00  22:43:52  22:38:44 712 X18 v 14.9+06 11404 18.8+19 7.8+01
08 2011-09-10  07:18:00  08:01:56  07:40:43 2636 MLl 28.7+03 23.9+04 33.5+09 9.6+9
09 2011-09-23  23:48:00  00:03:54%  23:55:41 954 M9 12.3+02 116793 13404 14403
10 2011-09-24  17:19:00  17:30:55  17:25:33 715 M3.1 - 13.2+04 10.7+03 15.7+07 54038
11 2011-09-25  09:25:00  09:44:54  09:35:56 1194 Ml5 v/ 16.1+03 18.4 %06 13.8+03 46707
12 2011-10-01  08:56:00  11:01:52  09:59:21 7552 Ml2 48.4+09 13.9 401 82.9719 68.9+19
13 2011-11-05  20:31:00  20:44:53  20:38:34 833 M18 - 12,6703 124704 12.8+04 0.4+0¢
14 2012-01-17  04:41:00  05:04:56  04:53:40 1436 MO - 12.1+02 14.6 %03 9.5+ -5.1+03
15 2012-01-19  13:44:00  18:25:54  16:03:17 16914 M32 v/ 1279+ 190.7 +44 65+03 ~125.8+44
16 2012-03-02  17:29:00  18:02:55  17:46:26 2035 M33 v 33.4108 31119 35.6+13 4.5+1¢
17 2012-03-05  02:30:00  05:47:56  04:08:34 11876 X1.1 - 105.3 424 4503 165.6 +48 120.6 +48
18 2012-03-07  01:05:00  01:22:47  01:15:25 1067 X13 v 27.1+18 12493 422436 302436
19 2012-03-09  03:22:00  04:23:53  03:53:19 3713 M63 34.3+19 9.1+01 59.5+20 50.4+29
20 2012-03-10  17:15:00  18:12:52  17:43:55 3472 M84 477418 18.5+02 76.8+3¢ 58.3+3¢
21 2012-05-06  01:12:00  01:23:55  01:18:05 715 MLl - 13.3404 14,3406 122404 21407 ¢
22 2012-05-07  14:03:00  14:58:53  14:31:18 3353 M19 v 76.8 128 64.1723 89.4+50 25.4+36
23 2012-05-09 21:01:00  21:08:53  21:05:22 473 M4l v/ 123403 14309 103403 4410
24 2012-05-10  04:11:00  04:24:54  04:17:50 834 M57 16.3 %03 16.1 706 16.6 %07 0.5+0%
25 2012-07-19  04:17:00  07:38:55  05:57:51 12115 M7.7 /102371 53.5+03 1511439 97.6+39
26 2012-07-30  15:39:00  15:56:55  15:48:28 1075 MLl - 16.9+03 10.3 02 23.541) 132+
27 2012-08-11  11:55:00  12:44:54  12:19:52 2994 M1O v 123701 15.7+02 8.9 01 —6.8702
28 2012-08-30  12:02:00  12:19:55  12:11:36 1075 M13 - 142403 15.3+04 13.1+03 22408 ¢
29 2012-09-30  04:27:00  04:38:52  04:33:01 712 M13 10.9+03 8.6 102 132403 45108
30 2012-10-08  11:05:00  11:28:53  11:16:56 1433 M23 - 12.8+02 14.6 %03 10.9+92 37403 ¢
31 2012-11-27  15:52:00  16:01:53  15:57:35 593 Ml6 - 11,1403 10.3 04 12403 1.8+06
32 2013-05-03  17:24:00  17:39:53  17:32:13 953 M57 23.1+12 142504 32423 17.8+23
33 2013-06-05  08:14:00  09:39:55  08:57:28 5155 Ml3 v 72.9+26 33.2+04 112,545 79.3 452
34 2013-08-17  18:49:00  20:16:55  19:33:47 5275 Ml4 v/ 44.7+0¢ 48.8+0% 40.6+0¢ —8.2+!
35 2013-10-13  00:12:00  01:13:54  00:43:36 3714 ML7 20.8+02 2002 21.6+03 1.6403 ¢
36 2013-10-17  15:09:00  16:12:53  15:41:00 3833 Ml2 36.9+08 55.4+16 18.4+02 37417
37 2013-10-28  01:41:00  02:24:53  02:02:57 2633 X1.0 v 16.7 02 17.5+02 16+92 ~1.5+03
38 2013-10-29  21:42:00  22:05:53  21:54:30 1433 X23 v/ 32.871) 30.7+14 34.9118 43423
39 2013-11-05  18:08:00  18:17:56  18:12:57 596 M1O 125403 8.8 703 16.2+09 74110
40 2013-11-21  10:52:00 11:29:55 11:11:07 2275 Ml2 49.1+1¢ 433417 54.9+2% 11.6+33
41 2013-12-07  07:17:00  07:40:53  07:29:41 1433 Ml2 13.8+02 9.9+ 17.7+04 7.7+03
42 2013-12-31  21:45:00  22:10:56  21:58:07 1556 M64 26.3+07 24.9+08 27.7+10 2.8+13 4

MNRAS 523, 3689-3698 (2023)

€20z AINr 1z uo 1senB Aq 006281 L/689E/E/€ZS/I0IE/SEIUL/WOY dNO"0IWePED.//:SAYY WOy papeojumoq



Non-stationarity in quasi-periodic pulsations ~ 3697

Table B1 - continued

Num. Date Tstart Tena Tpeax Duration GOES CME Periodayy  Periodimpuisive  Periodpecay — Period drift
(s) class (s) (s) (s) (s)
43 2014-01-01  18:40:00 19:04:10 18:52:03 1450 M9.9 v 14.1+53 19.7 454 8.5+ -11.3+5¢
44 2014-01-08  03:39:00 03:54:54 03:47:45 954 M3.6 v 18+02 15.1593 2099 5.8
45 2014-01-30  07:54:00 08:28:17 08:10:51 2057 Ml.1 v 20.6 93 9.8 01 313409 21559
46 2014-02-11  16:34:00 17:07:54 16:51:43 2034 M1.8 v 312408 26.1107 36.3113 102113
47 2014-02-24  11:03:00 11:31:20 11:17:07 1700 M1.2 v 322149 55.5439 8.8+01 —46.639
48 2014-03-10  04:02:00 04:13:55 04:08:17 715 MI1.0 - 117453 8.4+02 15457 6.6+07
49 2014-03-12  10:55:00 11:14:54 11:05:09 1194 M2.5 - 12.7103 9.2 16.3+55 7.1403
50 2014-04-18  12:31:00 13:34:52 13:02:58 3832 M7.3 v 429+ 23.8703 62.1+2§ 382420
51 2014-05-07  16:07:00 16:50:56 16:29:08 2636 Ml1.2 v 41.1+18 15.2+52 66.9+35 51.8%3%
52 2014-06-12  04:14:00 04:27:55 04:21:17 835 M2.0 v 11.8+52 11.6453 12,154 0.6 402
53 2014-06-12  18:03:00 18:22:54 18:13:54 1194 M1.3 - 14753 123753 17+53 4.650¢
54 2014-06-15  11:10:00 12:07:53 11:39:34 3473 MI.1 v 28.7407 10.2 404 472513 37413
55 2014-07-10  22:29:00 22:38:56 22:34:15 596 Ml1.5 v 104793 10.3 794 10.5 04 0.2793
56 2014-08-21  13:19:00 13:42:53 13:31:41 1433 M3.4 v 372141 27.611 46.7733 19.1 %3¢
57 2014-08-25  20:06:00 20:35:56 20:20:50 1796 M3.9 v 28408 20.8+03 3537114 145413
58 2014-09-03  13:20:00 14:27:55 13:54:11 4075 M2.5 v 37.25%¢ 49.1+}2 252103 -23.8113
59 2014-09-10  17:21:00 18:08:55 17:45:10 2875 X1.6 v 56.7+22 36.5709 7754 40.5 443
60 2014-10-09  01:30:00 01:55:55 01:43:23 1555 M1.3 - 59.7+%12 98.5 143 20.99¢ ~77.6 1143
61 2014-11-03  11:23:00 12:22:54 11:53:30 3594 M2.2 v 44.17)9 31402 572114 262138
62 2014-11-04  07:59:00 09:16:53 08:38:41 4673 M2.6 v 287453 23.6102 33.8103 10.2 %9
63 2014-11-05  18:50:00 20:37:54 19:44:38 6474 M2.9 v 56.1*0 303193 81.87%) 51.4+%)
64 2014-11-06  01:29:00 01:48:54 01:39:21 1194 M3.2 v 19783 174793 20.7 £97 32109 1
65 2014-11-06  21:53:00 22:38:49 22:16:01 2749 M2.5 - 23.6 103 18.3+02 28.8 106 10.5 %07
66 2014-11-07  10:13:00 10:30:56 10:22:15 1076 M1.0 - 17.1594 14.7594 19.5 %07 4.8+08
67 2014-11-15  11:40:00 12:25:55 12:03:21 2755 M3.2 v 28.7+04 25.9+03 31.4+57 5.5+02
68 2014-12-17  04:25:00 05:16:55 04:50:06 3115 M8.7 v 64+29 56.8+21 712434 143%39
69 2014-12-18  21:41:00 22:14:55 21:58:03 2035 M6.9 v 29407 22.8793 35213 124+14
70 2014-12-20  00:11:00 00:44:55 00:28:00 2035 X1.8 v 21.3%93 10.6 101 319419 212419
71 2015-03-02  15:10:00 15:45:56 15:28:16 2156 M3.7 v 41.11}3 48.9 123 3331 -15.6 3%
72 2015-03-06  04:14:00 05:39:54 04:57:36 5154 M3.0 v 823120 65.8717 98.7 132 32943
73 2015-03-09  14:22:00 14:43:57 14:33:45 1317 M4.5 v 11.9+52 14.1+93 9.8 404 44403
74 2015-03-09  23:29:00  00:16:54 %« 23:54:17 2874 M5.8 v 51141 363709 66132 29.7%33
75 2015-03-11  16:11:00 16:32:54 16:21:38 1314 X2.1 4 223138 133793 313414 18416
76 2015-03-12  04:41:00 04:50:53 04:46:00 593 M3.2 - 11.4594 8.4192 14.3 %07 597938
77 2015-03-12  11:38:00 12:01:53 11:50:26 1433 Ml1.6 - 21.3%92 15.994 26.711% 10.8 14
78 2015-03-12  12:09:00 12:18:53 12:14:23 593 Ml1.4 - 17.1459 211514 13.2+5¢ -797%11
79 2015-03-12  13:50:00 14:25:53 14:08:39 2153 M4.2 - 14.5 401 13.1%33 16%53 29403 ¢
80 2015-03-13  03:47:00 04:14:54 04:01:49 1674 Ml1.2 - 337413 2247556 449423 22.672%
81 2015-03-16  10:39:00 11:16:53 10:57:59 2273 MI1.6 - 27 +06 18.3 193 35.6112 17.3 412
82 2015-03-17  22:49:00 23:59:55 23:34:48 4255 MI1.0 v 14.8 751 8.7 20.9 %92 12.1 %92
83 2015-04-21  07:08:00 07:33:54 07:20:48 1554 M1.0 - 19.1 594 15.7+93 22.5+57 6.8797
84 2015-06-21  02:04:00 03:03:32 02:36:26 3572 M2.7 v 86.9°3% 76434 97.4+38 21488
85 2015-06-21  02:06:00 03:05:51 02:36:45 3591 M2.6 v 84.8734 754133 94.1132 18.7+82
86 2015-06-22  17:39:00 19:06:55 18:24:42 5275 M6.5 v 20.2 401 212402 19.2 31 -1.9%92 1
87 2015-09-20  17:32:00 18:33:53 18:01:50 3713 M2.1 v 819128 70.2 %33 93.6 139 234437
88 2015-09-28  07:27:00 07:42:53 07:34:42 953 Ml.1 - 13.5%93 13.8 104 13.3 104 -0.5+3¢
89 2015-10-02  17:08:00 17:27:54 17:18:27 1194 MI1.0 - 13.1453 9.5+02 16.7+53 7.3403
90 2015-10-15  23:27:00 23:34:55 23:31:49 475 MI.1 - 112594 11.8+5¢ 10.7+53 1408

the flare’s GOES class, duration, and period drift. Table B1 can be the following repository: github.com/TaraAthem/Non-stationarity-
downloaded in comma-separated values (csv) format by accessing in-QPPs.
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Table B1 - continued

Num. Date Tistart Tend Tpeak Duration GOES CME Periodayg  Periodimpuisive  Periodpecay  Period drift
(s) class (s) (s) (s) (s)

91 2015-10-16  06:11:00 06:20:53 06:16:31 593 Mil.1 - 18.7+9 23.1+%9 142+57 -8.9+2
92 2015-10-17  20:09:00 20:36:54 20:22:58 1674 Ml.1 - 18.7+53 9.3 404 281709 18.7%)9
93 2015-11-04  11:55:00 12:10:56 12:03:17 956 M2.5 v 13.1 403 10.8 793 154493 46108
94 2015-12-21  00:52:00 01:13:57 01:03:04 1317 M2.8 v 21.2+%0¢ 14.8 703 277412 12.8%13
95 2015-12-22  03:15:00 03:52:55 03:34:19 2275 Ml.6 v 323%57 27.1+57 37.4%13 10.4+14
96 2015-12-23  00:23:00 00:56:54 00:40:46 2034 M4.7 v 38.1*12 29.1+52 47.1433 18424

97 2016-07-23  05:00:00 05:31:52 05:16:43 1912 M7.6 v 20.9+54 17353 24.615¢ 7.3407

98 2017-04-02  07:50:00 08:13:56 08:02:56 1436 MS5.3 v 22,6103 19.5%03 2577559 6.111)

Notes.* indicates that the flaring event took place over midnight, so the end time of the flare occurs on the subsequent day to the date indicated.
t indicates that the period drift is smaller in magnitude than 4.09 s (twice the data cadence) and therefore the QPP is deemed to exhibit no period drift in this
study.

This paper has been typeset from a TeX/IZTEX file prepared by the author.

The Author(s) 2023. Published
by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.

MNRAS 523, 3689-3698 (2023)

€202 AInp Lz uo 1sanb AQ 00G/8 1 £/689€/E/€2S/AI0IME/SEIUW/WOo0"dNo"ojWapede//:Sdny Wwoly papeojumoq


https://creativecommons.org/licenses/by/4.0/

	1 INTRODUCTION
	2 OBSERVATIONS AND ANALYSIS METHODS
	3 RESULTS
	4 DISCUSSION
	5 CONCLUSIONS
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES
	APPENDIX A
	APPENDIX B

