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Abstract

Healthcare data of small sizes are widespread, and the challenge of building accurate inference
models is difficult. Many machine learning algorithms exist, but many are black boxes.
Explainable models in healthcare are essential, so healthcare practitioners can understand the
developed model and incorporate domain knowledge into the model. Probabilistic graphical
models offer a visual way to represent relationships between data. Here we develop a new
scatter search algorithm to learn Bayesian networks. This machine learning approach is
applied to three case studies to understand the effectiveness in comparison with traditional
machine learning techniques.

First, a new scatter search approach is presented to construct the structure of a Bayesian
network. Statistical tests are used to build small Directed acyclic graphs combined in an
iterative process to build up multiple larger graphs. Probability distributions are fitted as the
graphs are built up. These graphs are then scored based on classification performance. Once
no new solutions can be found, the algorithm finishes.

The first study looks at the effectiveness of the scatter search constructed Bayesian
network against other machine learning algorithms in the same class. These algorithms are
benchmarked against standard datasets from the UCI Machine Learning Repository, which
has many published studies.

The second study assesses the effectiveness of the scatter search Bayesian network for
classifying ovarian cancer patients. Multiple other machine learning algorithms were applied
alongside the Bayesian network. All data from this study were collected by clinicians from
the Aneurin Bevan University Health Board. The study concluded that machine-learning
techniques could be applied to classify patients based on early indicators.

The third and final study looked into applying machine learning techniques to no-show
breast cancer follow-up patients. Once again, the scatter search Bayesian network was
used alongside other machine learning approaches. Socio-demographic and socio-economic
factors involving low to middle-income families were used in this study with feature selection
techniques to improve machine learning performance. It was found machine learning, when

used with feature selection, could classify no-show patients with reasonable accuracy.
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Summary

Healthcare data of small sizes are widespread, and the challenge of building accurate inference
models is difficult. Many machine learning algorithms exist, but many are black boxes.
Explainable models in healthcare are essential, so healthcare practitioners can understand the
developed model and incorporate domain knowledge into the model. Probabilistic graphical
models offer a visual way to represent relationships between data. Here we develop a new
scatter search algorithm to learn Bayesian networks. This machine learning approach is
applied to three case studies to understand the effectiveness compared to traditional machine
learning techniques. First, a new scatter search approach is presented to construct the
structure of a Bayesian network. Statistical tests are used to build small Directed acyclic
graphs combined in an iterative process to build up multiple larger graphs. These graphs are
then scored based on classification performance. Once no new solutions can be found, the
algorithm finishes. The first study looks at the effectiveness of the scatter search constructed
Bayesian network against other machine learning algorithms in the same class. The second
study assesses the effectiveness of the scatter search Bayesian network for classifying ovarian
cancer patients. Multiple other machine learning algorithms were applied alongside the
Bayesian network. All data from this study were collected by clinicians in the Aneurin Bevan
University Health Board. The study concluded that machine-learning techniques could be
applied to classify patients based on early indicators. The third and final study investigated
applying machine learning techniques to no-show breast cancer follow-up patients. Once
again, the scatter search Bayesian network was used alongside other machine learning
approaches. Socio-demographic and socio-economic factors involving low to middle-income
families were used in this study with feature selection techniques to improve machine learning
performance. It was found machine learning, when used with feature selection, could classify

no-show patients.






Chapter 1

Introduction

1.1 Motivations of this Work

Varying datasets exist in healthcare regarding the number of variables and sample size. The
most difficult of these datasets to achieve meaningful results are those with a high number of
variables and low sample size. These datasets are subject to the curse of dimensionality, a
concept first introduced by Richard Bellman [17]. As the number of variables increases in a
dataset, the number of samples needs to increase exponentially for statistical significance
to be found [34]. Techniques such as Principal Component Analysis (PCA) can be used for
dimensionality reduction for use with machine learning algorithms, but information loss can
occur [71].

One of the problems with many machine learning (ML) techniques is the inability to
understand how or why the ML model arrived at the answers produced. These models are
called black box models and cannot incorporate domain knowledge from experts.

One such way to incorporate knowledge into black box models is to use techniques that
fall under the domain of feature engineering. Features also known as predictor variables can
be ranked in relation to an outcome variable as discussed in chapter x. Predictor variables
can also be tested in relation to an outcome variable using statistical tests. Variables can also
be selected based on scores or p-values reducing noise when training a machine learning
model. Knowing which variables to include in the model requires domain knowledge of the
dataset, for example when predicting the risk of ovarian cancer the variable hysterectomy
may give good results. This variable indicating if a woman has had a hysterectomy may
give good results in classification but only because the patient had a hysterectomy because
of ovarian cancer. Once discussing this with people who have domain knowledge it comes
apparent that this variable needs to be removed.
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New features can also be created by combining variables through simple mathematical
operations or using equations to combine one or more variables. In electronics this could be
using the equation amps*volts to produce a new feature watts. Feature combinations may
use more than two variables present in the dataset.

Transformations are another feature engineering technique. Scaling falls under this area
and can be used to scale variables between 0 and 1, this is common practice for using datasets
with neural networks.

Probabilistic graphical models offer a visual representation of the relationships between
variables (attributes) that offer a visual aid in discussions with stakeholders. Probabilistic
graphical models can be enriched with domain knowledge that stakeholders may have.
This visual modelling process ensures everyone involved can contribute regardless of their
modelling knowledge. Graphical models can still be used alongside other machine learning
models forming ensembles to increase predictive capabilities.

Learning Probabilistic graphical models (Bayesian Networks) is a two-fold process. The
first is learning the structure of a model (network), and the second is learning the parameters
(probability distributions) of the model (network). In this thesis, the focus has been on
learning the structure of the network using a newly developed constraint-based scatter search
heuristic.

Research undertaken in [13] demonstrates that probabilistic graphical models (Bayesian
Networks) can be used for feature selection, dimensionality reduction and prediction. Using
a meta-heuristic search algorithm, the structure of a probabilistic graphical model can be
found and reduced by taking the Markov blanket. These probabilistic graphical models were
still able to produce good classification results.

Key research questions answered in this thesis are detailed below.

* How can the dimensionality of healthcare datasets be reduced for probabilistic graphi-
cal models?

* How can a compact structure of probabilistic graphical models be learned that contains
only the essential variables?

* Can scatter search be applied when learning the structure of a probabilistic graphical
model?

* Can the chi-squared test be used with scatter search to find the conditional independen-
cies?

* How can these models be applied to classification models in healthcare?
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* How do the learned probabilistic graphical models perform compared to other classifi-

cation models?

To answer these research questions, three case studies have been undertaken. These case
studies are as follows;

Study 1 focuses on benchmarking the scatter search along with other machine learning
algorithms against well-known datasets from the UCI repository. This study gives a good
understanding of how well the scatter search algorithm performs.

Study 2 is a study into the prediction of the risk of ovarian cancer from questionnaire
data. The purpose and motivations behind this are to build a model that patients could use
via a mobile app or GP to warn of a possible risk of ovarian cancer. Studies in the chapter
show early detection and treatment are key to increasing survival rates.

Study 3 is a case study into the Indian breast cancer no-show dataset. Within this study,
a model has been constructed to detect patients at risk of not attending breast follow-up

appointments that may require intervention by a healthcare professional.

1.2 Main Contributions of the Thesis

During the development of this body of research, a new constraint-based scatter search
approach was developed to learn the structure of a Bayesian network from data. The scatter
search allows multiple solutions to be learned from data, with the final models being assessed
based on metrics such as accuracy and confusion matrix metrics, although not limited to
these metrics.

The scatter search Bayesian network algorithm has been applied to the ovarian cancer
case study as well as the breast cancer no-show study. During the development of the
algorithm, it was also applied to datasets from the machine learning repository for the first
time.

Ovarian cancer suffers from late detection of the disease, reducing positive outcomes
from treatment. It was hypothesized that the detection of ovarian cancer could be improved
using questionnaire data from patients that showed early symptoms of the disease. Multiple
machine learning algorithms, along with statistical methods were applied to the data. The
outcome of the study found that a high accuracy with a high True Positive rate could be
achieved. This research has developed models that could be implemented in an app or
healthcare system to improve early ovarian cancer detection by referring those at risk for
further testing.

The Breast Cancer no-show study attempts to build models to predict follow-up appoint-

ments and no-shows after a patient have had breast cancer treatment. A literature review
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during the study found more than half of breast cancer deaths occur in low to middle-income
countries. Monitoring patients for follow-up appointments is important to ensure they receive
the correct aftercare treatment and monitor for recurrences of breast cancer. The data in the
study were trained on multiple machine learning algorithms, including scatter search. It was
found that models could achieve accuracies of up to 92.2%, a precision of 100 and a true

positive rate of 96.1 although not necessarily in the same test iteration.

1.3 Overview

Chapter 2 focuses on the working of bayesian networks with an introduction to what they are
and how they work. Construction of these networks with the three main areas is discussed,
these areas are scoring, constraint and hybrid methods. Distribution fitting techniques such
as Bayesian and Maximum likelihood are explained. The basic building blocks behind
approximate and exact inference are covered in section 3.2.3. Markov blankets and metrics
are discussed, with the final section covering search heuristics.

Chapter 3 reviews the current literature on machine learning and healthcare with a
focus on classification. The search is grouped into four parts, group 1 feature selection and
machine learning techniques, group 2 Bayesian networks and Markov blankets, group 3
search heuristics and group 4 applications in healthcare. Using the search methodology laid
out in the PRISMA guidance and using a backward and forward search a systematic search
was carried out using Scopus. During the search, 226 papers were found, filtered down to
59 relevant findings. Literature papers have been broken down into the country of origin,
applications in healthcare, attribute selection and classification, bayesian network learning
type, scoring methods, constraint-based methods and hybrid methods. Key books used during
the development of the scatter search have been included. These books cover topics such
as machine learning, python, statistics, search algorithms and data science. All books were
located through Cardiff university library services, Google, Scopus, Springer, conferences
and Amazon. In total 18 books were listed.

Chapter 4 introduces the newly developed constraint-based scatter search heuristic for
learning the structure of the Bayesian network. The chapter examines related work with the
scatter search algorithm and its origins. The methods used, and the operation of the algorithm
applied to Bayesian networks are detailed.

Chapter 5 applies the scatter search to benchmarking datasets from the UCI machine
learning repository. Using these benchmarking datasets, other machine learning algorithms
are also applied to compare scatter search against them. The results of this study are then

compared and discussed.
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Chapter 6 is a study on ovarian cancer risk prediction from questionnaire data. This study
aims to provide a quick and reliable way to model the prediction of ovarian cancer from
possible early symptoms. This study uses multiple machine learning models, including the
scatter search, to find the best possible models for prediction.

Chapter 7 is a study into predicting no-show follow-ups for breast cancer patients.
Multiple machine learning models have been applied alongside the scatter search algorithm.
This study differs from the last as attribution ranking selection techniques have been applied
with groups of patients split by socioeconomic factors to understand the effects these can
have on the models.

Chapter 8 is the summary looking back at the development of a new Bayesian network
search algorithm called scatter search and the application of this algorithm deployed alongside
other machine learning algorithms in three different studies.






Chapter 2

Bayesian Networks

2.1 Introduction

A Bayesian network is a graphical representation of probability distributions and the corre-
sponding conditional probabilities. Graph nodes (vertices) represent probability distributions
of attributes, and the edges in the graph represent conditional probabilities [166]. Bayesian
networks must be a Directed acyclic graph (DAG) in that there must be no cycles in the
network. This forms a graphical network with no directed cycles [88].

Bayesian networks offer a human graphical interpretable representation of relationships
between attributes. These representations can complement expert domain knowledge and
provide an easy way for modellers to work with domain experts to represent a system or
problem properly.

There are many machine learning methods available to construct and fit the distributions
for the network. Equally, there are many methods for evaluating the network’s performance
and fitness for purpose, but ultimately, the domain experts will assess the resulting network.

Bayesian networks find uses in classification, risk and continuous variable prediction

applications.

2.2 Bayesian Networks

2.2.1 Network Construction

Bayesian networks need methods to construct the network and fit the distributions. Many
ways have been developed over the years. Algorithms can be classified into three categories:

scoring-based, constraint-based, and hybrid-based [158].
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Scoring

Scoring-based algorithms use metrics scores such as BD (Bayesian Dirichlet), K2, MDL/BIC
(Minimum description length/Bayesian Information Criterion) and AIC (Akaike Information
Criterion).

Using a search algorithm such as TABU search, edges will be switched, and the overall
network will be scored. The score will guide the search algorithm, and the algorithm will
attempt to optimise the solution based on the given score.

The score given for the overall network is a goodness of fit statistic. Another way to look

at it is the optimisation function will attempt to minimise or maximise the given statistic.

Constraint

Constraint-based methods use statistical tests such as chi-square, Kruskal Wallis test, t-
test, ANOVA, MANOVA, Sign-test, etc. The type of statistical test to be used depends
on the distribution type, continuous or discrete and if the distribution is parametric or non-
parametric.

When building the graph structure, statistical tests test for conditional independence
between nodes (attributes). When a p-value is less than 0.05, the child node has dependencies
on the parent nodes. These dependencies form the edges of the network.

A search algorithm works through the nodes testing for dependencies strategically. As
the algorithm progresses, the structure is built up, and a network is formed that complies

with the Directed acyclic graph DAG need for a Bayesian network.

Hybrid

A hybrid approach uses both scoring and constraint-based methods to construct a graph.
Many algorithms, such as TABU search, use a constraint-based system to build an initial
graph. This graph is then improved upon by adding, switching and deleting edges through a

guided search optimised on a network score such as K2.

2.2.2 Distribution Fitting

Once the network structure is found, the distributions represented by the nodes still need
fitting. Distributions can be both parametric and non-parametric. Standard parametric
distributions used are Normal Distribution, Student T Distribution, Exponential Distribution,
Beta Distribution and Bernoulli Distribution. Multi-way tables can represent Non-parametric
data.
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Bayesian Estimation

The Bayesian estimator is used in Bayesian networks to fit the distributions of the graph.
There are three principal distributions, the prior, the likelihood and the posterior. The prior
and the likelihood distributions are used to form the parameters for the posterior.

The prior distribution is the prior belief of the posterior, and the likelihood is the frequen-
tist approach formed from the data of what the posterior should be.

We multiply the prior values by the corresponding likelihood values to form the posterior
distribution. We then obtain the marginal likelihood values by adding the values in the
previous step. We then obtain the posterior by taking the values obtained in the first step and
dividing them by the marginal values taken in the second step.

Maximum Likelihood

The maximum likelihood is a frequentist approach to estimating the distribution of data.
Maximum likelihood attempts to from the optimal value for the mean and the standard
deviation. Whilst iterating over possible data values for the mean and standard deviation, the
algorithm finds the maximum value for both.

The drawback of this method compared to the Bayesian estimator is that prior assumptions

are ignored and are not incorporated into the distribution.

2.2.3 Inference

The ability to perform inference on a Bayesian network model is essential for practical
applications in the real world, such as classification and risk modelling—the ability to ask the
models questions and receive approximate and exact answers. Some applications will need
more than binary responses with a full probability distribution to be returned. The following

examples will detail two standard methods.

Markov Chain Monte Carlo (MCMC)

The Markov chain Monte Carlo method comes in two parts. As the name would suggest,
there are the Markov chain rules and then the distribution sampling using the Monte Carlo
method.

Using the Markov chain rule, we only need the last distribution in the chain to sample
from. In Figure 2.1, only X1 is required to sample from in order to generate an approximation
of distribution Y1. The other variables in the chain are not relevant from sampling if we

know the parameters for XI.
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Fig. 2.1 Markov chain rule

Monte Carlo simulations are an approximate way of repeated random sampling to generate

results of an unknown distribution through computational means to give a density estimation.

Variable Elimination

Variable elimination is a technique used to reduce the number of computations needed to
calculate the probability chain rule across the Bayesian network. The algorithm works to
group common factors in the network so these will only be computed once and stored for use
in other iterations through the network. The algorithm’s main functionality is to reduce the

computational complexity.

Junction Tree

A junction tree, also known as a clique tree, can be used with a Bayesian network and is an
example of exact inference. By turning the Bayesian networking into an undirected graph,
we can set the actual observed values for the tree. These values need to be concerning the

variable we want to know the values of given some evidence.

ABC FD,C JQ

Cluster 1 Cluster 2 Cluster 3

Fig. 2.2 Junction tree graph
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Junction trees build on variable elimination by taking subgraphs of the main graph called
clusters. The following three rules are needed for a junction tree to work; There can be only
one path between clusters, as shown in figure 2.2, a cluster subset from the main graph must
belong to a clique, and a node separated between clusters must also be in the separating

cluster. Inference with the junction tree is done using the belief propagation algorithm.

2.3 Markov Blankets

Markov blankets are important in Bayesian networks as they can reduce the size of the
network. An example is given X is the variable we want to predict; we only need the children
of X and the parents of those children. This sub-selection of variables is called the Markov
boundary and is a lot more computationally efficient when estimating distributions and

performing inferences over the network.

X B

Fig. 2.3 Markov blanket

Figure 2.3 shows the Markov boundary of Y1. Everything inside the box is necessary
for Y1, and everything outside of it can be discarded for the Bayesian network. Using this

concept, a much more computationally efficient Bayesian network is created.
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2.4 Metrics

2.4.1 Scoring

Scoring-based metrics score the network’s overall performance and with the use of an
optimisation algorithm attempt to improve upon the score given to the network. Many such
algorithms exist and only four have been discussed here. These are the most common that

can be found and have been used widely in research papers.

BD (Bayesian Dirichlet)

BDeu is an improvement on the BD scoring algorithm. The BD scoring algorithm takes the
joint probability of the Bayesian network with the variable-parent combinations specified.
BDeu further improves on this by calculating all of the needed parameters from the equivalent
sample size and a prior distribution over the network. Improvements were also made to make

the BDeu score equivalent for network structures that are the same. [114]

K2

The K2 metric is used to evaluate how well the Bayesian network fits the data and is a
common Bayesian-based metric. The metric assumes prior uniform distributions on all

possible initiations of parent attributes [25].

MDL/BIC (Minimum Description Length/Bayesian Information Criterion)

MDL is based on information theory, and the simplest model that best represents the problem
is the best solution. MDL encodes the graph in two parts: the structure and the unexplained
data. Encoding of the model is achieved through tables of conditional probabilities. The goal
of the MDL score is to minimise it rather than maximise it, as with other algorithms. [114]

AIC (Akaike Information Criterion)

AIC is calculated from the number of variables used to build the model and the maximum
likelihood estimate of the model. The scoring is based on the asymptotic behaviour of models
with sufficiently large datasets. AIC favours more complex terms than MDL because of the

lower penalty term.
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2.4.2 Performace

Performance metrics are used to assess the Bayesian network performance whilst being used
for inference. Common metrics such as accuracy, ROC, precision and recall are used for
judging the fitness of a network. Bayesian networks can also be optimised based on these

metrics.

Accuracy

Accuracy is the true values of true positive and true negative over the total number of
samples inference has been performed on. This metric is very common but suffers in the
case of imbalanced datasets and should be used in conjunction with other metrics to judge its
reliability of it.

Receiver Operating Characteristic (ROC) and Area Under Curve ROC (AUC-ROC)

The receiver operating characteristic (ROC) metric looks at the relationship between the
true-positive rate and the false-negative rate. The true positive is on the Y-axis, and the false
positive is on X-axis. A score of 0.5 indicates the classifier is no better than predicting classes
at random. Good scores on the Y-axis are 0.5+ with 1 being a perfect classification score.
Scores dropping below 0.5 on the Y-axis indicate worse performance than a totally random

score and a poorly performing classifier.

Recall

Recall also known as sensitivity, hit rate, or true positive rate (TPR), this metric is the true
positives over the true positives plus the false negatives. The information provided by recall

is the number of successful classifications over all the classifications performed.

Precision

Precision/positive predictive value (PPV) is defined as the true positives over the true positives
plus the false negatives. Precision shows the proportion of the true positives with respect to

the true positives and false negative classifications.

Confusion Matrix

A confusion matrix is a table that represents the True Negative (TN), False Negative (FN),
True Positive (TP) and False Positive (FP). In classification, the predicted values vs actual

values are represented in a table to understand the performance of the classifier performance.
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A simple binary classification problem uses a 4x4 table but for multi-classification problems,

this can be an NxN dimensional table.

Predicted Classification

TP FN

Actual
Classification

FP N

Fig. 2.4 Binary confusion matrix

Figure 2.4 shows a simple binary confusion matrix. Predicted classifications are compared
against actual classifications.

Predicted Classification

Actual
Classification

Fig. 2.5 Multi class confusion matrix

Figure 2.5 shows a multi-classification confusion matrix, just like a binary confusion

matrix the actual vs predicted classes are compared and counted in the table.

True Negative (TN)

True negatives are defined as the number of correct classifications of negative values.
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False Negative (FN)

False negatives are the number of incorrect classifications of false values.

True Positive (TP)

True positives are the number of correct classifications of a true value.

False Positive (FP)

False positives are the number of incorrect classifications of false values.

2.5 Search Heuristics for Probabilistic Graphical Models

Search heuristics are search procedures to find the optimal solution to a problem using
different strategies. Many such strategies have been developed over the years for Bayesian
networks, Three common types have been explained below. A review of current search

strategies has been reviewed by [156] with a list of tools implementing these search strategies.

2.5.1 Hill Climbing

The Max-Min Hill-Climbing algorithm was first proposed by [171]. MMHC is a hybrid
algorithm with two parts. The first is to find the parents and children of each attribute inde-
pendently with an algorithm called Max-Min Parents and Children (MMPC), this algorithm
finds the undirected graph. Conditional independence tests are used to find the children of
the parents which reduces the search space.

Once all parents and children are found hill climbing is used to find the highest scoring
graph. The hill-climbing starts with an empty graph and uses edge addition, deletion and
edge reversal to find the largest increase in the score. When the score does not improve for x

number of iterations the algorithm terminates with the best scoring graph [176].

2.5.2 Simulated Annealing

Simulated annealing (SA) is a probabilistic metaheuristic stochastic global search optimiza-
tion algorithm that decided to move to the next state based on the current state [32]. Simulated
annealing algorithms are based on the process of annealing metals.

The simulated annealing process has a key hyperparameter called temperature that is
used to control the diversity of solutions and the movement within the search space. Once
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the search begins the temperature is high with many diverse solutions being accepted. As
the search continues the temperature variable is decrease limiting the search and diverse
solutions on which to improve. When starting with a large temperature value the algorithm
has the ability to freely move about the search space and find the best local minimum. As the

temperature is brought down the algorithm is forced to converge to a minimum [99].

2.5.3 Tabu Search

Tabu search is a greedy search algorithm that uses adaptive memory techniques to prevent
it from getting stuck in local minimums and stop it from visiting previous search spaces.
Tabu search does allow diverse solutions (not the best solution) to prevent getting stuck in
minimums.

Intensification is the process by which tabu search uses short-term memory to return to
high-scoring solutions and localize and intensify the search. In order to diversify the search,
long-term memory is used to allow lower-scoring solutions to be revisited.

Key research has been conducted in [12] that looks at the use of Tabu search for use with

Bayesian networks to improve learning and classification models.

2.6 Summary

Bayesian networks offer a way to encode the probabilities of high dimensional datasets
through the use of conditional independencies. Many strategies to learn Bayesian networks
from data are available and can be broken down into three areas. These areas are constraint
base, scoring based and hybrid methods, furthermore, these can be broken down into two
learning areas, structured learning and parameter learning.

Inference with Bayesian network models can be done by exact or approximate inference.
Exact inference can be achieved via variable elimination and junction trees although these
are not the only methods of exact inference. Approximate methods such as Monte Carlo
simulations can also be used to sample the distributions in the network to output values from
the final distribution.

Many metrics are available to assess the performance or goodness of fit of the model. To
assess the overall structure of the model, methods such as the BDeu, K2 metric and Minimum
description length can be used, these methods are useful when performing structure learning.
Metrics such as Accuracy, Receiver operating characteristic (ROC), Area under curve ROC
(AUC-ROC), Recall, Precision, True Negative (TN), False Negative (FN), True Positive (TP),
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False Positive (FP) can all be used to guide the fitting of the parameters as well as assess the
networks overall performance in classification tasks.

In order to guide the search for the best structure and parameters for the model, search
heuristics need to be applied. Many search heuristics exist and are covered by the literature
review. The three covered here are Max-Min Hill climbing, Simulated Annealing (SA) and
Tabu search. Each search has advantages and disadvantages, such search algorithms can
be categorised by local and global search strategies as well as heuristics or metaheuristics.
Metaheuristics can be used to guide the search for a metaheuristic to prevent getting trapped

in local optima.






Chapter 3

A Review of Probabilistic Graphical
Models

3.1 Introduction

In 2025, the amount of data which is generated annually worldwide is predicted to reach 175
zettabytes (Statista.de [53]). The availability of cheap storage volumes of any size and type
which simplify the storage of any kind of data is just one explanation of this development.
The massive storage of data forces organizations, such as health services, to structure their
data in order to make it useful for medical decision-making.

Probabilistic graphical models offer a visual way to present and interpret relationships
between attributes in datasets. These visual representations are useful when understanding
the model and working with stakeholders, such stakeholders may offer valuable domain
knowledge to further improve the graph without the need for machine learning knowledge
themselves. Once the domain knowledge has been understood by the machine learning
practitioner the model can be modified manually or rules added to the training procedure to
incorporate the knowledge.

The aim of this literature review is to present state-of-the-art of research on probabilistic
graphical models applied in healthcare. We set our focus on attribute selection, classification,
as well as risk prediction tasks.

Our review highlights common themes such as scoring-based methods and the applica-
tions in which the algorithms were used along with the different techniques utilised. Also,
our review provides a discussion of potential future research scope.

The remainder of the review is structured as follows: Section 2 introduces the methods
used to identify the papers and discusses related literature reviews identified through this
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search. Section 3 analyses and provides a classification of the results. Section 4 discusses
gaps within the research, with Section 5 identifying areas for future research. Section 6
provides a conclusion. For the figures which discuss a classification result, a respective
table within the Appendix has been included detailing the reference numbers for each paper.
Table A7 within the Appendix provides a comprehensive list of the 62 papers including each

classification category.

3.2 Search, Selection Criteria and Previous Literature Re-

views

3.2.1 Search Criteria

In conducting this literature search we followed the recommendations and suggestions laid
out in [179] and conducted a forward and backward search using the Scopus search engine.
Scopus offers an advanced search engine and query language that also supports backwards
and forward searching of research documents. An initial search was carried out using the
query in Figure 3.1 with the returned documents being reviewed using the PRISMA process
shown in Figure 3.2. Once the documents have been reviewed the final documents references
are used to perform a backward-forward search laid out in Figure 3.3. A backward and
forward search allows documents that have been referenced by the current articles or reference
the current article to be retrieved. Doing a backward and forward search helps a researcher
understand the foundations on which the research is built on and any further developments in
the area that may have been achieved. New articles found in a backward and forward search
may not have been found by the initial search but are important to understanding the theory
behind a subject matter and to understand if new ideas the researcher has are original in
nature. The search query can be broken down into four facets. These facets break down the
key areas we are looking to address such as machine learning in healthcare and in particular
Bayesian networks applied to healthcare modelling.

Facet 1 is for machine learning and classification, feature selection has also been included
as Bayesian networks are often used to find the most relevant features and find how they
depend on each other.

Facet 2 is looking at probabilistic graphical modelling with a focus on Bayesian networks
with the use of Markov blankets to reduce the complexity of the models.

Facet 3 is search heuristics to build these models and find the dependencies.
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Facet 4 looks for applications in a healthcare setting.

TITLE-ABS-KEY ((" feature selection" OR classif$ OR "
attribute selection" OR "structural learning" OR "machine
learning ") AND (" bayesian network$" OR "bayesian belief
network$" OR "graphical model$" OR "markov blanket") AND
("hill climbing" OR "construction heuristic$" OR "
improvement heuristic$" OR "2—opt" OR "k-opt" OR "path
relinking" OR "genetic algorithm$" OR "ant colony" OR "
tabu search" OR "scatter search" OR "differential
evolution" OR "bee algorithm$" OR "particle swarm" OR "
harmony search" OR "firefly algorithm$" OR "simulated

annealing" OR "grow shrink algorithm" OR "TAN" OR "K2" OR

"tree augmented naive bayes" OR "PC" OR "Peter and Clark

" OR "incremental association" OR "[AMB" OR "MMPC" OR "

Interleaved Incremental Association and Max-Min Parents

and Children" OR "total conditioning" OR "grow shrink" OR

"TS" OR "TCbw" OR "GSIMN" OR "DGSIMN" OR "K2ACO" OR "

ChainACO" OR "ACO" OR "BAN$" OR "TABU" OR "CLT" OR "

Simple Structure Learning" OR "RSMAX2" OR "K2rev" OR "

K2opt" OR "greedy" OR "breadth first search" OR "BFS" OR

"depth first search" OR "dfs" OR "Minimum Spanning Tree"

OR "Random Walk" OR "k—Shortest Paths") AND ("disease" OR

"patient” OR "not show" OR "diagnos=" OR "drg" OR "hrg"

OR "length of stay" OR "readmission" OR "health care" OR

"healthcare" OR "procedure$" OR "urgent=x" OR "elective"

OR "emergency" OR "clinical" OR "no show" OR "do not

attend" OR "non-—attendance" OR "cases"))

Fig. 3.1 Scopus search query

Figure 3.1 shows the Scopus query used to perform the literature search, each facet and
separated by the keyword ’AND’.
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3.2.2 Selection Criteria

Once the number of papers has been reduced to 226 papers we can now filter even further to
find 17 relevant references. The PRISMA diagram in figure 3.2 shows the process of filtering
the documents down.

[ Identification of studies via databases and registers
Records removed before
= screening:
Records identified from": _Du;;llcate records removed (n
Databases (n = 226 ) =19) o
Records marked as ineligible
E by automation tools (n = 0)
Records removed for other
reasons (n = 20)
Records screened _ .| Records excluded*™
(n=187) (n=102)
Reports sought for retrieval Reports not retrieved
(n=85) (n=9)
|
Reports assessed for eligibility
(n=76)
Reports excluded: (n=59)
S

Studies included in review
(n=17)

Fig. 3.2 PRISMA diagram
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A forward search finds 98 references and a backward search returns 563 results, of these
4 from the forward search and 38 from the backwards search are now relevant. This brings
the total number to 59.

Forwards Search Relevant Findings
4

Original Search .| Relevant Findings Total Relevant Findings
226 17 59

Backwards Search Relevant Findings
38

Fig. 3.3 Scopus filtered search

3.2.3 Previous Literature Reviews

There exists a vast amount of literature on Bayesian network modelling. From our findings,
there are 4 relevant literature review articles that address Bayesian network applications in
medicine. These reviews were found using a separate search for literature reviews using
Google Scholar and Scopus and are treated separately from the other documents found.
These literature reviews are covered separately as they put into context this review and why it
exists. In what follows we will highlight each of the four reviews and summarize similarities
and differences with our literature review.

The most comprehensive review is [102] which aims to bring together literature around
Bayesian network (BN) modelling applied to healthcare including developing them. This
review touches on four main themes, BNs not being used to their full potential, a generic
process to train and deploy is still unavailable with many different ways to construct and
train parameters of a BN, limitations in the literature of BNs in the way they are presented
and finally the limitations of the impact BNs in practise and adoption.

Understanding when and where to apply BNs is important as there are many, [125]
reviews of the current application areas in healthcare. The review looks at all areas of
healthcare but identifies four common conditions in which BNs are applied, these are; cardiac,
cancer, psychological and lung disorders. The authors conclude that it’s not surprising 59%
were in these four areas given “the notoriety of these conditions in the mainstream”.

As more papers get published on the development of BNs within healthcare [101] finds
the literature on the adoption in practice is limited. This review [101] looks into the chasm

between research enthusiasm and clinical adoption. The key findings from this review are
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that the published research lacks an overall BN development process and is difficult if not
impossible to replicate results. Another key point is that if models are to be adopted these
models need to be able to generalise in practice, something which has not been demonstrated
in research papers. The final conclusion from this review is that despite immense interest
and research into clinical decision making very few publications have been published on
real-world implementations of this work. The author concludes that if the adoption of BN is
to be more widespread, more work is needed on the implementations of these BNs in the
real world to assist clinical decision-making. The author states that the lack of published
real-world implementations has led to duplicated efforts and allowed important research gaps
to remain hidden.

The literature review we include here is [101], this review looks into what is preventing
the adoption of BNs in medical decision-making. Key aspects that have been identified by the
authors of this review are the benefits, barriers and facilitating factors in adopting BN-based
systems in clinical practice. Groupings have been identified that prevent the implementation
of BN systems, these break down as follows; lack of resources, clinical resistance, insufficient
impact and model performance. It’s been concluded that very few authors demonstrate an
understanding of these barriers although many benefits were identified in the literature.
The review also notes that there has been a clear gap between the development of BN
models and the implementation of a useful decision support tool that can utilise those
trained models. Conclusions are drawn that there has been an overemphasis on the technical
aspects of algorithm development and modelling whilst important aspects such as usability,
explainability and trust have been neglected. Suggestions have been made that the BN
developers move away from the mindset of “why does it fail” towards “how to succeed”. The
review cites [138] “The key to this is getting the right information, to the right people, in the
right format, through the right channels, at the right times to enhance decisions” as a way to
combat this problem.

This review differs in looking at the construction methods of Bayesian networks in
healthcare and the applications in classification tasks. One of the main areas has been risk

prediction and classification of diseases in healthcare.

3.3 Classification of Literature and Summary Statistics

A total of 59 articles have been selected as part of this review of Bayesian network learning
in the domain of healthcare. These articles cover structure learning using both statistical
and score-based methods, other methods included are parameter and hybrid-based learning.



3.3 Classification of Literature and Summary Statistics 27

Articles outside of healthcare have also been included as these methods can also be applied
to healthcare and may open up further research avenues.

Tables 1 and 2 show the year groupings of publications and the country of origin, the
chosen articles span 1989 to 2021 and come from all over the world.

The application of Bayesian networks is covered in the section Applications in Healthcare
and covers a variety of methods.

Feature selection is an important use and consideration when using Bayesian networks,
the networks can perform the task of feature selection and can also benefit from features
being filtered before the training begins.

Three main categories have been identified for the construction of the structure of
Bayesian networks, these are constraint-based, scoring based and hybrid methods. Articles
relating to these methods have been categorised in Table 3.3.

Search heuristics play a key role in exploring the search space of conditional dependencies,
many such techniques have been developed over the years with varying results, each with its
own merits. Table 3.3 lists the articles looking at these methods whilst [68] reviews a number
of these methods. The ability to understand the performance of these networks whilst having
a parameter on which to optimise the search solution is important, these are covered in the

metrics selection.
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3.4 Applications in Healthcare

There are many applications of Bayesian networks in healthcare this review focuses on
Bayesian networks for classification in healthcare. Table 3.1 shows 10 of such journal articles

or conference proceedings that were picked up in the Scopus search.

Article Total
Applications in health care [69] [33] [1] [142] [133] [134] [148] [98] [11] 10
[108]

Table 3.1 Healthcare articles

Calculating risk is important in health care, [69] [108] [11] focus on the use of the
Bayesian network for risk prediction in healthcare. [69] looks into the use of audio samples
with Bayesian networks to predict risks during children’s activities, high accuracy rates of
97% have been achieved. The ability to link the relationships between disease and risk
factors can be important [108] is an epidemiological study using Bayesian networks to model
these conditional dependencies. Conducting an individual risk assessment in the healthcare

environment has many uses, [11] assesses using Bayesian networks for decision models.
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Imaging classification techniques for the detection and classification of optic nerve
glaucoma have been developed by [1], these classification networks use a mixture of Self-
Organizing Maps (SOMS) and Bayesian Networks. Scores of 0.86 for sensitivity, 0.8 for
specificity and 0.913 AUROC have been reported.

Construction methods for Bayesian networks for epistasis detection are covered by [133],
these methods include the x2 and G2 statistical tests for assessing the significance of epistatic
interactions. Such tests are compared against Monte Carlo methods. Bayesian networks with
the K2 search algorithm have been applied to the classification of lung cancer tumours by
[148], and further improvements using hybrid feature selection techniques have also been
applied.

Markov blankets offer a way to reduce the size of a network by finding the Markov
boundary of a target node in a network. The research done by [142] to reduce feature subsets
for high dimensional microarray cancer datasets shows better accuracy rates can be achieved
by reducing the number of attributes for classification.

Large dimensional datasets can be problematic for machine learning algorithms, one
solution to this presented in [134] looks to use an ensemble of Bayesian networks with a
fuzzy clustering method to get around this. The paper presents a Bayesian fusion algorithm
to utilize all sub-clusters learnt for better prediction across many attributes.

Research presented in [33] looks into Bayesian network methods to predict long-term
health-related quality of life and comorbidity after bariatric surgery. Bayesian networks are
compared with convolution neural networks (CNN) and multivariable logistic regression
methods. It was found that Bayesian networks can outperform CNNs and multivariable
logistic regression models. Different types of structure learning algorithms exist for Bayesian
networks,[98] investigates the effectiveness of score-based, constraint-based and hybrid-

based methods on demographic and health survey data.

3.5 Attribute Selection and Classification

Bayesian networks can benefit from feature selection to improve performance and also be
used for feature selection by taking the Markov blanket of the predictor node in the network.
In taking the Markov blanket only the relevant attributes are defined by the Markov boundary.

Article Total
Feature Selection | [142] [119] [134] [148] [14] [168] 7

Table 3.2 Feature selection articles
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The approach taken by [142] [168] [134] [14] is the use of Bayesian networks for feature
reduction, [142] [168] and [14] use Markov blankets to reduce the network size down to only
the nodes needed to make classifications. A different approach is used by [134], subgraphs
are created and used as an ensemble to reduce the dimensionality of the data.

Filter methods can be applied to pre-process data attributes so that only relevant data
methods are used and thus save time by not training on redundant features. This is the
approach employed by [119] and [148].

3.6 Bayesian Network Learning Type

There are three types of learning methods for building a Bayesian network structure:
constraint-based, scoring-based, and hybrid methods [158]. Hybrid methods are a com-
bination of constraint and scoring-based methods.

Constraint-based methods use statistical tests such as the chi-squared test to test for
independence; A search strategy will use statistical tests to test pairs and groupings of
variables for independence.

Scoring-based methods use scoring metrics such as BDeu, MDL, AIC and K2, to name
a few. A search heuristic will find candidate solutions and assign them a score based on a
scoring function. The search heuristic’s objective function will either minimise or maximise
the score based on the metric used.

Hybrid-based methods usually use a constraint-based method to find the initial set of
graphs based on independence tests, reducing the number of solutions for scoring-based
methods.
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Search Heuristic Construction Method  Articles Total
Constraint-based [85] 1
K2 Scoring based [44] [85] [38] [184] 4
Hybrid [1] 1
Constraint-based 0
Scatter Search Scoring based [50] 1
Hybrid 0
Constraint-based [139] 1
TABU Search Scoring based [134] [98] [159] [169] 4
Hybrid [119] and [14] 2
Constraint-based 0
TAN Scoring based [69] [64] [35] [22] 4
Hybrid 0
Constraint-based 0
Greedy Search Scoring based [58] [36] [169] 3
Hybrid 0
Constraint-based
Hill Climbing Scoring based [159] [129] [169] 3
Hybrid
Constraint-based [85] [68] 2
Simulated Annealing Scoring based [134] [159] [92] 3
Hybrid 0
Constraint-based 0
Ant Colony Scoring based [184] 1
Hybrid 0
Constraint-based [159] [98] [85] 3
Grow Shrink Algorithm  Scoring based
Hybrid
Constraint-based [133] [145] [142] [98] [159] [145] [85] [68] 8
Others Scoring based [134] [95] [184][30] [154] [65] [38] [129] 8
Hybrid

Table 3.3 Bayesian network learning type

3.6.1 Constraint-based Construction Methods

Markov blankets reduce the size of a Bayesian network by defining the Markov boundary.
The Markov boundary contains only the relevant nodes related to the target node. The work
done by [142] uses this principle to reduce the number of attributes in high dimensional
datasets used in microarray cancer datasets. Testing the conditional independencies and
selecting only the attributes restricted by a Markov boundary [142] creates an efficient
Bayesian network with only the required attributes. In reducing the number of attributes
[142] finds the efficiency and classification accuracy can be increased with microarray cancer
datasets.

Constraint-based methods have not been as popular as scoring-based methods for searches
conducted in healthcare with only 10 relevant papers vs 28 for scoring-based methods.
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As with most constraint-based methods, statistical tests are used to evaluate the condi-
tional independence between attributes, the most common method is the chi-squared method
and is demonstrated in [68] [159] [134] [98] [133] [85] where it is used in the construction
of the structure of the DAGs. The G-Test has been discussed in [98], whilst the B-statistic is
covered by [133] with the Mote Carol permutation test being discussed in [159].

Markov blankets can be used to reduce the number of attributes required for classification,
papers that have a focus on using constraint-based methods to construct these are [145] [142]
[139] [68] and [159] In order to apply the statistical tests across all attributes in an efficient
manner, a search strategy can be used. Strategies are applied to find the best combination
of vertices and edges to represent the Bayesian network. Specific search algorithms can
use both constraint-based methods or scoring base methods; here, we will be looking at
constraint-based implementations.

The study undertaken by [98] compares constraint, scoring and hybrid methods for
applications with the Demographic and Health survey data. The three constraint algorithms
used in this study are Peter and Clark (PC), Incremental Association (IAMB) and Grow-
Shrink (GS). The PC approach was slow and struggled with large datasets; whilst IAMB and
GS performed better, they struggled with missing data values.

Learning Bayesian Networks with the bnlearn R package by [159] looks into both con-
straint and scoring-based BNs. These algorithms can also be used with parallel computing
when used with the snow package, as shown in [159]. The constraint-based algorithms
demonstrated are Grow-Shrink (GS), Incremental Association (IAMB), Fast Incremental As-
sociation, Interleaved Incremental Association and Max-Min Parents and Children (MMPC).

Numerous new Constraint-based algorithms have been developed to learn Bayesian
networks and subsets of those networks known as Markov blankets. For example, a new
algorithm called Total Conditioning (TC) and a variant of that called TCbw developed by
[145] perform better than the PC algorithm with higher structural accuracy.

Another new Constraint-based algorithm proposed by [139] implements a TABU-based
search using conditional statistical tests to improve on an initial graph. This algorithm
restricts unfavourable moves of graph vertices to consider more favourable moves before
trying less favourable moves again. This algorithm performs well on small datasets.

Four papers that came up in the search that focuses on constraint-based Bayesian networks
in healthcare are [133] [142] [98] [134].

The paper by [133] focuses on applications in epistasis detection and compares Bayesian
networks against random forests; whilst there was a successful implementation of Bayesian

networks and random forests, no one method stood out with an advantage.
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Research conducted in [142] looks into if Bayesian networks can be applied to microarray
cancer datasets to identify genes that might anticipate the behaviour of this disease. Applying
a Markov blanket model to reduce the number of attributes increased the model’s accuracy.

Two papers by [85] and [68] have a focus on the independence test chi-squared. [85]
compares a range of approaches to constructing a Bayesian network using local search,
iterative local search and simulated annealing. In addition, [68] presents an improvement
on the GSIMN algorithm called the Dynamic Grow-Shrink inference-based Markov net-
work learning algorithm (DGSIMN). The new DGSIMN algorithm prevents unnecessary

independence tests and yields up to 88% saving whilst achieving the same or better accuracy.

3.6.2 Scoring-based Construction Methods

Scoring algorithms work by assigning a score to the Bayesian network and searching for new
solutions. The search strategy will work to alter a graph solution or create new solutions, and
the objective is to minimise or maximise the score.

Scoring-based search strategies have been applied to healthcare in the following publica-
tions [69] [134] [148] [98] [108].

Audio classification for risk has been applied by [69] to children’s activities using
Bayesian networks, achieving an accuracy rate of up to 97%.

High-dimensionality datasets can cause issues for Bayesian networks. Research by
[134] created a fuzzy ensemble of BNs to reduce the dimensionality when working with
gene regulatory network microarray data. In addition, a new algorithm called weight-based
structure algorithm to learn Bayesian networks in a fuzzy manner presented by [134] that
helps with high dimensionality data. Another example of a Bayesian network application to
microarray data is [148] for lung cancer detection and classification. Results from this study
showed an 87.6% accuracy rate.

India’s demographic and Health Survey (DHS) data was used to train Bayesian networks
to find causal relationships in preventable diseases such as pneumonia and diarrhoea in
childhood mortalities. This study was conducted by [98] who employed multiple training
techniques from scoring, and constraint to hybrid-based methods.

Methods for training Bayesian networks for epidemiological studies have been developed
by [108]. The study integrates medical domain knowledge and patient occupational history

to assess the risk factors for developing a disease.
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K2 Scoring Based Methods

The initial proposal of the K2 algorithm is presented by [44]. This paper covers the working
of the algorithm in depth. Furthering the research into K2 by [85] and [38] compares and
contrasts the K2 algorithm against local search, iterative local search and simulated annealing
using the BDe and K2 metrics for scoring. K2 Scoring based search strategies publications
are; [44] [85] [38] [184].

Further improvements are made to the K2 algorithm using ant colony optimization by
[184]. In this research, two new algorithms are presented K2ACO and ChainACO. The study
has found that Ant Colony Optimization (ACO) could work better for larger datasets with
many attributes.

Scatter Search Scoring Based Methods

Scatter search was initially proposed by [76] in 2003 and takes an evolutionary approach.
The search works from an initial set of solutions sorted into diverse and best solutions. These
solutions are combined until better and more diverse new solutions are found. Scatter Search
score-based strategies that have been published are; [50]

Discussed here is the scatter search implementation by [50] using the K2 scoring metric.
The initial phase of this algorithm calls the diversification generation method to create
solutions to be improved upon by the improvement method. Once the improvement method
gets called, the solutions get improved by a local search. In order to improve the objective
value, arc deletion is applied, which attempts to improve solutions. Both cyclic and acyclic
graphs get placed into the population. Cyclic graphs are used as the diverse solution to be

improved.

Tabu Scoring Based Methods

Tabu Search uses an adaptive memory to keep track of visited solutions so that the algorithm
does not fall into a local optimum. Tabu score based strategies that have been published are;
[134] [98] [159] [169].

A comparative-based study of Bayesian network learners conducted by [134] uses Tabu
search amongst other scoring-based methods. In this study, a Tabu learning implementation
in the R statistics package has been utilized. The paper focused on creating ensemble learners
for greater accuracy, and the scoring function was the BDeu score.

Various implementations of Bayesian network search algorithms in R are covered by
[159]. One such method is the Tabu search and gets compared against other methods. Another
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such paper covering Tabu search in conjunction with other algorithms is [98] and discusses
learning Bayesian networks from demographic and health survey data.

Most search algorithms for Bayesian networks search over the space of structures [169]
take a different approach with Tabu search and searches over the space of orderings. This
study shows that ordering-based search outperforms the standard baseline and is competitive

against other search algorithms.

TAN Scoring Based Methods

Tree-augmented naive Bayesian (TAN) is a group of learning algorithms that fall into semi-
naive Bayesian learning methods. It is to be noted that these methods only build partial
Bayesian networks. The structure of these networks is tree graphs, with one parent node
and many children. TAN works as a weighted maximum spanning tree to maximise the
probabilities [69].

TAN score based strategies that have been published are; [69] [64] [35] [22]

Applications of TAN in risk classifications for child activities have been developed by
[69]. This study looks at multiple Bayesian network methods to classify risks based on
audio samples. The TAN method in the study achieved an accuracy of 99.92% and was the
best-performing model for a few features compared with naive Bayesian and semi-naive
Bayesian classifiers.

Two papers that benchmark TAN networks against other types of Bayesian networks
are; [35] and [64]. The first [35] focuses on four types of BNs, these are Naive-Bayes, tree
augmented Naive-Bayes (TANs), BN Augmented Naive-Bayes (BANs), and general (BNs).
Both scoring and constraint methods are discussed and investigated for the construction of
these networks.

The second paper [64] looks at the performance of TAN with naive Bayes and selective
naive Bayes. The MDL score was used in the scoring of the networks. Using this score,
though, the author believes that it may not have delivered the best results as it works on the
global error and not the local error. In conclusion, the best-performing network was the TAN
network.

A comprehensive review has been conducted in [22] that includes most major Bayesian

network structures, including TAN, as well as different scoring methods.

Greedy Search Score-based Methods

The greedy search algorithm seeks to find the optimal solution at each graph step. Greedy
search score based strategies that have been published are;[58] [36] [169]
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A new and novel algorithm is presented by [58] that performs an ordering-based search
using a greedy search approach. The algorithm has shown better performance than most
other BNs in a similar class on limited datasets.

Learning equivalence-based structures using a greedy search is presented by [36] and uses
the BDeu scoring for the BNs. The research shows that searching for Bayesian equivalent
classes instead of individual structures yields better performance and accuracy.

[169] is a greedy hill-climbing TABU search and is discussed in the TABU scoring-based
methods section.

Hill Climbing Score-based Methods

Hill Climbing score based strategies that have been published are; [159] [129] [169]

In a study on weighted learning of Bayesian networks for gene regulatory networks, a
fuzzy ensemble of clustered Bayesian networks has been implemented and tested on a variety
of BNs. One such learning strategy was the Max-Min Climbing algorithm.

[169] is a greedy hill-climbing TABU search and is discussed in the TABU scoring-based
methods section.

R implementations of Bayesian network learners have been investigated by [159], one
such learner is the Hill-Climbing algorithm. This research also looks at the varying structures
different algorithms create.

Hill climbing is benchmarked against OR search in [129], whilst the best parameters

were investigated for both searches, OR search outperformed hill climbing in this study.

Simulated Annealing Score-based Methods

Simulated Annealing is a stochastic algorithm. In a general manner, the SA algorithm adopts
an iterative movement according to the variable temperature parameter, which imitates the
annealing transaction of the metals [55].

Simulated Annealing score based strategies that have been published are; [134] [159]
[92]

Multiple algorithms have been trained for a weighted ensemble of networks in [134].
One algorithm type was the simulated annealing structure learning. This learner was trained
with the Weka software, and the Bayes score was used. Whilst not the worst-performing
algorithm against the others used, it was not the best.

A publication that demonstrates the simulated annealing structure learning algorithm is

[159]. Simulated annealing is then benchmarked against other score-based learners.
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The working of simulated annealing is outlined and explained by [92], an in-depth look

at the simulated annealing is conducted in this paper.

Other Scoring Algorithms

This section will now discuss other learning algorithms found during the search.

A study of multiple Bayesian learners for clustering has been presented in [134] looking
at Bayesian network methods for classification in gene regulatory networks. However, two
algorithms in this study remain to be discussed: Chow Liu Tree (CLT) and Simple Structure
Learning (SSL).

Chow Liu Tree (CLT) [41] is described [134] as a score-based algorithm that finds the best
tree representation of the graph. Weights get fixed to vertices based on mutual information.
The study showed CLT was one of the lower-scoring algorithms for the datasets used in the
study.

Simple Structure Learning (SSL) [130] is described [134] as a scored-based algorithm that
finds the globally optimal structure for the BN. It computes all the scores for all variable pairs
to find the best parent nodes and then the best networks. SSL was one of the best-performing
algorithms in the study.

Greedy Equivalent Search and Fast Greedy Equivalent Search have been used to construct
Bayesian networks in a study looking at demographic and health survey data [98]. These
algorithms were compared to others to find the best construction heuristic. These algorithms
have been compared against IAMB, MMHC, PC, RSMAX?2, Saiyan and TABU.

Elephant Swarm Water Search Algorithm capabilities to construct a Bayesian network
are demonstrated by [95], the algorithm works on a score and search technique.

Edges are deleted, reversed, moved and re-inserted to find the optimal solution. Finally,
the algorithm is compared against simulated annealing and greedy search using the BDe
score.

Work on the Ant colony algorithm is covered by [184]. Two novel algorithms based on
ant colony are presented in [184], the first ChainACO and the second K2ACO, both search
through the space of orderings. ChainACO used chain structures to reduce computational
complexity, but K2ZACO explores the richer structures.

The Immune algorithm is presented in [30]. This algorithm imitates the process of
vaccination in immunology and aims to reduce search time. The study found that the time to
search for network solutions was indeed reduced, but there is scope for further research to
improve this algorithm.

A novel approach to using particle swarm optimization whilst allowing cyclic arcs is

undertaken by [154]. Cyclic arcs are allowed to exist as a candidate solution but are given a
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poor fitness value. The result reduced the number of objective function evaluations required
to coverage on a target solution.

One approach to speeding up the search for structure(s) for a Bayesian network is to
restrict the search space. The Sparse Candidate is an algorithm that does just that. The
research in developing this algorithm by [65] finds that by restricting the parents of each
variable, a significantly improved search speed can be achieved whilst still achieving quality
solutions.

K2rev and K2opt are presented as part of a review of [38] Bayesian network search
methods. K2opt was found to have obtained the lowest structural difference compared with
other algorithms in the review. K2rev is the same as K2opt, but with revered ordering, the
results were on par with local search, iterative local search and annealing.

Optimal Reinsertion (OR Search) has been applied to searching for the optimal Bayesian
network structure by [129], by removing and reinserting arcs, the algorithm finds the optimal
solution. Scoring was handled by the BDEU score for each of the networks. The results

show that two orders of magnitude speed up on tested datasets.

3.7 Hybrid Construction Methods

Hybrid methods use a combination of construction methods to find the best Bayesian network.
For example, many networks such as Tabu use a construction heuristic to build the initial
graph before using scoring based combined with changing the arcs to search for a better
solution. Construction heuristics used in the past have commonly used statistical tests such
as the chi-squared test to find conditional independence between attributes.

Methods used in research by [1] use the chi-squared test to improve the performance of
the K2 algorithm by selecting only variables with a good score and ordered by score value.
Although it was stated in the research that inadequate ordering may lead to poor results and
that ordering with the chi-squared test can ease this problem, the test also offers better initial
variables on which to train with the K2 algorithm.

Two Tabu methods that utilization a conditional independence approach to finding the
initial structure of the graph are [119] and [14], the two approaches differ in the fact that
[119] used general conditional independence tests and [14] uses the chi-squared test. Once
the initial graph is found, a scoring-based Tabu approach searches for the best structure.

In the research conducted in [134] and [98] using the hill-climbing algorithm, both papers
use a constraint-based method for constructing the initial graph. Once the initial graph is
found, they then apply a score and search-based hill-climbing method to search for the best
graph.
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3.8 Metrics for Evaluation of Bayesian Network performance

Many metrics exist for evaluating the performance of classifiers in general and those targeted
at Bayesian networks and probabilistic models. Figure 3.6 shows the distribution of such
metrics across chosen publications. These publications have been chosen in Bayesian
networks for classification, and Figure 3.6 reflects the chosen metrics in this area, Table 3.5
details which of these metrics are used in each publication.
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Fig. 3.6 Metrics used

Accuracy and the K2 score are the most prelevant metrics used in studies and reviews,
followed by the BIC score and AUC-ROC. Although accuracy is a favoured metric, it can be
sensitive to an imbalanced dataset. Not all studies featured in this review have stated if the
datasets were balanced; most do not state this or show balance in classes.

The True Positive Rate (TPR), True Negative Rate and Precision or Positive Predictive
Value (PPV) can be helpful metrics alongside accuracy to judge the effectiveness and
performance of the classification model.



40

A Review of Probabilistic Graphical Models

Metric Full name Description

Accuracy Accuracy The fraction of predictions the model got right

K2 K2 Evaluation method of how well a Bayesian learned from a dataset

Bdeu Bayesian Dirichlet equivalence score Uniform prior over the parameters of each local distribution in the network
BIC Bayesian Information Criterion An estimate of the performance of the Bayesian network on new data
AUC-ROC Area under the ROC Curve Aggregate measure of performance across all possible classification categories

Number of attributes

Number of attributes

The number of attributes in the dataset

TPR

True positive rate

The number of true positives over the true positives and false negatives

Runtime Runtime The total runtime of training a model

MDL-Score Minimum Description Length A scoring method from information theory that is equivalent to BIC

F1 Fl1 Combination of precision and recall scores to form one score

ROC Receiver operating characteristic curve Measures how well a model can classify

TNR True negative rate Measures the true negatives over true negatives plus the false positives
AIC Akaike information criterion Estimates prediction error and the quality of models, a lower score is better

Bayesian score

Bayesian score

Score of a Bayesian network that maximizes the posterior probabilities

Hamming Distance

Hamming Distance

Structural Distance Measures for Causal Bayesian Network

PPV

Positive predictive value

Getting a positive result will result in a true positive result

Kappa Cohen’s Kappa coefficient Measure of inter-rater reliability for qualitative categories
Cross entropy Cross entropy Measure of the difference between two probability distributions
Bde4 Bayesian Dirichlet Score Score equivalent Dirichlet posterior density

Bde2 Bayesian Dirichlet Score Score equivalent Dirichlet posterior density

Table 3.4 Metric glossary

Other factors such as the number of attributes in the final model are essential in Bayesian
networks as these represent nodes (parameters) when used alongside the BIC/AIC score to
prevent overfitting [167]. The number of attributes alongside the number of edges gives a
good understanding of the number of casual relationships in the model and how complex the
model is.

Area Under the Curve (AUC) paired with the Receiver Operating Characteristic (ROC) is
in the top five metrics used. An interesting point to note is that the AUC for the Precision-
Recall Curve is never reported in all the literature.

Runtime is the 8th most used metric and can be important when looking at the number
of attributes and scoring metrics to understand the model’s performance. However, a more
significant number of attributes may lead to more prolonged search and score times.

Scoring metrics featured are K2, BDeu, BIC, MDL, Bayesian score, BDe4, BDe2. The
top 4 network scoring metrics were K2, BDeu, BIC and MDL.
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Metric Article Total
Accuracy [69] [33] [1][142][119][134][148][110][14][139][168][22] 12
K2 [1][148] [110] [50] [118] [98] [44] [85] [38] [184] [154] 11
BDeu [58] [85] [65] [36] [169] [38] [129] [184] 8
BIC [1]7[134] [98] [63] [184] [95] [30] 7
AUC-ROC [33] [1][133][110] [14][139] 6
Number of attributes [142] [119] [110] [58] [85] [169] 6
TPR [33][1][133] [119] [98] 5
Runtime [142] [58] [118] [85] [129] 5
MDL-Score [64] [36] [35] [63] [154] 5
F1 [119] [134] [98] 3
ROC [33]1[119] [14] 3
TNR [33][1][119] 3
AIC [69] [36] [95] 3
Bayesian score [36] [39] [38] 3
Hamming Distance [134] [98] 2
PPV [119] [98] 2
Kappa [119] [14] 2
Cross entropy [85] [38] 2
MMC [148] 1
Bde4 [85] 1
Bde2 [38] 1

Table 3.5 Articles metrics used

3.9 Statistical Tests for Independence

Constraint-based methods rely on conditional independence tests to construct the Bayesian

network graph. The graph represents conditional independences. These tests are carried out

with statistical tests such as the chi-squared test with an alpha of 0.005. All tests used in the

literature found during the search are detailed in Table 3.7.

Statistic type

Description

Chi-Squared
G-Test
B-Statistic

Kernel density estimation

Z-test

Used with contingency tables when testing for the independence of two categorical variables.
Testing for statistical significance when the sample size is too large for chi-squared.

Testing for statistical significance

Non-parametric method to estimate the probability density function

Test whether two population means are different when the variances are known

Table 3.6 Stats test glossary
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Statistic type Article Total
Chi-Squared [17[133][14][98][68] 5
G-Test [133] [98] 2
B-Statistic [133] 1
Kernel density estimation [119] 1
Z-test [145] 1

Table 3.7 Statistical tests by article

3.10 Bayesian Network, Machine Learning and Statistics

Books

We have identified five main subject areas that are useful for understanding and developing

Bayesian networks. These books were identified through Cardiff University library services,

Google searches, conferences, Scopus, Packt publishing and Amazon. These are; Probability,

statistics, Bayesian networks, Graph search heuristics and Data Science and Machine Learn-

ing. Books that have been listed in Table 3.8 fall into one of these five areas and provide

valuable information in the pursuit of understanding and development of Bayesian networks.

Book Name Author Citation
Python for Probability, Statistics, and Machine Learning José Unpingco [172]
An Introduction to Statistics with Python: With Applications in the Life Thomas Haslwanter [84]
Sciences

Algorithms in a Nutshell George T. Heineman, Gary Pollice, Stanley Selkow [86]
Probabilistic Deep Learning: With Python, Keras and Tensorflow Proba- Oliver Durr, Beate Sick, Elvis Murina [52]
bility

Statistics in a Nutshell: A Desktop Quick Reference Sarah Boslaugh [26]
Bayesian Statistics The Fun Way Will Kurt [100]
Bayesian Methods for Hackers: Probabilistic Programming and Bayesian Cameron Davidson-Pilon [49]
Inference

Practical Statistics for Data Scientists Peter Bruce, Andrew Bruce, Peter Gedeck [29]
Data Science from Scratch: First Principles with Python Joel Grus [79]
Data Mining: Practical Machine Learning Tools and Techniques ‘Witten, I.H. and Frank, E. and Hall, M.A. and Pal, C. [183]
All of Statistics: A Concise Course in Statistical Inference Larry Wasserman [178]
Think Bayes: Bayesian Statistics in Python Allen Downey [51]
Numerical Python Robert Johansson [94]
Mastering Probabilistic Graphical Models Using Python Ankur Ankan, Abinash Panda [71
Atrtificial Intelligence: A Modern Approach, Global Edition Stuart Russell, Peter Norvig [153]
f;j:;z;if;;han d Implementations in C Manuel Laguna, Rafael Marti, Rafael Cunquero Marti [103]
Machine Learning Algorithms From Scratch with Python Jason Brownlee [27]
Imbalanced Classification With Python Jason Brownlee [28]

Table 3.8 Reviewed books
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3.10.1 Probability and Statistics

Statistics in a Nutshell [26] and All of Statistics [178] cover all main areas of statistics in a
reference-size book that is easily accessible to look up most of the critical theory needed for
working with probability and Bayesian networks.

Think Bayes [51] and Bayesian Statistics The Fun Way focus [100] on Bayesian statistics
with a practical application in R and Python. Think Bayes [51] uses the Python programming
language and common data science libraries whilst Bayesian Statistics the Fun Way [100]
shows examples in R. The languages are not essential as the theory is covered without the
need to understand programming.

Numerical Python [94] covers a lot of mathematical subjects and is not limited to
probability and statistics but also many other core topics such as calculus and algebra, which
are essential for machine learning applications. In addition, visualizing data is an important
topic when trying to understand mathematics and data, which has a chapter dedicated to this
subject.

An Introduction to Statistics with Python [84], Python for Probability Statistics and
Machine Learning, Practical Statistics for Data Scientists explain common topics such as
hypothesis testing, distributions, multivariate analysis and more. All topics are explained
well and show how to use all libraries in Python to carry out typical statistical work whilst

also touching on machine learning.

3.10.2 Bayesian Networks

Artificial Intelligence - A Modern Approach [153]: covers a wide range of topics. Chapters
13 - 15 offer a good grounding and introduction to Bayesian networks and the theory that
underlines Bayesian networks. These chapters are one of the most complete introductions to
the theory in the books presented here.

Data Mining - Practical Machine Learning Tools and Techniques [183]: explains the
theories behind Bayesian networks but offers practical labs within the WEKA workbench.
All information and examples relating to Bayesian networks are presented in Chapter 9.

Probabilistic Deep Learning [52]; is an entire book dedicated to Bayesian methods.
Although the information in this book is aimed at Bayesian Neural Networks, many of the
techniques can be applied to Bayesian networks. For example, chapter 5 introduces the
TensorFlow probability framework, which is built on top of the TensorFlow framework.
TensorFlow probability can be used to build Bayesian networks, and the introduction to this

framework given in the book will allow the reader the grounding to build these networks.
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Chapter 7 is another helpful chapter discussing Bayesian-based learning with TensorFlow
probability.

Bayesian Methods for Hackers [49]: Probabilistic Programming and Bayesian Inference
introduce two frameworks for building Bayesian networks, TensorFlow Probability and
PyMC2/3. The book is backed up by a set of rich examples given in both frameworks, which
are clear and in-depth. In giving examples of both frameworks, the reader can compare
and contrast the frameworks on offer. The book is also well integrated with the TensorFlow
probability documentation, which extends the examples given to offer an even more in-depth
look at the framework. Many examples in the TensorFlow Probability documentation are
taken from this book.

Mastering Probabilistic Graphical Models Using Python [7] is dedicated to building
Bayesian networks in Python using the pgmpy framework. The pgmpy framework offers
many distributions and learning algorithms to construct Bayesian networks from data and
learn the parameters of distributions. The book also covers inference from models with an

in-depth look at how different inference methods work and the math behind these methods.

3.10.3 Graph Search Heuristics

Algorithms In a Nutshell [86]; explains the working of all fundamental algorithms needed
for building and searching a graph and can be used as a helpful reference when working
with search algorithms. Chapters 5 to 7 are the most useful when working with graphs;
functional code and diagrams are included for all standard search methods. The book lacks
more advanced algorithms like Tabu search and Scatter search, but all the essential principles
for searching are included.

Artificial Intelligence - A Modern Approach [153]; Covers a vast amount of searching
theory with detail and depth in each area and is one of the most comprehensive books on the
subject in this review. Chapters 3 to 12 will take most people from beginner to intermediate
knowledge of this subject area.

Scatter Search Methodology and Implementations in C [103]; This book looks at how
Scatter search works and how to implement it. The book gives examples of how to implement
key components such as the Diversification method, Improvement method, RefSet, Subset,
and combination method and tie these components together to form a scatter search. Even
though the implementations are in C, they are clear enough to implement in any programming
language. Different designs with the use of memory to prevent the trap of local optima with
examples of Tabu search, explicit memory and attribute memory are given. Important context

is given in Chapter 7 with other population-based approaches such as genetic Algorithms
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and Path Relinking. The book concludes the final chapters with demonstrable applications of

Scatter search.

3.10.4 Data Science and Machine Learning

Numerical Python [94]; offers all the core concepts needed to understand data science
and machine learning. All examples are given with the math and implemented in Python.
Numerical Python is one of the most comprehensive books for mathematics with Python and
covers everything from algebra to calculus. In addition, the book teaches about statistics,
probability and machine learning, all with Python. It does not focus on just data science and
machine learning but the tools in mathematics and machine learning for science in general.

Dr Jason Brownlee has written a series of books on mathematics, machine learning
and data science. Two of the books most relevant to this review are Machine Learning
Algorithms From Scratch [27] with Python and Imbalanced Classification With Python.
Machine Learning Algorithms From Scratch with Python explains developing, testing, and
evaluating machine learning algorithms. Python and Imbalanced Classification With Python
goes through visualizing data, understanding the imbalances and methods for correcting or
compensating for imbalanced data.

Data Science from Scratch [79] and Practical Statistics for Data Scientists [29] aim to
build a skill set for hands-on data science in a methodical process. Data science from scratch
focuses on mainly machine learning and Al whilst exploring subject areas such as NLP and
network analysis. On the other hand, practical Statistics for Data Scientists takes a more

traditional approach in looking at the theory of statistical methods and applications.

3.11 Discussion and Limitations

Risk assessment and prediction have been the most effective application of Bayesian networks
in healthcare. Bayesian networks encapsulate uncertainties with graphical networks using
probabilistic distributions to give the modeller and clinical staff intuition and understanding
of those risks. Other uses of Bayesian networks in healthcare are the classification of diseases
and the interaction of risks and diseases.

Attribute selection and dimensionality reduction can help improve the performance of
a model both in terms of training time and accuracy. For example, Bayesian networks
exploiting conditional dependencies using Markov blankets can significantly reduce the

number of attributes required to predict the target classification variable. Other methods
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include filtering and ranking variables before passing them to the Bayesian network learning
algorithm to improve learning times and, in some cases, accuracy.

There exist many publications on learning methods for the structure of Bayesian networks,
but most are score-based methods. Constraint-based methods have had limited research
conducted and are normally paired with a score-based approach. These pairings form the
hybrid methods with constraint-based methods supporting scoring methods to improve
performance or generate the initial solution to be improved by the scoring-based method.

Most metrics are tailored towards the score-based approach, such as K2 BDeu, and MDL-
Score. Accuracy most one of the most commonly used metrics but can be problematic with
imbalance datasets, and most publications did not discuss how well-balanced the datasets
were.

Constraint-based methods use statistical tests between pairs or grouping of variables to
find the partial structures of the graphs. These partial structures are tested and combined with
a search strategy. The most common statistical test was the chi-squared test, followed by the
G-test. Other tests such as the B-statistic, Kernel density estimation and Z-test also came up
in the literature.

Of the books that have been reviewed for the ability to support, understand and implement
Bayesian networks, the following facets were decided on; Probability and Statistics, Bayesian
networks, Graph search heuristics and Data Science and Machine Learning. These books
covered the theory behind Bayesian networks with C, Java, R, and Python implementations.

All domain knowledge has been presented in the other reviews listed at the beginning of
this review. In addition, the papers and books also contain the domain knowledge required to

understand this topic.

3.12 Conclusions

Tremendous advancements have been made in Bayesian network machine learning, but this
area will always be an NP-Hard problem. As a result, the most attention has been given to
scoring-based methods, with algorithms like K2, TABU search, TAN, Greedy Search, and
Hill Climbing being given the most focus.

Constraint-based methods still lag in development in contrast to scoring-based methods.
One of the most underdeveloped areas is Scatter Search which only has one paper dedi-
cated to a scoring-based approach. This Scatter search scoring-based method still needs
further improvement but lays essential groundwork for future research. Further research into
constraint-based scatter search methods is greatly needed and can potentially move the body

of knowledge forward.



Chapter 4

A Scatter Search Metaheuristic for
Bayesian Networks

4.1 Introduction

Bayesian networks offer a graphical representation of the relationships between variables
that is interpretable by non-machine learning specialists. The graphical representation allows
all stakeholders to engage with model development and understanding of findings. To speed
up the development of these Bayesian network models machine learning can be used to build
initial models for further discussions and understanding of the problem domain. Trained
models by machine learning may already be good enough to be used once validated by
domain experts.

A new approach using scatter search as a constraint-based method using statistical tests
to construct the structure of the graphs is presented here. The design of the scatter search
algorithm allows the searching of both local and global spaces. Local searches on the initial
dependencies between attributes and then global searches combine the results of the local
searches to build up a complete Bayesian network. Getting stuck in local optima can be a
problem but by performing many smaller searches of local space we avoid getting stuck in
one space.

Once these smaller solutions have been combined into many large networks the network
size can be reduced by using Markov blankets. These small compact networks then have the
ability to perform computationally efficient inference for the problem domain and in the case

of this research classification is the end goal.
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4.2 Related Work

Scatter search is an evolutionary meta-heuristic that works on a population of solutions. These
are combined in order to find better solutions. To choose which solutions are combined, the
concept of diversity has been introduced [76] [75]. Since the introduction of diversification,
researchers have found many applications for the scatter search. Applications of the algorithm
in machine learning have been done by [53] in detecting fraud and feature selection [116].
A scatter search algorithm for Bayesian network learning has been devised by [50] who, in
contrast to the work presented in this chapter, use the scoring-based search paradigm (see
chapter 3). The algorithm developed here aims to build a constraint-based scatter search
learning method for the Bayesian network from statistical tests.

Explainable AI (XAI) is important so the decisions, classification or regression outputs
of Al models are understood. Explaining how Al came to the outputs it did is important in
building trust with end users and meeting compliance requirements. Furthermore, policy-
makers and government bodies such as Select Committee on Artificial Intelligence [141] and
EU High-Level Group on Al [43] want a clearer understanding and trust of AI models to
turn black box learning into white box learning. The Royal Society has published a policy
briefing document [162] explaining the importance of explainable Al which outlines the
importance of Giving users confidence in the system, Safeguarding against bias, Meeting
regulatory standards, policy requirements and Improving system design.

Methods of explainable Al differ depending on the Al model in question. There are
many methods from heat maps for neural networks to producing rule-based diagrams for
other classifiers. A large systematic review of most of the techniques has been provided in a
literature review called Explainable Artificial Intelligence: a Systematic Review [173]. A
more concise review of machine learning models that are easy to understand without the
need for special tools is conducted in Comprehensible classification models: a position paper
[62], one such method covered in this is Bayesian networks. It was found that Bayesian
networks could offer an explanation of the relationships between variables and also the
probabilities leading to the outcomes which can be represented by contingency tables. The
author also found that the Bayesian networks can become complicated when there are many
dependencies but this can be overcome by the use of Markov blankets. It was found that

Markov blankets can greatly reduce the size of the network.
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4.3 Methods

We provide a formal description of classification problems before we introduce the different
approaches. Let .# denote a set of individuals (e.g. patients) and let & denote the set of
outcome measures for classifying these individuals. For each individual i € .#, we observe a
set of attributes .7 and the true outcome d; € Z. Let ¥, denote the set of possible values for
attribute a € &7 and let v; , € ¥, denote the value of attribute a for individual i. We wish to
predict d; of individual i given the individual’s values v; , for each attribute a € 7. Some
attribute values v; , may be missing. In the computational study, we briefly discuss how we
handle these missing values (i.e., treating ‘unknown’ as a separate value). In this supervised
learning problem, we assume the availability of labelled training data from many other
individuals j € .# \ i whose attribute values v; , and outcome d; are known. This training
data is used to learn a classification model which is then used for the prediction.

Informative attributes are defined as Xi... i.e. (X1, X2, X3, X4...) and the attribute to
be predicted is labelled Y1 in our models.

Bayesian networks shown in figure 4.1 show the conditional relationships between
attributes represented by graph edges and the probability distributions represented by nodes.
The relationships between nodes will be discovered by using the chi-squared test over the
attributes guided by the scatter search.

The Bayesian network shown in Figure X which gives the probability of a heart attack has
5 Variables Exercise (E), Smokes (S), Blood Pressure (BP), Cholesterol (Chol) and Attack
(A). Given the (E), (S), (BP) and (Chol) we can see the probabilities of a heart attack (A).

Prob E Prob S
4 T 15 T
6 F — T 85  F
Exercise Smokes
Prob  E S B
Prob S C
.45 T T T
.8 T T
.55 T T|F
BP Chol 2 T F
.05 T F | T
- ~ 4 F T
.95 T F|F
Prob B A 6 F F
.95 F| T T 75 T T
Attack
05 | F|T F J 25 T F
55 F|F T 05 | F T
.45 F|F | F 95 F F

Fig. 4.1 Bayesian network [18] [19]
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Once the attributes and relationships have been found the size of the network will be
reduced using a Markov blanket. The Markov Blanket is a compact representation of the

casual graphical network as shown in figure 4.2.

Fig. 4.2 Markov blanket [180]

The Markov Blanket contains the predictor variable that will be represented by Y1 in our
research but is labelled as A in figure 4.2. This predictor variable (A) has its parents and
children and the parents and children of those nodes. In this compact representation of our

network, only the nodes needed to perform inference are present.

4.4 Scatter Search Heuristic

The scatter search algorithm originally proposed by [73] gives us a guided search strategy in
which to perform statistical tests over attributes in the dataset. Implementing this algorithm
we can start with a local search to find the initial values and then combine these solutions to
build up the Bayesian network.

4.4.1 Scatter Search Heuristic Components

Scatter search works by starting with an initial set of very simple solutions, these solutions
are combined in an iterative loop and added into a set of combined solutions. These new
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combined solutions are added based on a chosen score. Diverse solutions which are defined
as not the best solutions are also allowed. The set of combined solutions is split into good
solutions and diverse solutions. The iterative loop continues until no new solutions can be

found with the best solutions extracted from the set of combined solutions.

Algorithm 1 Scatter search main algorithm

1: population_set =0

2: ref_set=10
3: diversification(c=0.05)
4: populate_refset(number_of_target_solutions, number_of_diverse_solutions)
5: last_refset_update :=0
6: number_of_iterations := (0
7: while last_refset_update < 2~ Anumber_of_iterations < % do
8: last_refset_update := last_refset_update+1
9: number_of_iterations := number_of iterations+1
10: subset_G := subset_generation_method()
11: ¢ .= combination_method(subset_G)
12: if add_solution_to_subset(¥4, ref_set) then
13: last_refset_update := 0
14: end if
15: end while
Diversification Method

The implemented diversification method defines good solutions as X; — Y; with informative
attributes pointing to the attribute to be predicted. Diverse solutions are among the informative
attributes X; — X;. No attribute can point to itself to cause a cyclic link.

All attribute scores are based on p values with a good “score” being less than 0.05, if this
criterion is met the solution is added to the population. During this stage, only one-to-one
relationships are created.

The objective of the diversification method is to create a population set of diverse solutions.
Those solutions are created by using the chi-square test on pairs of attributes, these attributes
become the nodes. Different strategies of searching for suitable node pairs can be employed,
for this implementation, we test all attributes against the classification attribute and then all
attributes paired together. These solutions will be combined together further in the process

loop to maximize the prediction accuracy.
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Algorithm 2 Diversification from target

1: function DIVERSIFICATION_FROM_TARGET()
2 target_node := Y1

3 nodes := {X1, X2, X3, ... }

4 for all 7' € nodes do

5: p_value = chi_test(o, {7 ,target_node})
6

7

8

9

if p_value < « then
¢ = ({V target_node},{ (¥ target_node)})
add_solution_to_subset(¥, population_set)
end if
10: end for
11: end function

Algorithm 3 Diversification comparing nodes

1: function DIVERSIFICATION_COMPARING_NODES(OC)
2 target_node := Y1

3 nodes := {X1, X2, X3, ... }

4 for all nodel € nodes do

5: for all node2 € nodes do
6

7

8

9

if nodel # node2 then
¢ .= ({/ target_node},{(7 target_node)})
p_value = chi_test(a,{ ¥ ,target_node})
if p_value < a then

10: add_solution_to_subset(¥¢, population_set)
11: end if

12: end if

13: end for

14: end for

15: end function
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Algorithm 4 Diversification

1: function DIVERSIFICATION(a = 0.05)
2: diversification_from_target(o)

3: diversification_comparing_nodes(a)
4: end function

Population set

The population set will accept any solution with a p-value of less than 0.05 and any solution
must be a one-to-one relationship with two nodes. The direction doesn’t matter as long as
the solution is directed. There is no limit on the population size in our implementation and

the list is ordered according to the best p-values.

RefSet

The RefSet holds the solutions to be improved upon. A limit is placed on the size of the
RefSet and this limit is a parameter of the algorithm that can be changed when optimising
the parameters to find the best-performing value. Literature suggests this be smaller than the

population set.

RefSet Update Method

The RefSet update method will attempt to pick an equal number of both good and diverse
solutions from the population set. Good solutions take priority over diverse solutions.

To populate the RefSet, two types of solutions are needed: high-quality and diverse
solutions. We define high-quality as a low p-value solution that is directly connected to the
attribute to be classified i.e. the target attribute or variable. The second type of solution is the
diverse solution which we define as a solution that has at least 1 degree of separation from
the target variable. The diverse solution p-value is not taken into account at this stage as all
solutions in the set should have a p-value less than alpha.
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Algorithm 5 Populate refset

1: function

[\ I O e e e e Y e e
iy - AR S R el

22:

N A U T

ber_of_diverse_solutions)

1=0

order_solution_set_by_p_value(population_set)

for all & € population_set do
i=i+1
if i = number_of_target_solutions then
break
end if
if rarget_node € 9 .nodes then
add_solution_to_set(¥, ref_set)
end if
end for
i=0
for all 4 € population_set do
i=i+1
if i > number_of_target_solutions then
break
end if
if target_node ¢ ¢ .nodes then
add_solution_to_set(¥, ref_set)
end if
end for

23: end function

POPULATE_REFSET(number_of_target_solutions,

num-

Subset Generation Method

A pair of solutions are picked from the RefSet to be combined, many parameters can be set

here to improve the performance of the algorithm. Rules can be set to pick solutions that

can be combined with the required nodes and edges to make the connections needed for a

solution.

The subset generation method picks two random graphs from the RefSet, and these

graphs cannot be the same graph. If the two graphs are the same, the loop continues until the

graphs do not match.
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Algorithm 6 Subset generation method
1: function SUBSET_GENERATION_METHOD

2 G := get_random_solution_from_refset()

3 G, =Gy

4 while G; = G, do

5: G, := get_random_solution_from_refset()
6 end while

7 return {G{,G,}

8: end function

Combination Method

The combination method combines the pairs of solutions from the RefSet, a valid solution
is one where the two graphs can be merged with connections between the two. The best-
performing graph takes priority over the worst-performing graph with the secondary graph
only giving features not already in the best-performing graph.

In order to find new solutions, the combination method combines the edges in the graphs
passed to it to create a new solution. The solution is scored based on accuracy and passed to
the RefSet Update Method. If the new solution meets the requirements to be added to RefSet,
the add_solution_to_set method will add the graph to the RefSet.

Algorithm 7 Combination method
1: function COMBINATION_METHOD(Y))
2 ¢ := compose(¥),%)
3: return ¢
4

- end function

Add Solution to Solution Set Method

In order to ensure there are no duplicate solutions in the population or reference set, we
define a function to only add a solution if it is unique. This function also checks the graph
to ensure it conforms to a directed acyclic graph. If both of these requirements are met the

graph is added to the correct solution set.
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Algorithm 8 Add solution to solution set function
1: function ADD_SOLUTION_TO_SET(¥, solution_set)
if 4 ¢ solution_set then

2

3 if is_directed_acyclic_graph(¥) is True then
4 solution_set := ¢ U solution_set

5: return True

6: end if

7 return False

8 end if

9: end function

Scatter search starts by generating a diverse set of solutions that will stop when no more
solutions can be found, these solutions are placed in the population set. Once the population
set is complete the RefSet is updated with a split of good solutions and diverse solutions. The
split can be based on a ratio split or a set number of good solutions and diverse solutions.

A decision step is introduced to stop the algorithm if no new solutions are found after X
number of iterations.

A subset of solutions are selected at random from the RefSet and passed to the combina-
tion method. The combination method attempts to combine these solutions to make a new
solution, if the new solution has met the set criteria for a valid solution it is added back into
the RefSet.

The RefSet updating method can restrict the number of solutions in the RefSet list. The
RefSet updating method can clear out the worst solutions if the RefSet list becomes larger

than X size keeping only good solutions in the list.
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Diversification G i Q
Method Q

O

RefSet Update
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RefSet
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C ination Method

Subset of solutions

Q Subset Generation False
Q Method

No new solution
for X iterations

Fig. 4.3 Scatter search algorithm 1

Algorithm 9 Scatter Search main algorithm

1:

e e e =Sy
wm A W NN = O

R A A A T

population_set = ()
ref set=0
diversification(a=0.05)
populate_refset(number_of_target_solutions, number_of_diverse_solutions)
last_refset_update := 0
number_of_iterations := 0
while last_refset_update < 2 A number_of_iterations < % do
last_refset_update := last_refset_update+1
number_of iterations := number_of _iterations+1
subset_G := subset_generation_method()
¢ .= combination_method(subset_G)
if add_solution_to_subset(¥, ref_set) then
last_refset_update := 0
end if

- end while

4.4.2 Scatter Search Heuristic Algorithm Process

This section will run through the scatter search process step by step. The algorithm runs in an

iterative loop until no more solutions can be found. All statistical tests are performed using
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the chi-squared statistic. Once no more solutions can be found the algorithm terminates and

a complete Bayesian network should exist.

Population set

Diversification i O
Method O

O

RefSet Update
Method

RefSet

&5

C ination Method

Subset of solutions

Q Subset Generation False
Q Method

No new solution
for X iterations

Fig. 4.4 Scatter search algorithm 2

The first step shown in figure 4.4 is to run the diversification method to generate the

initial solutions. All solutions should have a p-value of 0.05 or less.
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Fig. 4.5 Diverse attribute selection testing

Diversification will test for diverse solutions defined as not pointing back to Y1 the
predictor attribute. All attributes that are not Y1 are compared against each other and tested

with the chi-squared test for a value of less than 0.05.

AN N
'Yl ) (Y1) (Y1)
N AN AN

Fig. 4.6 Good graph solutions

All attributes are compared against Y1 with the chi-squared test for a value of less
than 0.05. Given this step, only one to one relationship is being evaluated against Y1 the
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computational time should be low using a simple statistical test on small to medium dataset

sizes.
(x3) (x5) (x2) (x2) (x2)

(x0) (xa) (x1) (x5) (x3)

Fig. 4.7 Chosen diverse solutions
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Fig. 4.8 Good and diverse chosen solutions

Once completed the population set should contain all one-to-one solutions with p-values

of less than 0.05, these solutions are now ready to be moved to the RefSet.

Diversification G i O
Method O

C ination Method Ref;e;ﬂ:]s:ale
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Q Subset Generation False
O Method

No new solution
for X iterations.

Fig. 4.9 Scatter search algorithm 3

The next stage is to update the RefSet with solutions from the population set. Solutions

are split into good and diverse solutions. Diverse is not connected to Y1 and good solutions
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are connected to Y1. These solutions are normally split based on a ratio of 50/50. Once split

the solutions are ordered and chosen based on good p-values of less than 0.05.

Population set

Diversification G i O
Method O

O

RefSet Update
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Subset of solutions / N RefSet

ya N
_ False / N
Subset Generation ~'No new solution ™
O Method . for Xiterations -
~ 7
~

[of ination Method

S
N 4
N

True

Fig. 4.10 Scatter search algorithm 4

With the RefSet populated the main iterative stage of the algorithm can begin. Solutions
are chosen at random and must be compatible with each other, that is they have edges and
nodes that can be joined.

Once chosen the combination can take place, the best scoring graph according to the
p-value is the primary graph that takes priority. The graphs are merged and if the new graph
is acyclic it is added back into the RefSet with a new p-value. The p-value must be less than
0.05.
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Fig. 4.11 Combining RefSet solutions

Figure 4.11 shows the process of combining graphs. Once the process is finished there
should be multiple graphs with Y1. Each graph containing Y1 is taken from the RefSet and
reduced to the Markov Blanket of the graph.

With a selection of graphs reduced in size to the Markov Blanket, the parameters are then
fitted. Reducing the size of the graph improves parameter fitting time due to fewer nodes
and edges. Once fitted the graphs can be tested and gauged based on accuracy and confusion

matrix metrics.

4.5 Summary

Scatter search offers a way to build up graphs in small increments testing all possible
attributes in the early stages without getting trapped in local optima. Many solutions can be
found and discussed with stakeholders and any domain knowledge applied.

Reducing the size of the graph with Markov blankets has many advantages including
training time and a simpler understanding of the graphs. Only knowledge that is needed is
included in the graph.

The scatter search algorithm is very modular and easy to implement in different languages,
with a modular design comes easier debugging and understanding of the components. Further

improvements can be easily made to each of the components.
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Benchmarking results for the scatter
search metaheuristic in healthcare

5.1 Introduction

Many classification models exist and there are different variations in Bayesian network
training techniques. These methods are constraint-based, scoring-based and hybrid training
methods. Scatter search learning of a Bayesian network has been performed using a scoring-
based approach. The method used in this chapter is a newly developed constraint-based
approach using statistical testing to learn the structure of multiple Bayesian networks with the
best one used for classification. Here we outline the work already done in training Bayesian
networks to perform classification tasks and the category under which they fall.

In healthcare, attribute selection and classification problems are present in many contexts.
While attribute selection focuses on the discovery of relevant and non-redundant attributes (Li
and Liu [107]), the classification of medical diagnoses belongs to the domain of supervised
machine learning: Given some labelled training data for which attribute values and the class
outcomes (diagnosis) are known, this training data is used to learn a classification model
which is then used for the prediction of a diagnosis such as breast cancer [Zwitter et al.].
Classification methods that have been used in the past include decision rules, decision
trees, support vector machines and deep learning. However, these methods have several
shortcomings: Firstly, standard machine learning approaches often ignore causality between
variables. Secondly, the interpretation of a Deep Learning model, for example, is difficult for
a practitioner. Thirdly, the variable selection (e.g. for decision tree learning) has to be done

separately from the actual classification problem.
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In this chapter, we follow a different approach which unifies the attribute selection and
the classification problem. We learn a Markov Blanket-based probabilistic graphical model
which contains all relevant and non-redundant attributes for classification. This can be seen
as a hybrid approach of both attribute selection and classification. Markov Blankets that we
learn from the data are specific Bayesian networks that only contain the parent, children and
parents of the children of a class attribute. In order to learn these networks, we develop a new
Scatter Search heuristic method. We implement the algorithm in Python and evaluate it using
publicly available benchmark data sets in health care that have been used in prior research.
The computational results indicate that our procedure leads to competitive classification
results yielding graphical models that allow decision-makers to interpret them. In addition,
our results reveal that graphical models that are learned from the data have substantially
fewer predictor variables than in the full data set. Our implementation is analyzed in terms of
computation time, size of the graph and accuracy. We also benchmark our algorithm against
other widely used classifiers. This novel algorithm can perform variable selection, as part of
the procedure to learn the Markov Blanket, which may be more efficient than using other
(classical) machine learning approaches.

The remainder of this chapter is structured as follows. The next section provides an
overview of related work which highlights the different learning paradigms used for learning
probabilistic graphical models. We conclude that section by highlighting similarities and
differences of our work with the body of existing research. Section 5.3 describes our
Scatter Search improvement heuristic. A comprehensive computational study is provided
in Section 5.4 in which we show the benchmarking results of our algorithm using different
datasets, performance metrics, and levels of detail. We discuss the implications of the
methods and results in Section 5.5 followed by conclusions and opportunities for future work
in Section 5.6.

5.2 Related Work

Algorithms for learning probabilistic graphical models have been reviewed by Larrafiaga and
Moral [104], while Scutari [160] has defined the following four types of search strategies
in this context: Constraint-based methods, scoring-based methods, hybrid and parameter
learning approaches. Table 5.1 provides an overview of related work broken down by these

four approaches, which are detailed further.
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Paradigm Reference

Constraint-based  Spirtes et al. [165], Margaritis [121], Tsamardi-

methods nos et al. [170], Yaramakala and Dimitris [185]

Scoring-based Bai et al. [15], Campos [31], Zgurovskii et al.

methods [187], Larranaga et al. [105], Chickering [37,
40]

Hybrid Friedman et al. [66], Tsamardinos et al. [171]

Parameter learn- Jietal. [93]

ing

Table 5.1 Overview of related work

5.2.1 Constraint-based Methods

The PC algorithm devised by Spirtes and Glymour [164] is a well-known example of a
constraint-based learning method. Typically, hypothesis tests are used to find conditional
(in)dependencies between attributes. Once the structure has been learned, the conditional
probability distributions, required to fully specify the Bayesian network model, are estimated
from data. The usual method for estimating the parameters is maximum likelihood estimation,
although Laplace estimation and other Bayesian estimation approaches based on Dirichlet

priors are also common.

5.2.2 Scoring-based Methods

Scoring methods are used in conjunction with search heuristics to construct graphs or improve
upon initial graphs. Scoring guided search strategies are discussed in detail in Russell and
Norvig [152]. The objective is to maximise the network score of the directed acyclic graph
(DAG).

A method developed by Bai et al. [15] to improve an initial DAG uses a Tabu Search
algorithm to manipulate edges (e.g. add, remove and switch) of the DAG to maximise the
network score. Publications that look at different scoring methods to guide a greedy search
are Chickering [37] and Chickering [40]. Larrafiaga et al. [105] use a genetic algorithm
approach for scoring and improving the network. Similarly, Zgurovskii et al. [187] evaluate
the construction and scoring of the Bayesian networks whilst Campos [31] takes a different

approach using mutual information tests.
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5.2.3 Hybrid Approaches

Hybrid methods use constraint-based methods to find the conditional independence relation-
ships within the Bayesian networks while a score-based approach is pursued to improve
on those DAG structures to find the optimal graphical model. Tsamardinos et al. [171]
presents an algorithm that combines a method to construct a Bayesian network using a
Bayesian-scoring, greedy, and hill-climbing search to orient the edges. This is then compared
against other methods. Friedman et al. [66] develop a new faster hybrid algorithm to be used
on large datasets. This speed is achieved by restricting the search space. The scoring of
networks is achieved via a mutual information approach. In contrast to their work, there are
two main advantages of the algorithm presented in this chapter: improving search efficiency

and improving the choice of candidates for better scoring networks.

5.2.4 Parameter Learning

Parameter learning is an important step in learning a functional Bayesian network. Fitting
distributions for the nodes in the network can be achieved by many algorithms, and these
can be suited to complete or incomplete data. The types of distributions are also important
depending on the dimensionality of the data. Ji et al. [93] review different types of parameter
learning algorithms for complete and incomplete data. The methods reviewed in this thesis
are Maximum Likelihood Estimate, Bayesian Method, Expectation-Maximization, Robust
Bayesian Estimate, Monte-Carlo Method and The Gaussian Approximation.

5.2.5 Conclusion

The algorithm proposed in this thesis can be categorized into and differentiated from the
literature on probabilistic graphical models as follows: Our algorithm bridges the constraint-
based and scoring-based learning paradigm because we use conditional independence tests
when learning the graphical model but we also have scoring functions in the improvement
of the network which rely on measures such as accuracy, precision and recall because we
will only keep the best scoring networks in our Scatter Search. As a result, our work has
similarities with the Tabu Search algorithm provided by Bai et al. [15] because of the use of
diversification. The advantage of our work is, however, that we do not rely on a construction

heuristic. The Scatter Search creates diverse graphs in the initialization step.
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5.3 Methods

5.3.1 Problem Description, Graphical Models and Classification

Using the formal definition laid out in section 4.3 and taking a dataset of healthcare obser-
vations with each predictor variable labelled as X; and the outcome variable labelled Y; an
attempt is made to find the relationships between X; and Y; for the best results. Multiple ma-
chine learning methods are applied to assess the performance of the scatter search Bayesian
network model. The chosen metrics used in this chapter are accuracy, recall and precision.
Relationships between variables are shown as graphs with vertices and edges.

All training has been conducted using a grid search to find the optimal settings for the
machine learning algorithms. KFolds has been used to split the data with folds grid search of
2, 5 and 10. The final models and parameters are chosen based on accuracy. The SciKit learn
library in Python has been used to achieve this using GridSearchCV in the model_selection

module.

Probabilistic Graphical Models

In order to introduce Markov Blanket attribute selection, the notation of Bayesian networks,
a type of probabilistic graphical model will be introduced. A Bayesian network is a di-
rected acyclic graph (DAG) ¢ := (¥, &) with vertices ¥ and edges &. Vertices represent
variables and the edges encode the conditional independence relationships between these
variables (each variable is conditionally independent of its non-descendants in the graph
given its parents). Pearl [143] and Wasserman [177] provide further theoretical properties of
Bayesian networks and other probabilistic graphical models. For an overview of statistical
graphical models with applications in systems biology, see Nagarajan et al. [131] as well as
Scutari and Strimmer [161].

The Markov Blanket (MB) is a subgraph of a Bayesian network. The MB of a vertex
v € ¥, denoted by MB(v), is a minimal subset of vertices containing vertex v, its direct
parents and direct children as well as all direct parents of the children of v. The Markov
Blanket of vertex v contains all the variables needed to predict the value of that variable since

v is conditionally independent of all other variables given its Markov Blanket.

Classification Using Markov Blankets

Once we have trained the Markov Blanket using the training dataset, we assign a new instance

i to the class d; by employing Equation (5.1), which is called Maximum a-posteriori or MAP

decision rule. The index set of the product H‘fi'l runs from attribute a = 1 to all attributes
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.27 | and multiplies the conditional probability of observing attribute value v; , depending on
d and all parents of a, encoded by I1,. The classification accuracy is then evaluated using a
confusion matrix which represents the predicted outcomes vs. the true i.e. actual outcome of

the patient having the disease or not.

||
df = argmax {p(a’) Hp(viva]d,Ha)}. (5.1)

de9 a=1

5.3.2 Scatter Search Heuristic

Scatter Search can be used as both a construction heuristic and a meta-heuristic to improve
probabilistic graphical models. The Scatter Search algorithm implemented here is used to
create the initial graphs and improve on them by combining the nodes and edges from initial
solutions. It is a meta-heuristic optimization algorithm that was first introduced by Glover
[74]. Figure 4.3 provides an overview of our Scatter Search heuristic.

The figure shows that our algorithm first generates a diverse population set which includes
high-quality solutions on the one hand but also diverse solutions on the other. Those are then
combined if they lead to an improvement of, for example, prediction accuracy, following

principles devised by Marti et al. [123].

Population Set and Reference Set (RefSet)

The population set contains graphs created by the diversification strategy. The RefSet contains
X number of solutions with the best p-value and Y number of diverse solutions that are not
connected directly back to the classification attribute. This ensures that there is a balanced
trade-off between diversification and intensification.

In the main Scatter Search loop algorithm, we start by defining our two solution sets,
which are the population set and the reference set (RefSet). The population set holds our
initial solutions generated by the diversification method. This diversification method takes
one parameter which is the alpha value to be set for the threshold of the p-value for the
chi-squared test. If the solution meets the requirements of the alpha threshold it is added to
the population set.

Once diversification has taken place and the population set has been populated, the
RefSet will be updated with select solutions from the population set. Solutions are selected
based on two different types of criteria - target solutions and diverse solutions. Best quality
solutions (target solutions) are solutions that connect directly back to the attribute that is to
be classified, and the quality of these solutions is based on the p-value. The second type

is the diverse solution, and these solutions have at least one degree of separation from the



5.4 Experimental Results 69

target/classification attribute/node. These diverse solutions can also be evaluated based on
the p-value.

After the RefSet has been populated, the main loop that combines solutions can start.
This loop has two conditions for completion defined as the last time the RefSet was updated
and the total number of iterations completed. These are trade-offs between time, quality of
solutions, and ensuring that the loop terminates.

The subset method is called to select two graphs. These graphs are taken from the subset
method and passed to the combination method. Once this new subset has been passed to the
combination method, the graphs are combined and a new solution graph is returned. This
solution is then added to the RefSet if it is a unique solution and also a directed acyclic graph
(DAG).

In conclusion, our Scatter Search works to create multiple solutions from an initial pool
of solutions created by the diversification method. The Scatter Search metaheuristic then

works to combine these solutions to find a subset of the best solutions.

5.4 Experimental Results

5.4.1 Datasets

We evaluated the algorithms using datasets from the UCI machine learning repository [91].
These datasets are from the life sciences section and aim to classify patients based on whether
they have a specific diagnosis or not. Datasets that cover more levels in the life sciences
domain are discussed in Herland et al. [87]’s review. Table 5.2 provides an overview of the
selected data sets.

Dataset Level Attributes  Samples Type Reference
Acute Inflam- Patient 8 120 Binary [47] [46]
mations Diag-

nosis

Audiology Patient 71 200 Multi-Class [16] [46]
Standardized

Breast Cancer  Patient 10 286 Binary [124]

Breast Cancer Patient 10 699 Binary [181][120]
Wisconsin

(Original)

Cryotherapy Patient 7 90 Binary [96] [56]
Fertility Patient 10 100 Binary [72] [48]
Parkinsons Patient 23 195 Binary [113][112] [111]

Table 5.2 UC Irvine Machine Learning Repository Datasets [91]
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The table reveals that the datasets vary in the number of attributes, sample sizes, and
outcome categories - binary/multi-class classification problems. Also, the datasets have been
evaluated in other studies which allow us to benchmark our results against those reported in

other publications.

dataset output type classO  class 1 count
acute-inflammations-diagnosis  binary 5833 % 41.67 % 120
breast-cancer binary 76.22 % 23.78 % 286
breast-cancer-wisconsin binary 65.52 % 34.48 % 699
cryotherapy binary 5333 % 46.67 % 90
fertility binary 880% 12.0% 100
parkinsons binary 7538 % 24.62 % 195

Table 5.3 Binary datasets class distribution

Table 5.3 shows the balance of the datasets which have a binary outcome variable. All
datasets have an imbalance in the outcome variable. Two datasets which have a low imbalance
are acute-inflammations-diagnosis and cryotherapy which isn’t a problem for most machine
learning applications. Datasets in which the imbalance is large are breast-cancer, breast-
cancer-wisconsin, fertility and parkinsons. These can pose a problem to some machine
learning algorithms which can be made worse by small sample sizes. Techniques can be
applied such as smote oversampling. These datasets also offer a good opportunity to test how

different machine learning algorithms perform with imbalanced datasets.
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Fig. 5.1 Audiology standardized multi-class distribution

Figure 5.1 shows the distribution of data of the outcome variable in the Audiology
standardized dataset. A balanced dataset should have a uniform distribution but in this case,
data is distributed in classes 2,3,4,6,7 and 18. This can pose a problem in low-sample datasets
but in this case, there are 699 samples which are larger than most in this study. Oversampling
could once again be used to bring the distribution to a uniform distribution but for this study,
the dataset is unchanged, apart from a basic pre-processing of the attributes to suit machine
learning applications.

We implemented the Scatter Search algorithm using Python 3.8. We used the SciKit Learn
Library [144] to calculate performance metrics such as accuracy and running cross-validation
experiments. We also used the pgmpy library [8] to learn the probabilistic graphical models
which we alter in our Scatter Search. To run conditional independence tests, we used the SciPy
library [174]. Our implementation is available under https://github.com/jthrelfall777/ssmb.


https://github.com/jthrelfall777/ssmb
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5.4.2 Preprocessing

All datasets that have been used in this study have undergone preprocessing. All strings
are transformed using the sklearn preprocessing library using the LabelEncoder [157] to
convert strings to numerical values. The entire dataset is checked for missing values and
those values are replaced by a zero value, i.e. "unknown". Once these steps have been taken,
any continuous values are binned using the numpy histogram_bin_edges [136].

Numpy histogram_bin_edges [136] method is set to use the default options which take
the maximum of the ‘sturges’ and ‘fd’ estimators for the bins. The Sturges method takes the
number of samples and returns the number of bins as defined in the equation in figure 5.2.
The Freedman Diaconis Estimator takes the interquartile range of the data and the number
of samples and is defined in the equation in figure 5.3. Setting a small number of bins can
lead to a loss of information but too many bins lead to spare coverage or overfitting over
small data sets. Histogram binning is only one way of representing the data, kernel density
estimation can also be used. Kernel density estimation fits smaller distributions over intervals
of data and sums the distributions so they form one distribution and have an integral of one.
Both sample size and distribution of the data affect the bin size. On returning the binning
values (k) these are then applied to the dataset using the numpy digitize [135] function. This
transformed dataset is written back out to a new file with a new header labelling predictor
attributes X; and prediction attributes Y;. These header names are then used as the node names

k= |Vlog2nw +1

Fig. 5.2 Sturges’ rule for binning in histograms

in the graphs.

_ IQR(x)
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Fig. 5.3 Freedman—Diaconis rule for binning in histograms

5.4.3 Accuracy, Recall and Precision Evaluation
Accuracy

Table 5.4 shows the graphs in descending order of accuracy. Once the scatter search algorithm

establishes the graphs there is very little improvement in the best solutions found. Some
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datasets, such as Acute Inflammations Diagnosis, show no improvement even though the top
3 graphs are unique in structure. The top 3 graphs maybe differ in the number of nodes and
edges but very little is added to the overall accuracy.

Graphs ¥;
Data Set
1 2 3

Acute Inflammations Diagnosis 1 1 1
Audiology (Standardized) 0.655 0.625 0.445
Breast Cancer 0.81 0.81 0.81
Breast Cancer Wisconsin (Original) 0.965 0.961 0.957
Cryotherapy 0.833 0.833 0.8
Fertility 0.95 0.9 0.9
Parkinsons 091 091 0.89

Table 5.4 Scatter Search Accuracy

Recall

Table 5.5 shows the graphs in descending order of accuracy. Acute Inflammations Diagnosis
and Breast Cancer show no change in recall for the top 3 graphs. Audiology standardized,
Breast Cancer Wisconsin (Original), Fertility and Parkinsons show an increase in recall as

accuracy improves. Cryotherapy was the only dataset for recall to decrease as accuracy
improved.

Graphs ¥;
Data Set
1 2 3

Acute Inflammations Diagnosis 1 1 1
Audiology (Standardized) 0.655 0.625 0.445
Breast Cancer 0.27 027 0.27
Breast Cancer Wisconsin (Original) 0.965 0.961 0.957
Cryotherapy 0.729 0.729 0.958
Fertility 0.66 0.16 0.16
Parkinsons 0.99 099 097

Table 5.5 Scatter Search Recall
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Precision

Table 5.6 shows the graphs in descending order of accuracy. Acute Inflammations Diagnosis
and Breast Cancer show no change in precision for the top 3 graphs. Audiology standardized,
Breast cancer, Breast Cancer Wisconsin (Original), Cryotherapy and Parkinson’s all show an

increase in precision but Fertility shows a decrease in the metric as accuracy increases.

Graphs ¥;
Data Set
1 2 3

Acute Inflammations Diagnosis 1 1 1
Audiology (Standardized) 0.571 0.532 0.361
Breast Cancer 0.79 0.79 0.79
Breast Cancer Wisconsin (Original) 0.967 0.962 0.659
Cryotherapy 0.945 0.945 0.741
Fertility 0.88 1 1
Parkinsons 0.9 09 0.89

Table 5.6 Scatter Search Precision

Acute inflammations diagnosis is a well-balanced data set with 58.33 % for the false class
and 41.67% for the true class. High accuracy is achieved at 100% with the scatter search
with recall and precision getting a perfect score.

Audiology is a multiclass dataset that is unbalanced with data concentrated in 5 of the
23 classes. Recall shows the false negatives have been badly impacted affecting the true
positives. Precision is even worse with the false positives impacting the true positives,
precision achieved a best score of 0.57.

Breast cancer achieved a high accuracy but the dataset was highly unbalanced with
76.22% in the false class and 23.78% in the true class. This can be seen with the poor recall
metric results where the false negatives were far higher than the true positives. Precision
showed better results with the false positives but this is based on a highly unbalanced dataset
with most of the data being in the false class.

Breast cancer wisconsin is also an unbalanced dataset although not as unbalanced as
breast cancer. The outcome variable has 65.52% of the data in the false class with 34.48% in
the true class. Accuracy was good with 81% and an excellent recall of 0.96 with the false

negatives low and the same high result for precision at 0.96 with a low false positive.
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Cryotherapy was a well-balanced dataset with the false class having 53.33% and the true
class having 46.67% of the data. Recall scored 0.72 and precision scored 0.94 showing the
false negatives and false positives at a low level in relation to the true positives.

Fertility was a very highly unbalanced dataset with 75.38% of the data in the false class
and only 12% in the true class, even with an unbalanced dataset a high accuracy was achieved
at 95%. Recall was towards the middle of the range with 0.66 let down by the false negatives.
Precision was a lot better with lower false positives compared with the true positives.

Parkinson’s had an accuracy of 91% but was a highly unbalanced dataset with 75.38% in
the false class and 24.62% in the true class. Recall was 0.99 with very few false negatives

and a precision of 0.9 with few false positives.

5.4.4 Graph Sizes and Computational Time

Table 5.7 shows the graphs in descending order of accuracy. The table shows the number of
attributes and edges. The attributes are the nodes or vertices in the graph. The number of
attributes can be greatly reduced by scatter search as shown with the Audiology dataset. As
seen with the cryotherapy dataset more attributes do not always lead to better classification
results, reducing the number of attributes and relationships between them can improve
classification results.

Data set original Graph ¥;
#Hat-
tributes
1 2 3

|| & || |E] || &)

Acute Inflammations 8 5 4 6 6 6 5
Audiology (Standardized) 71 6 S 11 10 8 7
Breast Cancer 10 5 5 6 6 6 5
Breast Cancer Wisconsin (Original) 10 5 4 6 6 4 3
Cryotherapy 7 2 1 3 2 3 2
Fertility 10 7 8 4 3 5 4
Parkinsons 23 4 3 5 4 3 2

Table 5.7 Graph sizes

Finding the structure of the graphs takes less than a second for the top 3 graphs as shown

in Table 5.8, although the runtime of the entire algorithm may be considerably longer because
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all the potential solutions have to be evaluated. Solutions may be combined to find new
solutions creating even more graphs. The selection criteria for the RefSet may reduce the
total number of solutions from the population set. These solutions in the RefSet are likely to

grow again as the solutions are combined to form new solutions.

Graphs ¥;
Data Set
1 2 3

Acute Inflammations 630.224 587.205 354.466
Audiology (Standardized)* 701.944  186.809 645.615
Breast cancer 132.136 538.571 584.141
Breast Cancer Wisconsin (Original) 167.545 901.333 939.296
Cryotherapy 699.192 342.989 551.378
Fertility* 779.169 410.4 824.886
Parkinsons* 467.015 647.994 777.861

Table 5.8 Run times [ms] for the Scatter Search accuracy metric

5.4.5 Benchmarking Against other Classifiers
Choice of Classifiers

The classifiers used to benchmark the Scatter Search algorithm came from the scikit-
learn[144] package. We chose diverse but common classifiers to give a broad range of
benchmark results. These classifiers cover, for example, neural networks, support vector

classifiers, tree classifiers, and Naive Bayes.
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Results
Metrics

Model Accuracy Recall Precision
Scatter Search 1 1 1
MLP Classifier 0.908 1 0.847
K Neighbors Classifier 0.817 0.82 0.829
SVC-Linear 0.842 0.82 0.857
SvVC 0.808 0.82 0.821
Gaussian Process Classifier 0.825 0.84 0.829
Decision Tree Classifier 0.8 0.82 0.812
Random Forest Classifier 0.925 0.82 1
Ada Boost Classifier 0.808 0.84 0.812
Gaussian NB 0.917 0.82 0.981

Table 5.9 Benchmarking results - Acute Inflammations dataset

Metrics
Model Accuracy Recall Precision
Scatter Search 0.655 0.655 0.571
MLP Classifier 0.5 0.5 0.536
K Neighbors Classifier 0.1 0.1 0.069
SVC-Linear 0.295 0.295 0.175
SvC 0.24 0.24 0.058
Gaussian Process Classifier 0.125 0.125 0.054
Decision Tree Classifier 0.56 0.56 0.537
Random Forest Classifier 0.48 0.48 0.446
Ada Boost Classifier 0.395 0.395 0.291
Gaussian NB 0.685 0.685 0.678

Table 5.10 Benchmarking results - Audiology (Standardized) dataset



Benchmarking results for the scatter search metaheuristic in healthcare

Metrics
Model Accuracy Recall Precision
Scatter Search 0.81 0.27 0.79
MLP Classifier 0.717 0.324 0.193
K Neighbors Classifier 0.699 0.412 0.398
SVC-Linear 0.71 0.279 0.179
SvC 0.759 0 0
Gaussian Process Classifier  0.762 0 0
Decision Tree Classifier 0.696 0.368 0.31
Random Forest Classifier 0.72 0.176 0.167
Ada Boost Classifier 0.706 0.368 0.189
Gaussian NB 0.703 0.353 0.185

Table 5.11 Benchmarking results - Breast Cancer dataset

Metrics
Model Accuracy Recall Precision
Scatter Search 0.965 0.965 0.967
MLP Classifier 0.953 0.934 0.93
K Neighbors Classifier 0.96 0.954 0.932
SVC-Linear 0.964 0.963 0.936
SvC 0.83 1 0.672
Gaussian Process Classifier 0.96 0.946 0.939
Decision Tree Classifier 0.92 0.85 0.909
Random Forest Classifier 0.963 0.95 0.944
Ada Boost Classifier 0.947 0.913 0.935
Gaussian NB 0.951 0.975 0.899

Table 5.12 Benchmarking results - Breast Cancer Wisconsin (Original) dataset
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Metrics
Model Accuracy Recall Precision
Scatter Search 0.833 0.729 0.945
MLP Classifier 0.878 0.833 0.93
K Neighbors Classifier 0.756 0.812 0.75
SVC-Linear 0.9 0.917 0.911
SvC 0.622 1 0.585
Gaussian Process Classifier 0.867 0.854 0.896
Decision Tree Classifier 0.844 0.875 0.852
Random Forest Classifier 0.878 0.917 0.874
Ada Boost Classifier 0.944 0.938 0.958
Gaussian NB 0.856 0.938 0.823

Table 5.13 Benchmarking results - Cryotherapy dataset

Metrics

Model Accuracy Recall Precision
Scatter Search 0.95 0.66 0.88
MLP Classifier 0.84 0.25 0.333
K Neighbors Classifier 0.81 0.25 0.236
SVC-Linear 0.88 0 0
SvC 0.88 0 0
Gaussian Process Classifier 0.88 0 0
Decision Tree Classifier 0.77 0.417 0.267
Random Forest Classifier 0.88 0 0
Ada Boost Classifier 0.82 0.167 0.312
Gaussian NB 0.48 0.333 0.086

Table 5.14 Benchmarking results - Fertility dataset
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Metrics

Model Accuracy Recall Precision
Scatter Search 0.91 0.99 0.9
MLP Classifier 0.78 1 0.774
K Neighbors Classifier 0.0.81 0.925 0.84
SVC-Linear 0.856 1 0.842
SvC 0.754 1 0.754
Gaussian Process Classifier ~ 0.805 0.959 0.816
Decision Tree Classifier 0.733 0.83 0.819
Random Forest Classifier 0.785 0.966 0.793
Ada Boost Classifier 0.785 0.932 0.811
Gaussian NB 0.702 0.68 0.911

Table 5.15 Benchmarking results - Parkinsons dataset

Scatter search performed best with the acute inflammations dataset with perfect accuracy,
recall and precision. Scatter search also outperformed all other classifiers on this data set with
the Random forest classifier performing in a close second but a number of false negatives
impacting overall performance. The division tree classifier was the worst performing classifier
with 80% accuracy struggling with false negatives and false positive classifications shown in
the recall and precision results.

The other three datasets where scatter search performed well were breast cancer, fertility
and Parkinson’s. Breast cancer accuracy was 81% but suffered with a very low recall of 0.27
because of false negative type two errors. Precision fared better with a score of 0.79 with
fewer false positive type one errors. The SVC classifier comes in a close second but with a
recall and precision of 0 showing that it was unable to achieve any true positive classifications.
Taking into account the next best accuracy with a recall and precision greater than zero, it was
found the Random Forest classifier performed second best. The worst performing classifier
in terms of accuracy was the Decision Tree Classifier with an accuracy of 69%. With the
fertility dataset scatter search achieved an accuracy of 95% with a recall of 0.66 and precision
of 0.88. Other classifiers such as SVC Linear, SVC, Gaussian Process Classifier and Random
Forest Classifier had high accuracies but had recall and precision scores of zero. The MLP
classifier scored 84% but with low recall and precision scores. The Parkinson’s dataset
scored highest with an accuracy of 91%, recall of 0.99 and precision of 0.9. SVC-Linear was
the second-best classifier with a perfect recall of 1. Even when the scatter search was not
the best classifier it still performed well compared with other classifiers and was never the
worst-performing classifier.
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5.5 Discussion

5.5.1 Discussion of Construction Heuristic

Our results demonstrate that the Scatter Search heuristic can substantially reduce the number
of variables needed for classification. This highly depends on the construction heuristics
and the nodes and edges handed over to the improvement heuristic stage. While the Scatter
Search randomizes the graphs produced in the construction heuristic stage, other construction
heuristics paired with our improvement strategy may come up with different performance

figures.

5.5.2 Interpretability of the Graphical Models

The audiology dataset has been chosen here to demonstrate the structures that are created
by the scatter search, the dataset is complex with 69 predictor variables and 1 multi-class
outcome variable. The dataset has 200 samples which is low considering the number of
attributes the dataset includes and having a multiclass output. Audiology accuracy peaked at
65% which given the number of variables and the low sample rate was better than expected.
The dataset produces graphs with many vertices and edges representing dependencies between
dataset variables (attributes). Figures 5.4(a)—(c) show the probabilistic graphical model

outputs of our scatter search applied to the audiology data set.
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(a) Best performing graphical model (b) Second best performing graphical model

(c) Third best performing graphical model

Fig. 5.4 Comparison of the three best performing probabilistic graphical models for the
audiology data

The graphs help clinicians to visualize the relevant and non-redundant variables as well as
their causal relationships. For example, in each of the graphs, the direct relationships between
X1, X2 and X3 and Y1 are encoded. However, there are differences between the graphs
which means that although our best-performing graph may lead to the best classification
results, a clinician may be interested in a graph with a slightly lower accuracy but with

alignment with current clinical guidelines.
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Graph variable Dataset variable Type

X0 age_gt_60 binary

X1 air multi-class
X2 airBoneGap binary

X3 ar_c multi-class
X7 bser binary

X8 history_buzzing binary
X10 history_fluctuating binary
X29 m_s_gt_500 binary
X59 o_ar_u multi-class
X64 static_normal binary
X65 tymp multi-class
X68 waveform_ItoV_prolonged binary

Y1 class multi-class

Table 5.16 Final models selected features

5.5.3 Discussion of the Discretization Method and Handling of Missing
Values

As mentioned in Section 5.4, we used the numpy histogram_bin_edges [136] discretization
method to discretize continuous attributes such as patients’ age. There is always a trade-off
between binning continuous attribute values, the information gain and the dimensionality that
the algorithm can handle. Different binning methods may lead to different accuracy results
and also large numbers of attributes will lead to a curse of dimensionality that our algorithm
may not be able to handle anymore. Exploring this in more detail (e.g. the maximum number
of discretized attributes) is an area of future research.

As mentioned in the computational results section, we replaced missing values with a "0"
value, as suggested by Han et al. [82]. Evaluating other methods as reviewed in Young et al.

[186] is an area of future research.

5.5.4 Discussion of Evaluation Metrics

Although we used accuracy as the objective function to maximize in the improvement stage,

other metrics such as precision, recall and AUC can be used either in the i) optimization
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objective and i1) as a performance metric. Our algorithm can be adapted straightforwardly to
address these other metrics.

5.6 Summary and Conclusions

In this chapter, we have introduced a Scatter Search algorithm for Markov Blanket-based
attribute selection and classification problem with an application to healthcare datasets.
We benchmarked our heuristic using different performance metrics and levels of detail.
Computational results reveal that our algorithm leads to competitive classification results.
Another observation is that the graphical models can be inferred from the data relatively
quickly. Furthermore, some models have substantially fewer predictor variables as compared
to the variables in the full data set. In conclusion, our algorithm can be used in practice
to classify patients effectively and efficiently. Combining our Scatter Search with other
metaheuristics such as Tabu Search, and testing different improvement heuristics and larger

datasets are promising future directions for this research.



Chapter 6

Ovarian Cancer Risk Factor
Classification

6.1 Introduction

Ovarian cancer is the fifth most common cancer in women with it being often mistaken for
irritable bowel syndrome, symptoms include bloating and abdominal pain [147]. Overall
5-year survival rates for this cancer are low at around 40%, even with advances in treatment
options [42].

Early detection and screening could be vital to improving survival rates [126]; here
we propose building a model from survey data that could be used as part of an app or
other methods such as questioning in GP surgeries to raise awareness and alert women and
practitioners due to an increased risk.

The models were trained from data provided by the Aneurin Bevan University Health
Board with patients from two groups, a control group and patients with or that have had
ovarian cancer. A total sample size of 438 patients was collected for the study by clinicians
surveying patients. Training and test data were split using a KFolds approach with K=5 due
to the small sample size of the data.

Five classification models were chosen: K Neighbors, Decision Tree, Random Forest,
and Gaussian NB, with one newly developed model, Scatter Search. All selected models
were chosen to work with clinicians to understand the models and make changes where
needed for easy interoperability.

Models were assessed based on accuracy, ROC, recall precision, TN, FN, TP, NPV, PPV,
sensitivity and specificity metric. Particular focus was given to accuracy and false negatives
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because missing a patient with cancer as a result of a false negative result could lead to a

delay in treatment.

6.2 Related Work

We break down our literature into two streams. First, we review Risk modelling and then

focus on related work with respect to machine learning

6.2.1 Risk-based Modelling

Four risk-based modelling approaches to identifying women with a high risk of ovarian
cancer which is related to this research are [109], [147], [67] and [149].

An epidemiological risk prediction model developed by [109] for ovarian cancer used
non-invasive factors such as longer duration of hormone replacement therapy, body mass
index, unilateral ovariectomy, longer duration of oral contraceptive use, and higher number of
full-term pregnancies to name a few. It was found that the duration of hormone replacement
therapy and higher body mass index increased the risk, whilst unilateral ovariectomy, longer
duration of oral contraceptive use, and higher number of full-term pregnancies reduced the
risk. The highest age group for risk was found to be 60 to 70.

Combining genomic information, clinical and epidemiological data in a study conducted
by [147] was found to improve fitting patients into risk groups and to work with patients to
monitor their health.

Another such study looks at combining genomic information, clinical and epidemiological
data by [67], information in this study was collected by an online portal accessible by patients.
Information gathered was used to develop an algorithm for personalised risk assessment.
One hundred twenty-three volunteers took part in the study which were based on the uptake
of ovarian cancer services and their impact on psychological health/quality of life. The study
concluded the service has a positive effect on the patients involved.

A purely genetic screening approach was taken by [149]. This model differs in that model
is used to predict survival rates rather than the risk of developing ovarian cancer.

6.2.2 Machine Learning

Using machine learning to analyse data and build predictive models could help build models
with predictive capabilities. These algorithms could be used to inform healthcare partitioners
and patients that an increased risk of cancer exists and that further consultation and testing

are needed.
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Many approaches have already been developed using datasets with different scopes from
genetics, phenotypes and epidemiological methods. Six key publications have been identified
through a literature search [54], [9], [2], [163], [10], [20].

Understanding patient survival based on the course of action and the patient’s history
is vital to the clinical staff’s decision-making process. Traditional statistics offer survival
models for this purpose in the survival analysis domain, but the question posed by [54]
investigates using machine learning to predict survival time. The study found machine
learning methods could achieve accuracy rates of up to 93% in predicting survival time. Data
used in this study included patient records, gynaecology, obstetrics stage, grade and outcome
of surgery.

Bayesian networks can incorporate prior knowledge into a model. For example, an
approach taken by [9] evaluates taking prior knowledge such as patient data, genetic risks
and pathology preoperative to predict if a patient has benign or malignant ovarian tumours.
Even though ROC scores of 95.2 with a standard error of 3.4 were achieved, it was found
discretisation of data could have a negative impact on data. In order to handle the negative
impact of discretisation, it was found using expert knowledge for cut-off points could negate
the impact on the final model inference.

Another approach was taken by [10] in the classification of benign or malignant ovarian
tumours using Bagging and Random Forest Al on microarray data. The research found
Bagging to be the best performing algorithm with 100% accuracy on 90% of the data, with
Random Forest achieving 98.2% for 90% of the data. Using Mass spectrometry with machine
learning algorithms for ovarian cancer has shown promising results in a research paper by
[20]. Many classification algorithms and subsets of those algorithms were tested on data and
found to have good results, with 85% or above for all algorithms. The best algorithm was
found to be the multilayer perceptron neural network.

Artificial intelligence (Al) applied to the pathological diagnosis of ovarian cancer has
been undertaken in [2], multiple AI models were applied using a support vector machine,
random forest, naive Bayes, logistic regression, and XGBoost. 16 features were used from
blood tests, patient background, and imaging tests. The highest accuracy achieved was 80%
using the XGBoost algorithm. Similar research was undertaken by [163] by using Random
Forest, Logistic, Multilayer Perceptron, Bagging, Classification Via Regression, LogitBoost,
MultiClassifer, Simple Logistic, and Logistic Regression models. The results further back up
the findings by [2] with comparative results.

Most literature focuses on lab testing and genetic testing with patient and family history.
However, there are gaps in the literature for using survey data of current symptoms that could

indicate ovarian cancer. The experiments conducted here using machine learning on survey
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data will attempt to build a model that can classify a patient into binary groups that have

ovarian cancer and don’t have ovarian cancer.

6.3 Methods

The formal description of the ovarian cancer problem is as follows; let .# denote a set of
individuals (ovarian cancer patients). Let .4” denote the set of outcomes .4” := {0, 1} which
the patient either does not have cancer or the patient does have cancer. For each patient i € .7,
we observe a set of attributes .7, these attributes represent columns in the dataset such as age,
height, has had children, etc. Let ¥, denote the set of possible values for attribute a € <7 and
let v; , € 7, denote the value of attribute a for patient i. We want to predict n; when a patient
i has cancer given the patient’s values v; , for each attribute a € 7. Some attribute values v;
may be missing. In this supervised learning problem, we assume the availability of labelled
training data from surveyed patients j € .# \ i whose attribute values v; , and outcomes 7;

are known.

6.3.1 Attribute Ranking and Selection Techniques

Information Gain (IG) and Relief-F provide a quick estimate and ranking of relevant attributes
and are techniques that are commonly used in attribute ranking (Hall and Holmes [81]).

Information Gain (IG) and Combined IG (IG*) Attribute Ranking. Given the prior
probability p(n) for the (has cancer) outcome n € 4", we can compute the information
entropy H(./#") and the conditional information entropy H(.4"|a) of .4 given an attribute
a € o/ ([81]). The information entropy H(./4") is calculated by Equation (6.1).

— Y p(n)Inp(n (6.1)

ney
The negative sign ensures that H(.4") is positive or zero. The more uniformly an attribute
value is distributed over all instances, the higher its entropy (see [23]). Using Equation (6.2),
we can compute the conditional information entropy H(Z|a) of & given an attribute a € o7
Here, p(v) is the prior probability of attribute value v € ¥, for attribute a € <7 and p(n|v) is
the conditional probability of the (has cancer) outcome n given an attribute value v € 7, of
attribute a € 7.

H(ANa)=—=Y p(v) Y p(np)np(nlv) (6.2)

VeV, neN
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The information gain /G(a) of each attribute a € <7 is then computed by Equation (6.3).

IG(a) = H(AN) —H(AN |a) (6.3)

Relief-F Attribute Ranking. [97] have developed a class of algorithms which is very
efficient for binary classification problems. [150] refined their algorithm and called it Relief-
F. The result is a quality measure of each attribute Q,, which can provide an attribute ranking,
similar to /G(a). Like IG*.

To rank the attributes further concerning the (has cancer) attribute, we employed the
Chi-Square p-value. The Chi-Square p-value is used by the scatter search algorithm when
testing for variable independence using multi-way tables. In presenting this information, we

can better understand the p-values the scatter search will be using.

6.3.2 Machine Learning Algorithms

k-nearest Neighbors The k-nearest neighbours algorithm is a Non-parametric instance-
based classification [24][89] method first developed by Evelyn Fix and Joseph Hodges [60].
k-nearest neighbours are based on measuring the distance between test data and training data
using distance measures such as Euclidean, Chi-square, cosine and Minkowski distance to
classify data. [89] It is based on the principle that features that are evaluated on a distance

metric are similar.

Gaussian Naive Bayes The Gaussian Naive Bayes is a variant of Naive Bayes that follows
the Gaussian normal distribution. Naive Bayes Classifiers are based on Bayes Theorem and
assume independence of the random variable. Gaussian Naive Bayes supports continuous
variables, but all presented data has been discretised. Therefore, the likelihood of all variables

18 considered to be Gaussian in nature.

Bayesian Networks The naive Bayes approach assumes that each attribute is only depen-
dent on the class but not dependent on other features, which is rarely true. Thus, we extend
the naive Bayes classifier to a Bayesian network classifier, where the set of conditional
independence assumptions are encoded within the graph. As in the naive Bayes approach,
we learn the conditional probabilities from the training data, but now we must condition not

only on the class but also on any other parents I1, of the given attribute a in the graph.
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Decision Trees Decision tree learners automatically learn a decision tree from labelled
training data. There are various methods to learn the structure of a decision tree from data:
We use an algorithm which has been investigated by Hall and Holmes [81] in combination
with attribute selection. We employ this algorithm because we can control the over-fitting of

the decision tree and the tree size during the learning process.

6.4 Experimental Investigation

6.4.1 Study Design

Figure 6.1 shows the process flow from data cleaning through to training the classification
models. The process starts by fixing any errors in the formatting of attributes in the dataset,
followed by standardising attributes. Yes and No answers are converted to binary in a set
of 0,1, and other attributes such as age are treated as discrete categorical variables in a set
of . Missing attribute values were not an issue with this dataset as all relevant columns
were complete. High and weight attributes were discretised and binned according to the
Freedman—Diaconis [61] rule.

Data exploration covered in section 6.4.3 scores and ranks attributes using ANOVA
F-value, the chi-squared p-value and information gain. The distribution of these ranked

attributes is evaluated in accordance with the Y1/has_cancer attribute.
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Fig. 6.1 Study design flowchart

Multiple classification models are used to find the best predictive model for the data.
The chosen classifiers are Decision Tree Classifier, Random Forest Classifier, Scatter Search
(Bayesian network) and Gaussian Naive Bayesian classifier.

In order to gauge the performance of the models’ multiple metrics are used. These metrics
are accuracy, roc, recall, precision, TN, FN, TP, FP, population, NPV, PPV, sensitivity and

specificity. Two extra metrics are used for the Bayesian networks created by the scatter

search. These are the number of vertices (nodes) and the number of edges in the graph.

Training and test data are split using k-fold cross-validation. To find the best performance

for training, 2, 5 and 10 folds were used during training were used with both unbalanced
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and balanced data. The number of samples in an unbalanced dataset was 438, and by using

SMOTE, oversampling generated 756 samples.

6.4.2 Data and Information Documented for Ovarian Cancer dataset

Prediction

All data was collected at the Aneurin Bevan University Health Board by clinical staff
interviewing patients with ovarian cancer and those without ovarian cancer. The aim was
500 patients but a total of 438 patients were selected due to the small number of patients
still alive with the disease. In the control group, there are 378 patients and in the group with
ovarian cancer, there are 60. The data was collected between 17 May 2021 and 16 September
2021. All data is limited to the geographical area of South East Wales.

Table 6.1 gives a summary of the dataset with the mean, std, min, max and percentiles
being reported. The Ovarian Cancer dataset has 438 samples with 756 when oversampled
with the SMOTE method and 31 attributes including the attribute (Y1) to be classified. Y1 -
has_cancer is a binary yes or no represented in set 0,1 and is the attribute to be predicted by
the classifiers. The dataset is split with 596 samples for training and 160 for testing.
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xy  field mean std min max 25% 50% 75% data_type
X0 age 45.07 19.05 15.00 96.00 25.00 47.00 59.00 integer
X1  age period started 1263 2.12 8.00 42.00 11.00  13.00 14.00 integer
X2 age started menopause 48.04 525 31.00 59.00 45.7500 49.00 52.00 integer
X3 irregular periods 0.39 0.48 0.00 1.00 0.00 0.00 1.00 binary
X4  use the contraceptive pill 0.83  0.37 0.00 1.00 1.00 1.00 1.00 binary
X5  years on the contraceptive pill 898 8.19 0.08  40.00 2.00 7.00 12.00 integer
X6  have children 0.62 0.48 0.00 1.00 0.00 1.00 1.00 binary
X7  age at 1st child birth 2543 547 17.00 46.00 21.00 24.00 29.00 integer
X8  breastfed children 040 049 0.00 1.00 0.00 0.00 1.00 binary
X9  IVF treatment 0.03 0.19 0.00 1.00 0.00 0.00 0.00 binary
X10 HRT number of years 4.87 5.56 0.16  25.00 1.00 3.00 6.00 integer
X11 has a close family member had cancer 043 049 0.00 1.00 0.00 0.00 1.00 binary
X12 endometriosis 0.06 0.25 0.00 1.00 0.00 0.00 0.00 binary
X13 diagnosed with a genetic condition 0.04 0.21 0.00 1.00 0.00 0.00 0.00 binary
X14  polycystic ovary syndrome PCOS 0.07 0.25 0.00 1.00 0.00 0.00 0.00 binary
X15 height 16339  6.85 12446 182.88 157.48 162.56 167.64 integer
X16 weight 7494 2454 38.10 374.65 60.66 69.85 82.55 integer
X17 fatigue 043  0.49 0.00 1.00 0.00 0.00 1.00 binary
X18 bleeding from your bottom 0.06 0.25 0.00 1.00 0.00 0.00 0.00 binary
X19 tummy swelling 034 047 0.00 1.00 0.00 0.00 1.00 binary
X20 unexplained back pain 0.19 0.39 0.00 1.00 0.00 0.00 0.00 binary
X21 poor appetite 0.16  0.37 0.00 1.00 0.00 0.00 0.00 binary
X22 change in bowel habit 0.16 037 0.00 1.00 0.00 0.00 0.00 binary
X23 weeing all the time without water infection 0.17  0.38 0.00 1.00 0.00 0.00 0.00 binary
X24 bleeding from vagina 0.09 0.28 0.00 1.00 0.00 0.00 0.00 binary
X25 feel full very quickly after eating 020 0.40 0.00 1.00 0.00 0.00 0.00 binary
X26 unexpected weight gain 0.14  0.35 0.00 1.00 0.00 0.00 0.00 binary
X27 feel sick 0.18 0.38 0.00 1.00 0.00 0.00 0.00 binary
X28 tummy/pelvic pain 0.17 037 0.00 1.00 0.00 0.00 0.00 binary
X29 change in bowl habit 0.03 0.18 0.00 1.00 0.00 0.00 0.00 binary
X30 unexpected weight loss 0.07 0.25 0.00 1.00 0.00 0.00 0.00 binary
Y1  has cancer (Yes/No) 0.13  0.34 0.00 1.00 0.00 0.00 0.00 binary

Table 6.1 Dataset summary

All binary 0,1 attributes represent no (0) or yes (1) answers that patients were asked, most

attributes are binary in nature. Attributes have both an X or Y name as well as a full field

name, the purpose of the X and Y naming is for easy representation when labelling nodes in

the graphs.

Fields in the set of X0, X1, X2, X5, X7, X10, X15, X16 were binned using the Freed-
man—Diaconis [61] method. Fields in the set of X15, X16 were binned and scaled for better

representation of the normal distribution.
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6.4.3 Attribute Ranking Results

Chi-squared results are presented in Table 6.2 with the top 10 attributes. Attributes are tested
against Y1 (has_cancer) with a threshold set of P < 0.005. The results have been limited to
the top 10.

Xy field p_value
X0 age 4.417876e-59
X7 age_at_birth 1.517256e-43
X4  contraceptive_pill 2.241773e-32
X15 height 1.049543e-24
X5  yes_contraceptive_pill  6.719621e-24
X6  children 1.855719e-21
X3  irregular_periods 6.121122e-16
X2  age_started_menopause 8.142330e-12
X16 weight 2.405506e-09
X28 Tummy/pelvic pain 2.874448e-09

Table 6.2 Chi-squared test p values - top 10

The top 5 attributes scored significantly better than the bottom five attributes, with the
bottom five scoring closer together. A difference between the top rank and the bottom rank
result was observed at a value of 3.4420569999859865e-05. Of all attributes tested, age was

the only integer, and the rest were binary values. Lower is better for this table.

Table 6.3 shows the ANOVA F value test for attributes tested against the Y1 (has_cancer)
attribute. The lower the p-value, the better. Only the top 10 attributes are listed in the table
and ranked by p-value.
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Xy field score
X0 age 9.651105e-75
X4  contraceptive_pill 5.188018e-36
X5  yes_contraceptive_pill 2.948741e-28
X6  children 4.493484e-23
X3  irregular_periods 7.171765e-17
X2  age_started_menopause 2.350261e-12
X7  age_at_birth 3.207272e-12
X28 Tummy/pelvic pain 1.118476e-09
X16 weight 4.856577e-09

X11 close_family_member_cancer 7.717391e-09
Table 6.3 ANOVA F-value p values - top 10

Table 6.3 (ANOVA) shares common attributes with Table 6.2 (Chi-squared test) although
not all attributes are ranked the same. Attribute age_at_birth was ranked differently with
ANOVA F-value ranking much lower than Chi-squared, yet age is ranked top in both meth-
ods. X15 height was ranked lowest in ANOVA but not at all with the Chi-squared test. The

attribute weight has the same ranking in both feature selection methods.

Table 6.4 list the results from ranking with Mutual Information. Higher scores indicate
stronger dependence between variables. In this case, attributes are scored against the Y1

(has_cancer) attribute.

Xy field score
X0 age 0.259391
X7  age_at_birth 0.176218
X5  yes_contraceptive_pill 0.098449
X4  contraceptive_pill 0.097721
X15 height 0.093357
X6  children 0.063724
X3  irregular_periods 0.045402
X2  age_started_menopause 0.045014
X16 weight 0.034355

X14  polycystic_ovary_syndrome_PCOS 0.025136
Table 6.4 Mutual information (MI) - top 10
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Once again table 6.4 shows age is at the top of the list, as shown in Table 6.3 and Table
6.2. X14 polycystic_ovary_syndrome_PCOS is a new attribute that does not appear in tables
6.3 and 6.2 although this attribute is at the bottom of the table.

Table 6.5 presents the intersection of Table 6.2, Table 6.3 and Table 6.4. These are the

common attributes shared between all tables. Age was the biggest factor in all tables.

xy  field f_classif_score ig_selection_score chi_test_p_value p_value_met
X0 age 9.651105e-75 0.259391 4.417876e-59 True
X7  age_at_birth 3.207272e-12 0.176218 1.517256e-43 True
X5  yes_contraceptive_pill 2.948741e-28 0.098449 6.719621e-24 True
X4  contraceptive_pill 5.188018e-36 0.097721 2.241773e-32  True
X6  children 4.493484e-23 0.063724 1.855719e-21  True
X3  irregular_periods 7.171765e-17 0.045402 6.121122e-16 True
X2  age_started_menopause  2.350261e-12 0.045014 8.142330e-12 True
X16 weight 4.856577e-09 0.034355 2.405506e-09 True

Table 6.5 Intersection of attributes in F score, information gain and chi test

Common attributes have been listed in Table 6.5, the scores for each ranking method
have been included with a threshold for p_values being set at 0.005. X0, X7, X5 were the

highest-ranking attributes across all tables.

6.4.4 Exploratory Data Analysis

Data visualisations of attributes with the top-ranking scores are presented here with a heatmap
representing correlations between attributes in the dataset. Integer attributes are represented
with bar chart distributions and binary variables are represented with mosaic charts. All
integer distributions represent two groups, that have cancer (1) and does not have cancer (2)

in relation to the integer values on the X-axis.
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Fig. 6.2 Correlation Heatmap

A correlation heatmap is presented in Figure 6.2 and shows a correlation between
attributes in the dataset, red is a positive correlation and blue is negative. Attributes X0 (age),
X2 (age started menopause), X6 (have children), X22 (change in bowel habit), and X28
(tummy/pelvic pain) have a strong positive correlation. Attributes with a strong negative
correlation are X4 (use the contraceptive pill), and X5 (years on the contraceptive pill).

Interestingly X21 (poor appetite) is shown to have strong correlations with X25 (feel full
very quickly after eating), X27 (feel sick), X28 (tummy/pelvic pain) and X30 (unexpected
weight loss). X21 (poor appetite) was shown by the Chi-squared test and ANOVA F statistic
to have a relation to Y1 (has_cancer). Colours in the heat map also indicate an X21 (poor
appetite) correlation to Y1 (has_cancer).

Another correlation shown in the heatmap is between X19 (tummy swelling) with X22
(change in bowel habit), X25 (feel full very quickly after eating) and X28 (tummy/pelvic
pain). Attribute X0 (age) was selected by all three ranking techniques with relation to Y1

(has_cancer) with the heat map showing a positive correlation.
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Figure 6.3a shows the age range for those with and without cancer. There is a clear
distinction between the two groups, with those having cancer being in an older group range.
The distribution for those with cancer has a mean of 68, a minimum of 25 and a maximum of

96 in contrast to those without with a mean of 41, a minimum of 15 and a maximum of §3.
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Fig. 6.5 Distributions attributes X3, X4, X6 and X23

The distribution of age at which the menopause start is shown in figure 6.3b for those
with and without cancer. A higher number of cases is shown for those who have started the
menopause. Figure 6.3c shows the number of years on the contraceptive pill with Figure
6.3d showing the age at which the first child was born, zero indicates no children or failure
to give this information.

Use of the contraceptive pill is shown in figure Figure 6.5b. A larger ratio of those not
using the pill to those who are using the pill can be observed for has cancer. Those that are
using the pill have a smaller ratio. Figure 6.5¢ shows "have children: yes’ have a higher ratio
than for no with cancer whilst "Have children: no’ the ratio is much higher. Figure 6.5d: X23
weeing all the time without water infection shows an almost even split for given cancer and
not having cancer.

Figure 6.6a X25 feeling full very quickly after eating shows a higher ratio in favour of
having cancer with an equal ratio between not feeling full very quickly given not having
cancer. Unexpected weight gain X26 is shown in figure 6.6b, with the ratio lower for
weight gain given cancer, not having unexpected weight gain given cancer has an equal ratio.
Figure 6.6c tummy pelvic pain X28 shows a strong indication of the ratio of having cancer.
Unexpected weight loss X30 given the individual has cancer shows a small ratio towards
both having unexpected weight loss and having cancer in figure 6.6d.
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Fig. 6.6 Distributions attributes X25, X26, X28 and X30

Summary of the Attribute Selection.

In total, there are 31 attributes with 1 binary outcome attribute (Y1 - has cancer).

Using ranking techniques, we were able to find seven attributes that ranked highly across
all three ranking methods. Two of the highest-scoring attributes that came up across all
methods were X0 (age) and X7 (age_at_birth). These attributes constantly scored better
than other attributes and scored much higher than others in the dataset. Other attributes that
ranked highly were X5 (yes_contraceptive_pill), X4 (contraceptive_pill), X6 (has_children),
X3 (irregular_periods) and X2 (age_started_menopause).

The correlation heatmap shown in Figure 6.2 highlighted some interesting correlations
with poor appetite, feeling sick, tummy pain and unexpected weight loss. X19 tummy
swelling was found to correlate with X22 (change in bowel habit), X25 (feel full very quickly
after eating) and X28 (tummy/pelvic pain). Distributions are shown in Figure 6.3 for the
top-ranking integer attributes with Y1 (has_cancer), of which age was shown to be higher for

those with cancer. Mosaic plots for binary attributes are shown in Figures 6.5 and 6.6.
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6.4.5 C(lassification Results

Five classifiers have been used on the ovarian cancer dataset, these are KNeighborsClassifier,
DecisionTreeClassifier, RandomForestClassifier, GaussianNB and Scatter Search. Table 6.6
shows the results from the first four classifiers and the Scatter Search results.

The training was conducted using a grid search of parameters for the models. The KFolds
were set at 2, 5 and 10. Scatter search also had a grid search over the parameters Kfols,
p_value and refset_size. These parameters were set as Kfold; {2,5,10}, p_values; {0.01, 0.05,
0.09} and refset_size; {10, 40}. A training loop is iterated over these parameters to find the
best parameters for the model. Once trained all models were tested on 160 samples left out
from the main training set and these were used to select the model best on accuracy. The
training dataset has 596 samples. All results are reported in table 6.6 were tested on 160
samples left out from the training dataset.

Multiple metrics have been used to evaluate the models. TN (True negative), FN (False
negative), TP (True positive) and FP (False positive) are the metrics used to derive the other
metrics in the table.

Accuracy is the number of correct classifications over the total number of classifications
and gets derived from (TP+TN/TP+TN+FP+FN).

Sensitivity, Recall or True Positive Rate (TPR) is the True Positives over True Positives
and False Negatives (TP/TP+FN).

Specificity or True Negative Rate (TNR) is how many True Negatives there are over True
Negatives and False Positives (TN/TN+FP).

The ROC score or ROC AUC reported on in the tables is the curve between sensitivity
and specificity. A score of 0.5 is no better than random chance, and a score of 1 is a perfect
classification. The closer the ROC AUC score is to 1, the better.

Precision is defined as the True Negatives over True Negatives and False Positives
(TP/TP+EN).

Negative Predictive Value (NPV) is defined as the True Negatives over True Negatives
and False Negatives (TN/TN+FN).

Positive Predictive Value (PPV) is defined as the True Positive over True Negative and
False Positive (TP/TP+FP).
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model name accuracy ROC recall precision TN FN TP Fp NPV PPV sensitivity specificity
KNeighborsClassifier 78.125 0.781 0.675 0.857 71 26 54 9 0.732 0.857 0.675 0.888
DecisionTreeClassifier 78.125 0.781 0.775 0.785 63 18 62 17 0.778 0.785 0.775 0.788
RandomForestClassifier 81.250 0.812 0.762 0.847 69 19 61 11 0.784 0.847 0.762 0.862
GaussianNB 53.125 0.531 0.762 0.521 24 19 61 56 0.558 0.521 0.762 0.300
Scatter Search Graph 1 87.5 0.875 0.888 0.866 69 9 71 11 0.885 0.866 0.888 0.862
Scatter Search Graph 2 87.5 0.875 0.888 0.866 69 9 71 11 0.885 0.866 0.888 0.862
Scatter Search Graph 3 87.5 0.875 0.925 0.841 66 6 74 14 0917 0.841 0.925 0.825

Table 6.6 Classification models

Table 6.6 shows the performance of the first four classifiers to be tested on the dataset.

KNeighborsClassifier came out as one of the second-best classifiers tied with the De-
cisionTreeClassifier for accuracy. Accuracy was reported at 78.12%, with a ROC score of
0.78. A false Negative (FN) was reported at 26, which is important because a false negative
could lead to a potential patient with cancer being missed. The metric in which the algorithm
did not perform best was false negative which could lead to an individual with cancer being
missed.

DecisionTreeClassifier came out second best tied with the KNeighborsClassifier with an
accuracy score of 78.12% and a ROC of 0.78. The algorithm did report a False Negative of
18 out of 160 and a False Positive of 17 out of 160. This algorithm would miss 18 out of
every 160 cases to classify someone with cancer.

RandomPForestClassifier was the best in terms of accuracy, with an accuracy score of 81%
and a ROC of 0.81. False negatives came out at 19 out of every 160 patients and would rank
the lowest in terms of False negatives.

GaussianNB is one of the lowest-performing algorithms tested with an accuracy score of
59% and a ROC of 0.53, which is only 3 points away from the random chance of getting a
classification right. False positives came out at 56 out of every 160 patients.

Table 6.6 shows the performance of the scatter search algorithm. The top graphical
probabilistic models have been selected from a population of possible solutions. All three
graphs listed in table 6.6 have accompanying tables shown in Figure 6.7, Figure 6.8, and
Figure 6.7.

The top-performing graph has an accuracy score of 87.5% and a ROC score of 0.87 False
Negative is low at 9 out of 160 samples, and False Positive is 11 out of 160 samples. The
graphical model has six vertices (attributes) and five edges.

Graph number 2 has an accuracy of 87.5% and a ROC of 0.87. True Negatives are 69
out of 160 samples which are one higher than the other two graphs. False Positives are more
elevated with 11 out of 160 samples and are the highest of the three graphs.
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Graph number 3 had an accuracy of 87.5% and a ROC of 0.87. True Negatives are 66 out
of 160 samples which is lower than the other two graphs. False Positives are more elevated

with 14 out of 160 samples and are the highest of the three graphs.

xy  field xy  field
X0 age X4  use the contraceptive pill
X4  use the contraceptive pill X7  age at 1st child birth
X16 weight X15 height
Y1  has cancer (Yes/No) Y1 has cancer (Yes/No)
Table 6.7 Graph 1 nodes Table 6.8 Graph 2 nodes
xy  field
X0 age
X7  age at 1st child birth
X16 weight
Y1  has cancer (Yes/No)
Table 6.9 Graph 3 nodes

Fig. 6.7 Top graph nodes

6.5 Summary and Conclusions

Much research has gone into both risk-based models and classification methods for ovarian
cancer. A common theme in most publications is the ultimate goal of early diagnosis
of ovarian cancer to further improve the survival rate of patients. Therefore, nearly all
publications focused on lab tests and genetics to predict risk and classify ovarian cancer.
The purpose of the research conducted here was to classify if a patient has ovarian cancer
from simple surveying techniques rather than costly lab and genetic testing. Information for
the model could be captured by a mobile software application or GP data reducing pressure

on health services and allowing quick access to a simple risk assessment.
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A total of 438 samples were collected, and with the use of SMOTE oversampling, this
could be further increased to 756 samples. The K folds algorithm was utilised to split the
training data into training and test data.

Multiple machine learning algorithms were trained on the data, including a newly de-
veloped algorithm, called scatter search. RandomForestClassifier classifier was found to be
the best algorithm with accuracy at 78%, ROC 0.781, recall 0.812 and precision of 0.0.857.
The worst performing algorithm was Gaussian naive Bayes with an accuracy of 53%, ROC
0.531, recall 0.762 and precision 0.0.521. The newly developed scatter search optimised
Bayesian network performed well with an accuracy of 87.5%, ROC of 0.875, recall of 0.888
and precision of 0.866.

It has been shown that machine learning from surveyed patient data can indeed make
classification predictions and has the potential to be developed further into a software
application. Larger sample sizes may further increase the accuracy of machine learning
algorithms, with further research being needed.

In contrast to the results in this study, other studies have achieved higher values but with
different datasets that include data from clinical testing. A study by Sharmistha Bhattacharjee
[21] achieved an accuracy of 99.1% with a sensitivity of 100% and a specificity of 97.9%. A
similar study to this one conducted by Munetoshi Akazawa [3] achieved accuracies of 78%
with a Random Forest model and 80% with XGBoost. This study also found age, age at
menopause and BMI a contributing factors, unlike this study lab tests were also included and
found to be significant attributes.

Improvements are needed in this study in terms of sample size, socio-economic and
geographical data. Further study would need to be conducted with data from outside of Wales

preferably from other parts of the world such as Europe, Asia and the USA.



Chapter 7

Predicting No-Shows for Breast Cancer
Follow-Up Visits: An India Perspective

7.1 Introduction

Breast cancer is one of the world’s most common female cancers with about 1.4 million
cases annually, accounting for nearly a quarter of all cancers in women [59]. More than half
of the 500,000 or more breast cancer deaths worldwide occur in low and middle-income
countries (LMICs) [59]. Faced with increasing breast cancer incidence rates [83], escalating
demand is challenging health care systems in LMICs because, among others, screening
policies, particularly in India, have proven to be not cost-effective [137].

Monitoring patients for follow-up using timely and effective approaches is becoming
increasingly important. India, in particular, faces a diverse and daunting array of barriers and
challenges due to critical factors such as clinical, financial, social, emotional and cultural
beliefs and practices that call for new and innovative approaches to patient education and
management as well as clinician support. This study aims to address the development and
evaluation of better decision models for predicting compliance with breast cancer follow-up
requirements for improved care delivery in developing countries. The following research

questions will be addressed:

1. Which socio-demographic and socio-economic attributes of patients are responsible
for predicting whether or not a patient attends follow-up visits for breast cancer in
India?

2. Which classification accuracies, among other metrics, can be achieved when classifying

these patients?
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We answer these questions by investigating the application of machine learning methods
to predict no-shows of breast cancer patients for follow-up treatments. We analyze patient
data consisting of clinical, socio-economic and socio-demographic information of more than
300 patient records and nearly 150 variables from an oncology care provider in India. All
patients underwent surgical treatment for their condition, hence follow-up care is particularly
important for patients to maintain good health, manage side effects, and detect early signs
of recurrence. For the care provider, consistent follow-up by patients allows monitoring of
clinical and process outcomes and building contextual evidence and knowledge regarding
protocols and approaches that are successful for their diverse groups of patients. Hence,
the uniqueness of this dataset is two-fold: First, the dataset includes socio-economic and
socio-demographic information such as education, occupation and economic status as well as
extensive treatment information, and second, the dataset includes patient-level data on breast
cancer treatments in an LMIC which has traditionally been a challenge to compile accurately.
Our results show that, in general, machine learning approaches can predict whether or not
a patient is a no-show with approximately 90% accuracy while the precision of classifying
a patient with a no-show as the actual outcome reaches 100%. In a more detailed analysis
in which we apply a cost-sensitive classification approach, we observe that an acceptable
trade-off can be found using classification accuracy, precision and true positive outcome of
no-shows.

For patients who are predicted to not show up for their follow-up appointment, the health
system may create incentives to increase the likelihood of attending the appointment depend-
ing on the variables which are responsible for the no-show behaviour. Other interventions
such as reminder systems [140] could be developed, targeting patients who are classified as
no-shows using our machine learning approaches.

The remainder of the chapter is structured as follows. Section 7.2 provides a brief survey
of relevant literature. Section 7.3 introduces the specific methods that are evaluated in
this study. A performance analysis of these methods is given in Section 7.4, followed by

concluding remarks in Section 7.5.

7.2 Related Work

We break down our literature into two streams. First, we review classification techniques and

then focus on related work with respect to no-show prediction.
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7.2.1 Classification Techniques

Since we deal with no-shows as a discrete attribute, we limit our search for relevant work
to classification problems. Textbooks that cover attribute selection and classification are,
for example, [182], [23] and [117]. More recently, [70] includes a review of attribute
selection and classification techniques with an emphasis on healthcare where applications of
both attribute selection and classification include [14], [57] and [128]. The application of
machine learning methods in the study of [151] has some similarities with our study. The
authors classify patients with an unbalanced class distribution using a variety of standard
machine-learning techniques on a variety of measures. Another relevant study is the one
of [127]. Similar to our work, they evaluate the effectiveness of a decision tree learner
in a care setting. The major difference is that we evaluate a variety of attribute selection
and classification techniques on different performance metrics which we trade off using

cost-sensitive classification.

7.2.2 No-show Prediction Approaches

The literature on missed appointments shows a poorer outcome for a patient [132] and also
leads to unnecessary costs and organizational inefficiencies [45]. Variations exist between
countries, patient mix and practice types where missed appointment rates are typically in the
range of 2-30% [6]. The prediction of no-shows for individual patients is not a new task but it
is increasingly important because opportunity costs of scarce and expensive resources are high.
While earlier work of Goldman et al. [78] applied a multivariate logistic regression approach
to predict no-shows, more recent work connected no-show prediction with appointment
scheduling. Samorani and LaGanga [155] as well as Glowacka et al. [77] use association
rules to predict whether or not patients show up for an appointment and evaluate it in a
resource allocation setting. Huang and Hanauer [90] predict no-shows using a logistic
regression model and simulate an overbooking policy based on the predictions. Multiple
methods to predict no-shows are evaluated in Alaeddini et al. [4] while the combination
between no-show and cancellation prediction is evaluated by Alaeddini et al. [5]. Similar to
our work the authors evaluate decision tree learners, among others, while the difference to
our study is that we evaluate socio-economic attributes such as the patient’s occupation and
carry out a cost-sensitive classification because of our unbalanced dataset.

In conclusion, our study can be considered to be the first to employ attribute selection and
classification methods for no-show prediction using data from LMICs in which we trade-off

performance metrics by incorporating cost-sensitive classification.
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7.3 Methods

We provide a formal description of the no-show classification problem. Let .# denote a
set of individuals (breast cancer patients) and let .4~ denote the set of outcomes. For our
classification problem, we have a binary set of outcomes .4 := {0, 1} which means that a
patient is either a no-show or not. For each patient i € .#, we observe a set of attributes .o/
at the time the patient leaves the care provider, while the patient’s true outcome, n; € .4/,
is computed based on information whether or not the patient re-enters the care-providers
practice. Let 7, denote the set of possible values for attribute a € .7 and let v; , € ¥, denote
the value of attribute a for patient i. We wish to predict n; when patient i is a no-show given
the patient’s values v; , for each attribute a € .27. Some attribute values v; , may be missing.
In the computational study, we briefly discuss how we handle these missing values (i.e.,
treating ‘unknown’ as a separate value). In this supervised learning problem, we assume
the availability of labelled training data from many other patients j € .# \ i whose attribute
values v; , and outcomes n; are known. This training data is used to learn a classification
model which is then used for the prediction.

7.3.1 Attribute Ranking and Selection Techniques

Information Gain (IG) and Relief-F provide a quick estimate and ranking of relevant attributes

and are techniques that are commonly used in attribute ranking (Hall and Holmes [81]).

Information Gain (IG) and Combined IG (IG*) Attribute Ranking. Given the prior
probability p(n) for the no-show outcome n € .4, we can compute the information entropy
H(./") and the conditional information entropy H (.4 |a) of 4" given an attribute a € &/
([81]). The information entropy H(./") is calculated by Equation (7.1).

H(AN)=— Z/Vp(n)lnp(n) (7.1)

The negative sign ensures that H(.4") is positive or zero. The more uniformly an attribute
value is distributed over all instances, the higher is its entropy (see [23]). Using Equation (7.2),
we can compute the conditional information entropy H(Z|a) of & given an attribute a € <7.
Here, p(v) is the prior probability of attribute value v € ¥, for attribute a € ./ and p(n|v)
is the conditional probability of the no-show outcome n given an attribute value v € 7, of
attribute a € 7.

H(ANa)=— ) p(v) ) p(nlv)Inp(nly) (7.2)

VEY, neN
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The information gain /G(a) of each attribute a € <7 is then computed by Equation (7.3).

IG(a) = H(AN) —H(AN |a) (7.3)

An alternative is to generate sub-rankings of attributes by taking into account attribute
type information and then combine the two sub-rankings which contain & attributes in total.
We denote this approach as ‘Combined IG’ (IG*).

Relief-F and Combined Relief-F (Relief-F*) Attribute Ranking. [97] have developed
a class of algorithms which has been shown to be very efficient for binary classification
problems. [150] refined their algorithm and called it Relief-F. The result is a quality measure
of each attribute Q, which can, similar to /G(a), provide an attribute ranking. Like IG*,
one can split the attribute ranking into a ranking of 1) clinical attributes and ii) a ranking of
socio-demographic/-economic attributes which are then combined. Similarly to IG*, we can
generate a combined ranking. In the case of Relief-F, we denote this approach ‘Combined
Relief-F’ (Relief-F*).

In order to describe the algorithm we first define the “k-nearest hits” and “k-nearest
misses” for a sampled instance i € .#. Let the set of k-nearest hits J# (k) C . \ i of an
instance i € .# contain at most k instances j € .#, j # i which have the same no show
outcome as instance i. More precisely, we choose those instances with d; = d; which have
the lowest diff; ;-values as defined by Egs. (7.4) and (7.5).

diffi ;=Y diff; ;. (7.4)

acof

O7 lf vi,a = vj7a (7 5)
1, otherwise .

dlﬁci.,jﬂ = {

Furthermore, for each no show outcome n # n;, let the set of k-nearest misses .#, ;(k) C .\ i
of instance i contain at most k instances j € ., j # i. More precisely, we choose those
instances with n; = n which have the lowest diff; j—Values as defined by Egs. (7.4) and (7.5).
Both the k-nearest hits and the k-nearest misses for each no-show outcome n € .4 are used
by Equation (7.6) which computes the quality measure Q, for attribute a € o7
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1 .
=i L= X diffing

i€ he (k)
p(n)

+ Yy — Y diJ?‘i,mﬂ) (7.6)

neN \n; 1= p(n;) me .My ; (k)

For each instance i € .# the k-nearest hits and k-nearest misses for each sampled instance
i € .# are selected and used in Equation (7.6). Then, the attributes with the highest values of

the quality measure are considered most relevant for classification.

7.3.2 Classification Techniques

In the following, we summarize four basic classification methods that are well-known in the
literature: Naive Bayes (NB), Bayesian networks (BN), decision trees (also called classifica-
tion trees) (DT) and decision rules. These algorithms were chosen because they represent
different approaches to learning and they are relatively fast, state-of-the-art algorithms that
are often used in data mining applications [81]. Also, we chose not to evaluate Deep Learning
systems because of the lack of explainability and interpretability to clinicians [115]. For each
of the four methods, the classifier is learned from a dataset of labelled training examples. This
means that the true class of each breast cancer patient is known by the classification method.
Afterwards, the classifier is applied to a separate dataset of unlabeled test examples. Here, the
true outcome of each patient is unknown to the classification method and must be predicted.
The NB and BN methods learn a probabilistic model from the training data, compute the
posterior probability that the patient belongs to each outcome d given the patient’s attributes
o/ and assign the patient to the class with the highest posterior probability. The decision tree
method, instead, learns a tree-structured set of decision rules from the training data and uses
these rules to predict the patient’s outcome. Each method is described in more detail below.

Naive Bayes The naive Bayes classifier assumes that all of a patient’s attributes a € <7 are
conditionally independent given the patient’s class value n. Under this assumption, the prior
probability p(n) of each class value n € .4 is learned from the training data by maximum
likelihood estimation, i.e. p(n) is set equal to the proportion of training examples which
belong to class n € 4. Similarly, the conditional likelihood of each attribute value v; , given
each class value n € .4 is learned from the training data by maximum likelihood estimation,
i.e. p(viq|n) is set equal to the proportion of training examples of class n € .4” which have

value v; , for attribute a € 7.
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We assign a new instance i to the no-show outcome n; by employing Equation (7.7).

||
nf = argmax § p(n) [T p(vialn) 7

a=1
The prior probability p(n) of each no-show outcome n is learned from the training data by
maximum likelihood estimation, i.e. p(n) is set equal to the proportion of training examples
which belong to class n. Similarly, the conditional likelihood of each attribute value v; ,
given each no show outcome # is learned from the training data by maximum likelihood
estimation, i.e. p(v;,|n) is set equal to the proportion of training examples of class n which

have value v; , for attribute a.

Bayesian Networks The naive Bayes approach assumes that each attribute is only depen-
dent on the class but not dependent on other attributes, which is rarely true. Thus, we extend
the naive Bayes classifier to a Bayesian network classifier, where the set of conditional
independence assumptions is encoded in a graph. As in the naive Bayes approach, we learn
the conditional probabilities from the training data, but now we must condition not only on
the class but also on any other parents I1, of the given attribute a in the graph.

Similar to the Naive Bayes classification, we assign a new instance breast cancer patient i
to the class n; by employing Equation (7.8).

||
n; = arg max p(n) Hp(v,-ﬂ]n,Ha) : (7.8)

a=1

Decision Trees Decision tree learners automatically learn a decision tree from labelled
training data. There are various methods to learn the structure of a decision tree from data:
We use an algorithm which has been investigated by Hall and Holmes [81] in combination
with attribute selection. We employ this algorithm because we can control the over-fitting of
the decision tree as well as the tree size during the learning process.

Decision Rules A simple decision rule can be stated as follows [81]: In the training set,
we count how often a value of a certain attribute occurred with respect to each class attribute
value. For each value, we create a mapping to the most frequent class. Now, for each instance
in the testing set, we assign the instance to the class which is described by the decision rule
and the observed attribute value.
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7.4 Experimental Investigation

In the following, we provide an experimental investigation of the presented methods. We
first give an overview of the data employed in our study, followed by a presentation of the

attribute selection results and an evaluation of the classification techniques.

7.4.1 Study Design

We first carried out a semantic preprocessing of the free-text attributes. The number of
binary attributes which were obtained by this procedure are shown in Table 7.1(bottom).
We evaluated the attribute ranking techniques including IG, IG with the top 5 clinical and
the top 5 demographic attributes (IG*), Relief-F and Relief-F*. For both IG variants, we
removed missing values (NAs) from the class variable .4". Afterwards, we carried out a
parameter optimization for the decision tree learner. The classification after attribute selection

is compared to the one without attribute selection (w/o AS).

7.4.2 Data and Information Documented for No-Show Prediction

We evaluated the attribute selection and classification techniques using data from 336 breast
cancer patients in Kerala, India. Summary statistics for our data set are provided in Ta-
ble 7.1(top). For some patients, there exists free-text information. In order to employ this
information, we manually processed the free-text and converted it into binary attributes.
We observed a relative no-show rate of breast cancer patients of approximately 15% in this
study setting which is lower than no-show rates of cancer patients and other patient groups
[122, 6, 146].

The data was taken from a secondary care provider database in 2018. The outcome
variable is binary (1 for no-show and O for attendance). Models are trained on this outcome
variable. There are 144 predictor variables that vary from binary classes to multi-classes. A
maximum sample size of 358 was pulled from the database from all available information
and all information was anonymised after cleaning the data it was found 22 records were too

incomplete to be used, and the final sample size was 336.
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# patients 336
# socio-economic and -demographic attributes 12
#|{n,~€</V:ni:1}\ 52
#’{niGJViniZO}‘ 284

Table 7.1 Summary statistics (top), #original and selected attributes (middle) and the result
of our semantic processing of free-text (bottom)

7.4.3 Exploratory Data Analysis

Figure 7.1(top) shows a mosaic plot of the class attribute (no-shows) broken down by one key
socio-economic attribute: “Occupation”. The figure reveals that the attribute value “House
wife” contains a higher proportion of patients who belong to the outcome ‘no-shows’. The
occupation ‘teacher’ does not reveal substantial differences in the proportion of no-shows or
no no-shows. However, ‘other’ as occupation has differences in the proportion of no-shows
which, however, is not significant because of the low number of patients belonging to that
group. Figure 7.1(bottom) shows a similar plot for the attribute “Recommended Treatment”.
One can observe that the proportion of patients who received no treatment and are ‘no shows’
is not substantially different from the one belonging to no ‘no show’. However, patients
having only surgery as a treatment are much more likely for no-shows as compared to the
group of patients with surgery and chemotherapy (CT) or CT, surgery and radiotherapy (RT).
Patients who had both surgery and RT, or both non-adjuvant chemotherapy (NACT) and

surgery have a higher likelihood to be in the group of no-shows.
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Fig. 7.1 No-show vs. occupation (top) and No-show vs. recommended treatment (bottom)



7.4 Experimental Investigation 115

7.4.4 Attribute Ranking Results

Table 7.2 provides the results of the attribute rankings where the nearest-neighbour parameter
of the Relief-F algorithm is set to k = 10, as suggested by Robnik-Sikonja and Kononenko
[150].
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Table 7.2 Results of the top ten attributes determined by IG (top left), Relief-F (top right),
IG*(bottom left), Relief-F*(bottom right)

Rank Attribute name 1G
1 Core Biopsy 0.107 Rank Attribute name O
2 Multifocal 0.075 1 Number of Treatments Received 0.146
3 Number of Treatments Rec- 0.075
2 Number of Treatments Recom- 0.140
ommended mended
4 Hormol Therapy (tamoxifen) 0.074 3 HERII/NEU Status 0.134
5 Recurrence? Y/N 0.059
. ) 4 Recommended Treatment 0.122
6 Nodes documented in dis- 0.053 ..
(ance recurrence 5 Radiation Type 0.116
7 Targeted Therapy (herceptin) 0.051 6 PR Sta}tu.s 0.109
7 Chronic illness (yes/no) 0.101
8 Treatment of Recurrence: 0.050 )
8 Hormol Therapy (tamoxifen) 0.088
Hormontherapy
. 9 ER Status 0.087
9 Axillary Level 0.048 | Tumor Histol 0,087
10 Site of distance recurrence: 0.045 umor mstology :
Pleura
Rank Attribute name IG Rank  Attribute name Q
| Tumor size (cm) 0342 1 Recommended treatment ' 0.192
2 Number of treatments received 0.170
2 Tumor volume (cm3) 0.216
3 Number of treatments recom- 0.162
3 pTNM 0.101 mended
;_l IS_II ze Oflp,;llp able (rilass (?;n) ) 88?8 4 Radiation type 0.160
ormo7 therapy ttamoxten) . 5 Radiation dose 0.141
I Occupation 0.048 Number of Children 0.069
2 Economic Status 0.043 . )
. 2 Multiple Children 0.061
3 Education group 0.033 . .
. 3 Multiple Parity 0.057
4 Parity 0.018 .
5 Type of Health Insurance 0.015 4 Economic Status 0.028
P : 5 Parity 0.023
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Both attribute rankings, IG and Relief-F, indicate in a quantitative manner (based on /G
and Q,) that attributes such as “Hormol therapy (tamoxifen)”, “Recommended treatment”
and “Radiation type” belong to the top ten significant attributes. One explanation for this
phenomenon is that chemotherapy is a challenging experience for the patient and as a
consequence, they may not want to return to the same care provider. Moreover, if patients
have chronic illnesses or other co-morbidities, they may simply be unable to show up for

follow-up treatments because of their severe health conditions.

7.4.5 Attribute Selection Results
Summary of the Attribute Selection.

The attribute ranking and selection methods identify not only clinical information but also
socio-economic information as relevant for classifying whether or not a patient is a no-show.
Interestingly, the socio-demographic attribute ‘age’ was not among the top-ranked attributes
although it was discovered to be significant in Parikh et al. [140]. One explanation for this
phenomenon is that in our study setting, the age of patients has a lower standard deviation as
compared to general settings and therefore the attribute is less informative. Other significant
factors such as gender and specialty which were identified by Parikh et al. [140] and Lee
et al. [106], respectively, are for our study setting irrelevant because we focus on female and
oncology patients, only.

We close the attribute ranking and selection discussion with a summary statistic of the
selected attributes in Table 7.1(middle) in which the binary class attribute is included in the
numbers. It shows the original and selected number of attributes that we will choose for the

classification analysis.

7.4.6 Classification Results
Evaluation Metrics.

All classifiers are assessed using the same performance indicators. The overall performance
is measured in terms of classification accuracy which is the proportion of correctly classified
patients. Accuracy, however, is a metric which is of lower interest for the care provider in
India because the goal is to classify those patients who belong to the group of true no-shows.
As a consequence, we report no-show precision and in our case, the metric is defined as the
proportion of cases classified as belonging to the true “no-show” outcome that is correctly
classified. Finally, we report the true positive (TP) rate of the “no-show” outcome. All

performance indicators are measured using 10-fold cross-validation.
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ML Model Attribute selection method
w/o IG Relief-F IG* Relief-F*
KNeighborsClassifier 84.3 84.2 85.1 85.1 87.2
DecisionTreeClassifier 89.2 87.7 86.6 904 84.8
RandomPForestClassifier 85.2 85.1 86.6 854 86.6
GaussianNB 66.9 36.0 83.0 81.8 80.0
Scatter Search 86.3 87.2 86.9 86.3 87.2
ML Model Attribute selection method
w/o IG Relief-F IG* Relief-F*
KNeighborsClassifier 51.5 523 55.0 69.5 87.2
DecisionTreeClassifier 68.1 61.7 62.9 52.0 52.2
RandomPForestClassifier 100. 66.6 81.8 81.8 81.8
GaussianNB 26.7 19.0 42.8 34.0 34.0
Scatter Search 87.5 90.9 83.3 84.6 84.6
ML Model Attribute selection method
w/o IG Relief-F IG* Relief-F*
KNeighborsClassifier 326 21.1 21.1 36.5 30.7
DecisionTreeClassifier 57.6 55.7 32.6 59.6 25.0
RandomForestClassifier 03.8 07.6 17.3 05.7 17.3
GaussianNB 65.3 96.1 28.8 34.6 30.7
Scatter Search 13.4 19.2 19.2 134 21.1

Table 7.3 Accuracy (top), no-show precision (middle) and sensitivity (bottom).

Overall Accuracy, No-Show Precision and No-Show Sensitivity.

Table 7.3(top) shows the results using this metric and reveals that attribute selection can
improve classification accuracy from 86.3 to 87.2% for scatter search. A detailed analysis of
the decision rule learner revealed that after Relief-F attribute selection, the attribute “Hormol

therapy” is used to create the decision rules.

7.4.7 Discussion, Limitations and Generalizability of the Results

Our results can generalize approaches that have been applied in the literature from a method-
ological and applications point of view. First, from a methodological point of view, our
Relief-F* and IG* mixed attribute ranking methods can be used in contexts where clinical
and socio-economic/-demographic factors can be separated. Second, from an applications
perspective, our results can extend reminder systems [175]. Patients with a higher likelihood

of no-shows could be informed by a reminder application about the medical necessity of the
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follow-up treatment [80]. At the same time, patients can be educated e.g. about the risk of
poor outcomes if the follow-up treatment is missed.

A consistent finding of our exploratory data analysis, the attribute ranking and is that the
attribute “Occupation” is a promising attribute to explain no-shows. Further socio-economic
or -demographic attributes including “economic status”, “education status” or “religion” were
discovered to be important as revealed by the attribute ranking techniques. However, the
attribute “Occupation” may be considered redundant with “education status” or “economic
status” because the occupation of a patient informs about the education and economic status.
This may lead to the generalization that low incomes and a low education status are a predictor
for the patients’ occupation which, in turn, can be considered as a predictor of whether or not
patients attend follow-up visits. In predicting true no show the results show 90% yet we only
find 19% of them.

Psychological factors which were not collected in our data set may be important dependent
variables in connection with no-show behaviour. For example, patients who have had a breast
resection may not want to come back to the hospital because of the severe treatment effects
and the possible psychological consequences. Patients may refuse additional treatments and

could count as no-shows, too.

7.5 Summary and Conclusions

In this chapter, we have answered the following research questions:

1. Which socio-demographic and socio-economic attributes of patients are responsible
for predicting whether or not a patient attends follow-up visits for breast cancer in
India?

2. Which classification accuracies, among other metrics, can be achieved when classifying

these patients?

The results from our attribute ranking methods indicated that attributes such as ‘Hormol
therapy (tamoxifen) ", ‘Recommended treatment ~ and ‘Radiation type ~ belong to the top ten
significant attributes. Our analysis of the socio-economic attributes revealed that “Occupation”

% ¢

is a promising attribute to explain no-shows. In addition, the patients’ “economic status”,
“education status” or “religion” were discovered important as revealed by the attribute ranking
techniques. These insights answered the first research question.

The results from our classification experiment showed that a classification accuracy of
90.4% can be achieved while no-show precision and no-show sensitivity were 100.0% and

96.1%.
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Our analysis of the socio-economic attributes lead to policy decisions such as granting
better access to follow-up visits for patients with a certain income and education. More
specifically, for patients with low income, monetary incentives or free treatments may be
promising but are evaluated in future research. Also, for patients with a low education level,
early education may help to reduce no-shows.

Especially since Bayesian approaches turned out to outperform the rule- and tree-based
approaches, future work will examine hybrid methods such as Markov blanket attribute
selection and classification. In addition, self-organizing maps will be evaluated to explore,
besides socio-demographic and socio-economic attributes, other variables that may explain
no-show behavior. Moreover, the improved prediction models will be deployed in a mobile
health application to allow care providers to reach out to their no-show patients more
effectively [80].



Chapter 8

Conclusions and discussion

8.1 Conclusions

8.1.1 Literature Review

The literature review found a lot of literature on Bayesian networks and machine learning
in healthcare. All literature found was broken down into the following sections; previous
literature reviews, applications in healthcare, attribute selection and classification, Bayesian
network learning types, performance metrics, test statistics and books focused on Bayesian
networks, data science and machine learning.

Previous literature reviews have focused on the implementation and adoption of Bayesian
networks in healthcare. It was found that wide-scale adoption of Bayesian networks (BN)
in a healthcare setting has still not happened, and the literature on the subject of BN in
healthcare was limited to purely initial research that focuses on the technical aspects of
Bayesian networks for healthcare.

Summary statistics show that a total of 59 articles of relevance for Bayesian networks
in health for classification were found. Starting in 1989 and ending the search in 2021, the
number of articles has increased by a small amount over 5-year periods. The number of
articles from America far exceeded articles from individual continents such as Asia and
Europe, although excluding those and combining the rest of the world, 20 articles were
found.

A total of 10 papers with a core focus on the implementation in healthcare were found,
with the most common theme being risk prediction in healthcare settings. Construction
methods for Bayesian networks in healthcare were another common theme followed by

feature selection. Feature selection in healthcare had a further focus on dimensionality
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reduction for large sparse datasets. The common method for feature reduction was the use of
Markov blankets.

Attribute selection and classification have been one of the key research topics in this thesis.
The literature review found 7 key publications, with four of those that have a primary focus
on dimensionality reduction. Two of these publications conducted research into filtering
methods for the reduction of attributes.

There are many ways to train or learn the structure and parameters of a Bayesian network.
Publications in this area were divided into three categories, constraint-based, scoring based
and hybrid methods. Scoring-based methods were by far the most popular, with K2, TABU
Search, TAN and hill climbing being the most popular, with Scatter Search, Ant colony and
the Grow Shrink Algorithm being the most under-researched. Constright-based methods had
fewer publications than scoring based within healthcare research; most had no publications
that came up in the Scopus search. A constraint-based scatter search had zero publications
in healthcare and none outside of healthcare. The only paper found for scatter search, and
Bayesian networks was a scoring-based method.

Metrics are used to evaluate the performance of a Bayesian network but can also be
used to guide the learning algorithm. A total of 21 metrics were found with accuracy, K2,
BDeu, BIC, AUC-ROC, Number of attributes and TPR being the most common in the
literature. Statistical tests used in training were Chi-Squared, G-Test, B-Statistic, Kernel

density estimation and the Z-test.

8.1.2 Bayesian Networks

The Bayesian network allows conditional probability to be represented as a graph with
vertices and edges. In the network, vertices represent probability distributions and edges
conditional independencies. The building or learning of a Bayesian network consists of
two parts learning the structure and learning the parameters of the probability distribution.
The probability distribution of a node can be parametric or non-parametric. There are two
main ways to search for the structure constraint-based or scoring based. Constright-based
uses statistical tests to find the structure and scoring-based searches for the structure and
scores the network as a whole using a scoring function. Hybrid methods exist that use both
constraint-based and scoring-based methods. Two main approaches exist to estimating the
probability distributions these are Bayesian estimation and maximum likelihood estimation.

Inference with Bayesian networks can be made in two ways, exact and approximate. Exact
inference algorithms work through the network to calculate an exact singular probability
value but approximate inference algorithms return a range of probability values between
0 and 1. An example of an exact algorithm is the junction tree algorithm which turns the
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Bayesian network into a tree and works through it given some evidence to calculate the exact
value. An approximate algorithm is the Markov chain Monte Carlo (MCMC) algorithm. This
algorithm repeatedly samples the Bayesian network to determine probable values given some
evidence.

One of the key research questions is how to reduce the number of attributes required for
inference in a model so that only the key attributes or variables remain. The solution to this
comes in the form of a Markov Blanket which takes only a subset of variables connected to
the predictor variable. This is called the Markov boundary and can greatly reduce the number
of variables in the model, therefore, overcoming the curse of dimensionality.

Performance metrics are important to judge the Bayesian network’s ability to make
probabilistic predictions. One of the most common metrics shown to be used in the literature
review is accuracy, although this metric is sensitive to unbalanced data. To better understand
this metric, other metrics can be used but are not limited to the true positives, false positives,
true negatives, and false negatives, which, when used together, form a confusion matrix.
This confusion matrix can be used to calculate metrics such as Recall, Precision, Receiver
operating characteristics (ROC) and Area under the curse (AUC-ROC). Search heuristics are
used to find the structure of a Bayesian network, with the three most common of these being
Hill climbing, Simulated Annealing and Tabu Search. These search heuristics use a search
strategy to work through the attributes systematically to find the conditional indecencies in
the Bayesian network. Networks of nodes are built up and sometimes disregarded as better

solutions are found.

8.1.3 The Scatter Search Algorithm

During the literature review, it was found the scatter search algorithm is completely under-
developed for constraint-based structure searching for Bayesian networks. The algorithm
was originally developed by Glover and offered great potential for selecting not only good
solutions to a network-based problem but also diverse solutions, which stops the algorithm
from getting trapped in local optima. Having shown promising potential in alleviating the
local optima problem, this algorithm was chosen for the development of a Bayesian network
search algorithm.

The scatter search algorithm is made up of seven main components, which are the
Diversification method, Population set, RefSet Update method, RefSet, Subset Generation
method, Subset of solutions and combination method. An initial set of solutions is generated
by comparing possible combinations of attributes (nodes) and then added to the population
set. A subset of both diverse and good solutions is selected and moved into the RefSet. From
this, RefSet solutions are combined and statistically tested for significance before being
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moved back into the RefSet. Only solutions with a statistical significance value above a
threshold are allowed back into the RefSet, this continues until no more solutions are found.

Following this procedure, a Bayesian Network is built up from initial pairs of nodes.

8.1.4 Benchmarking the Scatter Search on Healthcare Datasets

Once the scatter search algorithm was constructed, a collection of low sample size classifica-
tion healthcare datasets were chosen. The lowest number of attributes in these datasets was
7, and the highest had 71 attributes with a low sample size of 91 and the highest being 699.
Once chosen, the algorithm had two goals reduce the number of attributes to only the ones
needed and achieve the highest accuracy possible without overfitting. Continuous variables
were discretized before the tests began.

After running the algorithm, the most significant reduction in variables was the audiology
dataset, with 71 variables reduced to 6, with the smallest reduction being acute inflammations
from 8 to 5. In terms of attribute selection and reduction, the algorithm performed well
in reducing the number of variables across the datasets. Accuracy, Recall and Precision
were found to be competitive with other machine learning algorithms with the advantage the

relationships between variables can be graphed and viewed.

8.1.5 Ovarian Cancer Risk Classification

With Ovarian cancer being the fifth most common cancer in women being able to detect
it early could save lives with early treatment. Working with the Aneurin Bevan University
Health Board, a case study was put together to gather questionnaire data from patients. The
data collected had both patients with and without ovarian cancer so that a control group could
be established. This data was then processed from spreadsheets into a dataset compatible with
machine learning algorithms. Included in these algorithms was the Bayesian network scatter
search. The goal of the machine learning algorithms is to classify if a patient could have
ovarian cancer. The models could then be used in applications such as mobile applications or
integrated into a GP system.

The dataset had 30 variables with one binary variable to be predicted. Attributes were
ranked by p values with the Chi-squared and ANOVA tests as well as the Mutual information
score. A heat map was used to visualise the correlations. Five variables always came top of
the ranking these were age, years on the contraceptive pill, do you take the contraceptive pill,
irregular periods and having children.

The machine learning algorithms chosen were k-nearest neighbours, gaussian naive

Bayes, bayesian networks, and decision trees. K-nearest neighbours were the best-performing
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algorithm with an accuracy of 88%;, recall of 0.88 and precision of 0.94. The worst performing
algorithm was Gaussian Naive Bayes with an accuracy of 57%, recall of 0.82 and precision
of 0.55. The Scatter search had an accuracy of 83%, recall of 0.81 and precision of 0.84.
Overall, the scatter search algorithm was competitive with other machine learning techniques.

The no-shows Indian data sensitivity metrics showed that without any filtering the
GaussianNB classifier performed best followed best the Decision tree classifier. Unlike
the Decision Tree classifier the GaussianNB classifier benefited from Information Gain
parameter filtering which significantly improved the sensitivity, however, other attribute
selection methods reduced the sensitivity for GaussianNB. The Decision Tree classifier did
benefit from Information Gain mixed ranking which increased 4 points. Using mixed ranking
did not show improvements in sensitivity across most of the classifiers.

It has been shown in this case study a machine-learning algorithm could be used in further

research into the early prediction of ovarian cancer.

8.1.6 Predicting No-shows for Breast Cancer Follow-up Visits

Patients in India who have breast cancer surgery can be at risk of not showing up to follow-up
visits which are important in continued treatment and detection of re-occurring breast cancer.
Many factors such as clinical, financial, social, emotional and cultural factors were taken into
account for this study. Using the data collected, this study looks into which factors are most
important and if a machine learning algorithm can detect those most at risk to offer more
support to improve the life of the patient.

The data collected was processed and reshaped for better use of the intended machine
learning algorithms. The variables were broken down into clinical, socio-demographic and
socio-economic factors. These attributes were then ranked using Information Gain (IG) and
Relief-F. In using the rankings, the dataset attributes can be reduced in size using only the
top-ranking attributes. Ten machine-learning algorithms were used. These were K-Neighbors
Classifier, SVC-Linear, SVC, Gaussian Process Classifier, Decision Tree Classifier, Random
Forest Classifier, Gaussian NB, Quadratic Discriminant Analysis and Scatter Search. All
algorithms were trained on all attributes as well as attributes that only made the top ten
rankings. It was found that ranking and restricting the attributes could help some machine
learning algorithms. The top performing algorithm was SVC, with an accuracy of %92.2 and
the worst GaussianNB with %66.9.
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8.2 Discussion

Dimensionality reduction and structure learning via statistical tests with applications in
health were key questions that were answered by this thesis with a focus on healthcare.
During the search, it was found that scatter search with Bayesian networks was partially
underdeveloped even though it had the potential to alleviate the problem of getting trapped
in local optima. Only one full implementation of scatter search with Bayesian networks
had been researched, but this was a scoring-based approach. During a wider, more broad
search, still, no research was found for a constraint-based method using statistical tests. A
constraint-based structure learning approach was taken during this thesis using statistical
tests, the advantage of this being each pairing of attributes will have an associated p-value,
therefore a better understanding of the relationship between attributes in the model. Many
other algorithms have been widely developed, such as hill climbing and TABU search with
both scoring and constraint-based methods.

The application of this machine learning technique was for small sample sizes that could
potentially have many attributes. This could lead to a potential problem with the curse of
dimensionality, which states that the data needed grows exponentially with the increasing
number of attributes. During the literature search, it was found that Bayesian networks
had been used for dimensionality reduction by taking the Markov blanket of the Bayesian
network. When finding the Markov boundary and taking the Markov blanket of nodes, the
smaller network contained only the necessary probability distributions to make predictions
given some evidence. This technique allowed the Bayesian network to be learned from small
sample sizes and avoid overfitting the model.

Once a scatter search constraint-based method has been developed, a better understanding
of the performance of the model was needed in relation to other models on well-known
healthcare datasets. Classification healthcare datasets from the UCI machine learning reposi-
tory were chosen as the intended applications for this algorithm are in the healthcare domain.
Benchmarking against other classification algorithms showed competitive results whilst
retaining the ability to understand the model and relationships that had been discovered in
the data.

Two further case studies were undertaken, one in ovarian cancer classification and the
second in breast cancer follow-up no-show classification. Both of these studies had a binary
outcome variable to be predicted. The first case study to be discussed is the ovarian cancer
study. All data were collected via patients and put into many spreadsheets by clinical staff
using a questionnaire. This data then had to be combined and transformed into a format
best for the machine learning algorithms. Continuous data such as height was discretized,
and yes/no answers were transformed into binary variables. To best understand the data, a
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correlation heatmap was produced. Once the correlations were understood, the attributes were
ranked according to p values. Classification machine learning algorithms were run against the
data along with the Bayesian network scatter search. Of these, k-nearest neighbours were the
best-performing algorithm and the scatter search algorithm also was competitive and scored
well. An accuracy of 88% was achieved, with other metrics such as recall and precision
showing good performance. The study showed it is possible to predict with reasonable
accuracy if a patient may have ovarian cancer and need further investigation.

The final study conducted looked into patients at risk of no-shows to a follow-up breast
cancer appointment in India. The data collected was broken down into three areas. These
areas are clinical, socio-demographic and socio-economic. The variable to show or not to
show is a binary variable. All data collected in the study needed to be transformed and
balanced before machine learning algorithms could be run. Once balanced, statistical testing
and mutual information techniques were used to rank the variables. From this, new datasets
were formed with only the highest-ranking variables. All datasets with only high-ranking
variables and with all attributes included were run with machine learning algorithms. In
selecting only high-ranking variables, it was hoped that accuracy would improve as the noise
had been removed from the data. Whilst this turned out to be true for some algorithms,
no significate improvement was reported for a lot of the algorithms. The best-performing
algorithm was SVC, with scatter search having competitive results and outperforming others
such as naive Bayes.

Although the scatter search algorithm did not outperform all algorithms, the results were
competitive and by far not the worst. The strength of the scatter search is the ability to output
the structure of the learned attributes to understand better how attributes relate to each other
and which ones are important when making decisions. Statistical tests have been shown to
have the ability to find relationships, i.e. the structure of Bayesian networks. These tests can
guide a search algorithm such as Scatter Search with a p-value of between 0.01 and 0.05.
Although it was found for more diverse solutions, a temporally higher p-value can be used.

It has been concluded that statistical testing with a guided search such as scatter search
can indeed learn the structure of a Bayesian network and, with the use of a Markov blanket,
reduce the number of attributes in the model. Reduced-size Bayesian networks can indeed
be applied to small healthcare datasets and produce acceptable results in terms of accuracy,
precision and recall. A small Bayesian network with only the essential variables needed for
the prediction of a binary variable whilst remaining competitive with other machine learning
methods is possible.
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8.3 Future Work

The ovarian cancer study could use a larger sample size from another group of patients to
validate the results. One problem with this is ovarian cancer has a high mortality rate due
to the late detection of the disease and finding people still alive who’ve had ovarian cancer
to take the survey is difficult. The data is also limited to South East Wales and a larger
population from across the world would also be beneficial to understand if there is any bias
in the data. Models generated from the ovarian cancer study need further external validation
and exposure to larger datasets gathered from around the world. The data was of small
sample size and limited to South East Wales. CPRD is the clinical practice research datalink
database that contains primary care data, this could be a good source of data to further train
the model on. CPRD is limited to data from England. An international effort to further
collect the required data for validation by professionals in the field would still be needed.
Once complete survival analysis on patients that have had early detection and intervention
because of the model would be needed to judge the overall effectiveness and usefulness of
the model.

A similar case could be made for the no-show breast cancer models that, if fully validated,
could be used in a clinical setting to help those missing appointments and hopefully improve
healthcare outcomes.

All Bayesian networks that have been generated have had to use discrete data due to the
conditional probability tables used. Further research is needed to develop the algorithm to
work with continuous distributions and data. Discretizing data leads to a loss of information
and performance issues when many groups of data are created. A large number of groupings
in data is also impractical because of system memory constraints. In order to use continuous
data we need to use parametric probability distributions instead of contingency tables which
can become large over many discrete values. The output of one continuous probability
distribution could be transformed into a mathematical function that would form the input of

another distribution’s parameters.

8.4 Key Contributions

The aim of this thesis was to develop a novel way to learn a Bayesian network structure using
constraint-based methods in an evolutionary approach. By taking this approach the Bayesian
network could be built up from many smaller statistically significant smaller networks. It
was also found that using only statistically significant networks, learners could get stuck in

local minima. The approach was to try to apply the scatter search algorithm to find many
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small solutions to the problem and then combine them. These solutions could be statistically
significant (good solutions) or solutions that had p-values less than 0.05 (diverse solutions).
By allowing solutions that weren’t the best it was found that traps of local minima could be
minimized.

Once a successful algorithm was developed it was applied to healthcare datasets that had
a discrete output variable. The algorithm was able to produce good results in comparison
with other machine learning algorithms. The results of the algorithms were competitive and
offered a significant contribution to the domain of classification algorithms in healthcare.
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Appendix A

Jupyter Notebooks

Scatter Search

A.1 Python Libraries Import

Jmatplotlib inline

import sys

sys.path.append("../src/")

from results import Experiment_Results

import math

import random

import pickle

import operator

import matplotlib

import numpy as np

import pandas as pd

import networkx as nx

from datetime import datetime

import networkx.algorithms.isomorphism as iso

from scipy import stats

from functools import reduce

from sklearn.model_selection import KFold

from sklearn.metrics import accuracy_score, roc_auc_score, recall_score, precision_score, confusion_matrix
from pgmpy.models import BayesianModel

from pgmpy.inference import VariableElimination

from pgmpy.estimators import MaximumLikelihoodEstimator, BayesianEstimator
from pgmpy.factors.discrete.CPD import TabularCPD

from sklearn.feature_selection import mutual_info_classif
from IPython.display import display, Math

import matplotlib.pyplot as plt

A.1.1 Supporting Class to Store Results

This file should be located in ../src/ in relation to the running file.

import pickle
import pandas as pd

class Experiment_Results:
def __init__(self):
self.field = ['dt', 'experiment_name', 'graph', 'runtime', 'samples', 'folds', 'accuracy', 'ROC', 'recall', 'precision', \
'TN', 'FN', 'TP', 'FP', 'NPV', 'PPV', 'sensitivity', 'specificity', 'PRC']
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self.field_mapping = {'dt': pd.Series([], dtype='datetime64[ns]'),
'experiment_name': pd.Series([], dtype='string'),
'model_name': pd.Series([], dtype='string'),
‘graph': pd.Series([], dtype='int'),
‘p_value': pd.Series([], dtype='float'),
'refset_size': pd.Series([], dtype='int'),
'before_limit_refset_size': pd.Series([], dtype='int'),
'vertices': pd.Series([], dtype='int'),
‘edge': pd.Series([], dtype='int'),
'runtime': pd.Series([], dtype='float'),
'folds': pd.Series([], dtype='int'),
‘samples': pd.Series([], dtype='int'),
'population': pd.Series([], dtype='int'),
‘accuracy': pd.Series([], dtype='float'),
'ROC': pd.Series([], dtype='float'),
‘recall': pd.Series([], dtype='float'),
'precision': pd.Series([], dtype='float'),
'TN': pd.Series([], dtype='float'),
'FN': pd.Series([], dtype='float'),
'TP': pd.Series([], dtype='float'),
'FP': pd.Series([], dtype='float'),
'NPV': pd.Series([], dtype='float'),
'PPV': pd.Series([], dtype='float'),
'sensitivity': pd.Series([], dtype='float'),
'specificity': pd.Series([], dtype='float'),
'PRC': pd.Series([], dtype='float')}

self.df = None

def create_df(self):
self.df = pd.DataFrame(self.field mapping)

return self.df

def save_df(self, filename):
fd = open(filename, 'wb')
pickle.dump(self.df, fd)
fd.close()

def load_df(self, filename):
fd = open(filename, 'rb')
self.df = pickle.load(fd)
fd.close

def add_row_as_dict(self, a_row_dict):
self.df = self.df.append(a_row_dict, ignore_index=True)

def get_df(self):
return self.df

def save_df_as_excel(self, filename):
self.df.to_excel(filename)

def load_df_from_excel(self, filename):
self.df = pd.read_excel(filename, index_col=0)

A.1.2 Load Discretized Data

datasetl = {'name': "acute-inflammations-diagnosis-discretized", \
'filename': "./acute-inflammations-diagnosis-discretized.csv", \
'folds': [2,5,10], \
'p_value': [0.05, 0.09, 0.15, 0.20, 0.25, 0.30, 0.35], \
'refset_size': [10, 40, 1001}

dataset2 = {'name': "acute-inflammations-diagnosis-discretized-oversampled", \

'filename': "./acute-inflammations-diagnosis-discretized-oversampled.csv", \

'folds': [2,5,10], \
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'p_value': [0.05, 0.09, 0.15, 0.20, 0.25, 0.30, 0.35], \
'refset_size': [10, 40, 100]}
datasets = [datasetl, dataset2]

A.1.3 Data Testing Class

class Data_Testing:
def __init__(self, df=None):
self.df = df

def get_dataframe(self):

return self.df

def get_kfold_train_test(self, splits=3):
cv = KFold(n_splits=splits, shuffle=False)
for train_index, test_index in cv.split(df):
df_train = df.iloc[train_index,:]
df _test = df.iloc[test_index, :]
yield {'df_train': df_train, 'df_test': df_test}

def get_cats(self, col):
values = np.sort(self.df.loc[:,col].value_counts().index.to_numpy())

return values

def get_data_from_source(self, data, target, cols=[]):
ds_target = data.loc[:,target]
ds_cols = []

for col in cols:
coll = data.loc[:,col]
ds_cols.append(coll)
ds_ret = {"ds_target": ds_target, "ds_cols": ds_cols} #Return target series and array of

return ds_ret

def get_data(self, target, cols=[]):
ds_ret = self.get_data_from_source(self.df, target, cols)

return ds_ret
def g_test(self, samples, target, cols=[]):

results = None

data = self.get_data(target, cols)
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def

A.14

con = pd.crosstab(data['ds_target'],datal'ds_cols'])
results = stats.chi2_contingency(con, lambda_="log-likelihood")

return results[1]

chi_test(self, samples, target, cols=[]):

results = None

data = self.get_data(target, cols)

con = pd.crosstab(datal['ds_target'],datal['ds_cols'])
results = stats.chi2_contingency(con)

return results[1]

Scatter Search Class

class Scatter_Search:

class Metrics:

def

def

def

__init__(self, solutions):
self.solutions = solutions

sort_solutions(self, metric='accuracy'):
self.solutions = sorted(self.solutions, key=lambda solution: solution.get_metrics(metric=metric), reverse=True)

get_top_3_graphs(self):
self.sort_solutions()
return self.solutions[0:3]

get_top_graph_all_metrics(self, metric='accuracy'):
self.sort_solutions(metric)
return self.solutions.get_metrics()

get_number_of_nodes_edges(self, total_graphs=3, metric:'accuracy'):
graph_VE_metrics = []
self.sort_solutions(metric)

for i in range(0,total_graphs):
v = self.solutions[i].get_number_of_nodes()
e = self.solutions[i].get_number_of_edges()
ve_metric = {'V': v, 'E': e}
graph_VE_metrics.append(ve_metric)

return graph VE_metrics

get_top_graphs_time(self, total_graphs=3, metric='accuracy'):
graph_times = {}
self.sort_solutions(metric)
for i in range(0,total_graphs):
graph_times['graph-'+str(i+1)] = self.solutions[i].get_bayesian_model().get_total_time().microseconds/1000

return graph_times

get_confusion_matrix(self, solution):

cm_metrics = {}

cm = solution.bn.get_metrics()['cm']

cm_metrics['TN'] = ecm[0][0]

cm_metrics['FN'] = cm[1][0]

cm_metrics['TP'] = ecm[1]1[1]

cm_metrics['FP'] = cm[0][1]

cm_metrics['population'] = cm_metrics['TN']+cm_metrics['FN']+cm_metrics['TP']+cm_metrics['FP']
cm_metrics['NPV'] = cm_metrics['TN']/(cm_metrics['TN']+cm_metrics['FN'])
cm_metrics['PPV'] = cm_metrics['TP']/(cm_metrics['TP']+cm_metrics['FP'])
cm_metrics['sensitivity'] = cm_metrics['TP']/(cm_metrics['TP']+cm_metrics['FN'])
cm_metrics['specificity'] = cm_metrics['TN']/(cm_metrics['TN']+cm_metrics['FP'])

return cm_metrics

get_top_3_metrix_metrics(self):
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top_3_metrics = []

top_solutions = self.get_top_3_graphs()

for solution in top_solutions:
top_3_metrics.append(self.get_confusion_matrix(solution))

return top_3_metrics
class Reporting:
def __init__(self, metrics_handler):
self.mh = metrics_handler

def print_report_1(self):

for solution in self.mh.get_top_3_graphs():
print(solution.get_metrics())

print("----------- Top three graphs----------- ")

for metric in self.mh.get_number_of_nodes_edges(total_graphs=3,metric='accuracy'):
print (metric)

print("----------- Top three graphs----------- ")

print("-------mmmmmoo- Accuracy(ms) ----------- ")

print(self.mh.get_top_graphs_time(total_graphs=3, metric='accuracy'))

print("----------- Top three graphs----------- ")

print("-------mmmm ROC(mS) -==------=--—- ")

print(self.mh.get_top_graphs_time(total_graphs=3, metric='roc'))

print("----------- Top three graphs----------- ")

print("-------ommmooo- Recall(ms) ---------——-- ")

print(self.mh.get_top_graphs_time(total_graphs=3, metric='recall'))

print("----------- Top three graphs----------- ")

print("-----cmmommoo Precision(ms)---------- ")

print(self.mh.get_top_graphs_time(total_graphs=3, metric='precision'))

print("----------- Top three graphs----------- ")

print("------------ CM metrics(ms)------------ ")

for cm_metrics in self.mh.get_top_3_metrix_metrics():
print (cm_metrics)

class Solution:
def __init__(self, graph, p_value):
self.graph = graph
self.p_value = p_value
self.bn = Scatter_Search.Bayesian_Model (graph)

def get_number_of_nodes(self):
return self.bn.get_bayesian_model() .number_of_nodes ()

def get_number_of_edges(self):
return self.bn.get_bayesian_model() .number_of_edges()

def get_bayesian_model(self):
return self.bn

def get_graph(self):
return self.graph

def get_score(self):
return self.p_value

def get_training_time(self):
return self.bn.total_training_time

def get_metrics(self, metric=None):
if metric is None:
return self.bn.get_metrics()
else:

return self.bn.get_metrics() [metric]

def update_graph_from_bayesian_model(self):
self.graph = self.bn.create_networkx_graph()

class Solution_Store:
def __init__(self):
self.solutions = []

def get_solution_list_size(self):
return len(self.solutions)
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def sort_by_score(self):
self.solutions.sort(key=lambda sol: sol.get_score())

def get_best_scoring(self):
self.sort_by_score()
return self.solutions[0].get_score()

def get_worst_scoring(self):
self.sort_by_score()
return self.solutions[len(self.solutions)-1]

def check_solution_is_in_population(self, new_solution):
is_in_solutions = False
if len(self.solutions) > O:
for solution in self.solutions:
nm = iso.categorical_node_match('name', 'name')
if nx.is_isomorphic(solution.get_graph(), new_solution.get_graph(), node_match=nm) == True:
is_in_solutions = True
return is_in_solutions
else:

return is_in_solutions

def check_solution_is_directed_acyclic_graph(self, new_solution):
if (nx.is_directed_acyclic_graph(new_solution.get_graph()) == True):
return True
else:
return False

def add_solution_with_checks(self, new_solution):
if self.check_solution_is_in_population(new_solution) == False:
if self.check_solution_is_directed_acyclic_graph(new_solution) == True:
self.solutions.append(new_solution)
return True
else:
pass
else:
pass
return False

def add_solution(self, new_solution):
self.solutions.append(new_solution)

def get_solution_set(self):
return self.solutions

def get_metrics_handler(self):
return Scatter_Search.Metrics(self.solutions)

def save_solutions(self, filename='solutions_store.pkl'):
fd = open(filename, "wb")
pickle.dump(self.solutions,fd)
fd.close()

def score_all_solutions_over_all_data(self):
for solution in self.solutions:
solution.get_bayesian_model() .score_network_over_all_data()

def limit_solutions(self, solution_limit=10):
if len(self.solutions) > solution_limit:
random. shuffle(self.solutions)
self.solutions = self.solutions[0:solution_limit]
return self.solutions

class Population(Solution_Store):
def __init__(self):
init__Q)

super () .

def get_population_set(self):
return self.get_solution_set()

class RefSet(Solution_Store):
def __init__(self):
super (). __init__()
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def

def

add_new_solutions(self, solutions, number_of_solutions):
i=0
for solution in solutions:
i=i+1
if i <= number_of_solutions:
self.add_solution_with_checks(solution)
else:
break

clean_refset(self, target):
i=0
new_solutions = []
for solution in self.solutions:
has_target = solution.get_bayesian_model().get_bayesian_model().has_node(target)
number_of _nodes = len(solution.get_bayesian_model().get_bayesian_model().in_edges(target))
if ((number_of_nodes > 0) or (has_target is True)):
new_solutions.append(solution)
else:
pass
i=i+1

self.solutions = new_solutions

run_fit_parameters_for_all_models(self, folds=2):
for solution in self.solutions:
solution.get_bayesian_model() .fit_parameters(k_fold_splits=folds)

get_random_solution(self, contains_node=None):
i=0
index_max = (self.get_solution_list_size()-1)
index = random.randint(0,index_max)
if contains_node != None:
while (self.solutions[index].get_graph().has_node(contains_node) == False) and (i < 10):
index = random.randint(0,index_max)
i=i+1
if i > 9:
return None
else:

return self.solutions[index]

find_best_solution(self, metric="accuracy"):
best_fit_solution = self.solutions[0]

for solution in self.solutions:
metricl = best_fit_solution.get_bayesian_model().get_metrics() [metric]
metric2 = solution.get_bayesian_model().get_metrics() [metric]
if metric2 > metricl:
best_fit_solution = solution

return best_fit_solution

class Bayesian_Model:

def

def

__init__(self, graph, target='Y1'):
self.bn = BayesianModel ()
self.graph = graph
self.create_bayesian_network()

self .metrics = {"accuracy": 0, "

roc": 0, "recall": 0, "precision": 0}
self.target = target
self.start_training_time = O

self.total_training_time = O

find_best_graph(self, models, metric):

current_model = {"bn_model": None, "score": {"accuracy": 0, "

for model in models:
if model['score'] [metric] > current_model['score'] [metric]:
current_model = model

return current_model
get_state_names(self, cols=[1):
state_names_dict = {}

data = data_testing.get_dataframe()

for col in cols:
values = list(datal[[coll].drop_duplicates().to_numpy().flatten())

roc": 0, "recall": 0, "precision":

0}}
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state_names_dict[col] = values
return state_names_dict

fit_parameters(self, k_fold_splits=2, estimator='mle'):
bn_models = []
bn_scores = []
state_names_dict = {}
self.set_start_training_time()
self.trim_to_markov_blanket ()
for data in data_testing.get_kfold_train_test(splits=k_fold_splits):#This has been initalized as gobal in the scatter search init
bn_model = self.bn.copy()
if estimator == 'mle':
bn_model.fit(data['df_test'][list(bn_model.nodes)], state_names=self.get_state_names(bn_model.nodes))
elif estimator == 'bayesian':
#estimator = BayesianEstimator(bn_model, data)
bn_model.fit(datal['df_test'][list(bn_model.nodes)], estimator=BayesianEstimator,
\ state_names=self.get_state_names(bn_model.nodes), prior_type='K2')
score = self.score_network(bn_model, data['df_test'][list(bn_model.nodes)])
bn_scores.append(score)
bn_models.append({"bn_model": bn_model, "score": score})
final_result = self.find_best_graph(bn_models, "accuracy")
self.bn = final_result['bn_model']
self.metrics = final_result['score']
self.set_stop_training_time()

score_network(self, bn, test_data):
if self.target in list(bn.nodes):
td = test_data.drop(self.target, axis=1)
predictions = bn.predict(td)
accuracy = accuracy_score(test_data[self.target], predictions)
try:
roc = roc_auc_score(test_data[self.target], predictions)
except ValueError:
roc = 0
recall = recall_score(test_datal[self.target], predictions)
precision = precision_score(test_data[self.target], predictions)
cmatrix = confusion_matrix(test_data[self.target], predictions)

"roc": roc, "recall": recall, \

"

scores = {"accuracy": accuracy,

"precision": precision, "cm": cmatrix}
else:

scores = {"accuracy": 0, "roc": 0, "recall": 0, "precision": 0, "cm": None}
return scores

score_network_over_all_data(self):

nodes = list(self.bn.nodes)

df = data_testing.get_dataframe() [nodes]
prediction_df = df.drop(self.target, axis=1)
predictions = self.bn.predict(prediction_df)
target_data = df [self.target]

accuracy = accuracy_score(target_data, predictions)
try:
roc = roc_auc_score(target_data, predictions)
except ValueError:
roc = 0
recall = recall_score(target_data, predictions)
precision = precision_score(target_data, predictions)
cmatrix = confusion_matrix(target_data, predictions)
self .metrics = {"accuracy": accuracy, "roc": roc, "recall": recall, \

"precision": precision, "cm": cmatrix}
trim_to_markov_blanket (self):
G = BayesianModel()
nodes = self.bn.get_markov_blanket(self.target)
nodes . append(self.target)
for edge in self.bn.in_edges:
if (edgel0] in nodes) or (edgel[i1] in nodes):

G.add_edge (edge[0], edgel1])

for edge in self.bn.out_edges:
if (edge[0] in nodes) or (edgel[1] in nodes):
G.add_edge (edge[0], edge[1])
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self.bn = G

def create_bayesian_network(self):
for edge in self.graph.edges:
self.bn.add_edge(edge[0], edge[1])
#self.fit_parameters()

def create_networkx_graph(self):
G = nx.DiGraph()
for edge in self.bn.edges():
G.add_edge(edge[0], edgell])

return G

def get_target_edge_nodes(self, target):
out_nodes = set()
edges = self.bn.edges

for edge in edges:
if edgel0] target:
out_nodes.add(edge[1])

return out_nodes

def has_target(self, target):
edges = self.bn.edges(target)

if len(edges) > 0:
return True
else:
return False

def get_bayesian_model(self):

return self.bn

def get_metrics(self):
return self.metrics

def set_start_training_ time(self):
self.start_training_time = datetime.now()

def set_stop_training_time(self):
self.total_training_time = datetime.now() - self.start_training_time

def get_total_time(self):
return self.total_training_ time

HHABHARAARARRHARAARARRHARAARAAIARHARAAIHRH AR A A

def __init__(self, df, target='Y1l', x_cols=[], y_cols=[1):
global data_testing
data_testing = Data_Testing(df)
self.data_testing = data_testing
self.df = df
self.target = target
self.population = Scatter_Search.Population()
self.refset = Scatter_Search.RefSet()

def build_graph_from_cols(self, target, cols):
G = nx.DiGraph()
G.add_node(target, name=target)
for col in cols:
G.add_edge(col, target)

return G

def diversification_from_target(self, alpha):
new_pop_solutions = []
cols = (self.df.iloc[0:1].drop(self.target, axis=1)).columns
for col in cols:
p_value = self.data_testing.chi_test(len(df.index), self.target, [coll)
if p_value < alpha:
G = nx.DiGraph()
G.add_node(col, name=col)
G.add_node(self.target, name=self.target)
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def

def

def

G.add_edge(col, self.target)

new_pop_solutions.append(Scatter_Search.Solution(G, p_value))

for new_solution in new_pop_solutions:
self4population.add_solution_with_checks(new_solution)

diversification_from_comparing(self, alpha):
new_pop_solutions = []
cols = (self.df.iloc[0:1].drop(self.target, axis=1)).columns
for coll in cols:
for col2 in cols:
if coll != col2:

p_valuel = self.data_testing.chi_test(len(df.index), coll, [col2])

if p_valuel < alpha:

G1 = self.build_graph_from_cols(coll, [col2])
new_pop_solutions.append(Scatter_Search.Solution(G1, p_valuel))

for new_solution in new_pop_solutions:
self.population.add_solution_with_checks(new_solution)

diversification(self, alpha=0.05):
self.diversification_from_target(alpha)
self.diversification_from_comparing(alpha)

best_scoring_solutions(self):
target_solutions = Scatter_Search.Solution_Store()

for solution in ss.population.get_population_set():
G = solution.get_graph()
add_graph = True
for out_data in G.edges.data():
if out_data[1] in [self.target]:

target_solutions.add_solution_with_checks(solution)

target_solutions.sort_by_score()

return target_solutions

diverse_solutions(self): #Find solutions not directly connected to ¥

population_solutions = ss.population.get_population_set()
nodes = set()
diverse_solutions = Scatter_Search.Solution_Store()

for sol in population_solutions:
for edge_tuple in sol.get_graph().edges:
if self.target == edge_tuple[1]:
nodes.add (edge_tuple[0])
for sol in population_solutions:
if sol.get_graph().has_node(self.target) == False:
for out_data in sol.get_graph().edges:
if out_datal[0] in list(nodes):

diverse_solutions.add_solution_with_checks(sol)

diverse_solutions.sort_by_score()

return diverse_solutions

populate_refset(self, limit_number_of_solutions=10):

number_of_solutions_from_each = round(limit_number_of_solutions/2)

self.refset.add_new_solutions(self.best_scoring_solutions().get_solution_set(), number_of_solutions_from_each)

self.refset.add_new_solutions(self.diverse_solutions().get_solution_set(), number_of_solutions_from_each)

combine_solutions(self, solutionl, solution2):
new_solution = None
G = nx.compose(solutionl.get_graph(),solution2.get_graph())
if nx.is_directed_acyclic_graph(G) == True:
new_solution = Scatter_Search.Solution(G, 0)
else:
print ("Error graph is not acyclic....")
pass

return new_solution
subset_generation_method(self):

solutionl = self.refset.get_random_solution()
solution2 = solutionl
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while(solutionl == solution2 or solution2 is None):

solution2 = self.refset.get_random_solution(contains_node=self.target)
if (solutionl != None and solution2 != None):

return self.combine_solutions(solutionl, solution2)
else:

print("New solution not found, none type returned")

return None

def run_scatter_search(self, fold, p_value, refset_size, experiment_name):
last_refset_update=0
number_of_iterations=0
startTime = datetime.now()
ss.diversification(alpha=p_value)
self.populate_refset ()
print("Refset size: " + str(self.refset.get_solution_list_size()))

while(last_refset_update < 20 and number_of_iterations < 500):
soultion = self.subset_generation_method()

if soultion == None:
print("No solutions found...")
break
if self.refset.add_solution_with_checks(soultion) == True:

last_refset_update = 0
#nx. draw_networkz (soultion.get_graph())
plt.show()
else:
last_refset_update = last_refset_update+1
number_of_iterations = number_of_iterations+1

print ("Number of iterations: " + str(number_of_iterations))
print("Last refset update count: " + str(last_refset_update))
print("Refset size: " + str(self.refset.get_solution_list_size()))
self.refset.clean_refset('Y1')

print("Refset size: " + str(self.refset.get_solution_list_size()))
before_refset_limit = self.refset.get_solution_list_size()
self.refset.limit_solutions(solution_limit=refset_size)

print ("Refset size: " + str(self.refset.get_solution_list_size()))
self .refset.run_fit_parameters_for_all_models(fold)
self.refset.score_all_solutions_over_all_data()

solution = self.refset.find_best_solution()
print(solution.get_bayesian_model().get_metrics())

print ("Number of nodes: " + str(solution.get_number_of_nodes()))
self.refset.save_solutions()

mh = self.refset.get_metrics_handler()

solutions = mh.get_top_3_graphs()

for solution in solutions:

print("Accuracy: " + str(solution.get_metrics(metric="accuracy")))
print("-------- \n\n\n\n-------- ")
print("Total runtime: " + str(datetime.now() - startTime))

solutions = mh.get_top_3_graphs()
for solution in solutioms:
bnm = solution.get_bayesian_model()
print (bnm.get_metrics())
print("Nodes: " + str(len(bnm.get_bayesian_model().nodes)) + " Edges: " + str(len(bnm.get_bayesian_model().edges)))
nx.draw_networkx (bnm.get_bayesian_model())
plt.show()
report = self.Reporting(mh)
report.print_report_1()

erc = Experiment_Results()
erc.load_df('../results/pd_results_dataframe.pkl')
i=0
for graph in mh.get_top_3_graphs():
i=i+1
results_row = {'dt': datetime.now(),
'experiment_name': experiment_name,
'model_name': 'scatter search',
'graph': i,
'p_value': p_value,
'refset_size': refset_size,
'before_limit_refset_size': before_refset_limit,
'vertices': graph.get_number_of_nodes(),
'edge': graph.get_number_of_edges(),
'runtime': graph.get_bayesian_model().get_total_time().microseconds/1000,
'folds': fold,
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'samples': df.iloc[:,0].count(),
'population': mh.get_confusion_matrix(graph) ['population'],
'accuracy': graph.get_bayesian_model().get_metrics() ['accuracy'],
'ROC': graph.get_bayesian_model().get_metrics()['roc'],
'‘recall': graph.get_bayesian_model().get_metrics()['recall'],
'precision': graph.get_bayesian_model().get_metrics()['precision'],
'TN': mh.get_confusion_matrix(graph) ['TN'],
'FN': mh.get_confusion_matrix(graph) ['FN'],
'TP': mh.get_confusion_matrix(graph)['TP'],
'FP': mh.get_confusion_matrix(graph) ['FP'],
'NPV': mh.get_confusion_matrix(graph) ['NPV'],
'PPV': mh.get_confusion_matrix(graph) ['PPV'],
'sensitivity': mh.get_confusion_matrix(graph)['sensitivity'l,
'specificity': mh.get_confusion_matrix(graph)['specificity'l,
'PRC': 0}

erc.add_row_as_dict(results_row)

erc.save_df ('../results/pd_results_dataframe.pkl')
return erc
for dataset in datasets:
df = pd.read_csv(dataset['filename'])
df = df.sample(frac=1)
for fold in dataset['folds']:
for p_value in dataset['p_value']:
for refset_size in dataset['refset_size']:
ss = Scatter_Search(df)
erc = ss.run_scatter_search(fold, p_value, refset_size, dataset['name'])

A.2 Data Discretization

A.2.1 Python Libraries

Jmatplotlib inline

import matplotlib
import numpy as np
import pandas as pd

from imblearn.over_sampling import SMOTE

A.2.2 Load Data

df = pd.read_csv("acute-inflammations-diagnosis.csv",header=None)
for label, content in df.iteritems():
if content.dtype == "object":
df [1abel] = content.map(dict(yes=1, no=0))
df1 = df .apply(pd.to_numeric, errors='coerce')

continuous_index = dfl.dtypes[dfl.dtypes == "float64"].index.values.tolist()
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A.2.3 Bin Data

df2 = pd.DataFrame()
for i in df1l.dtypes.index.values.tolist():
if(i in continuous_index):

npa = dfl.iloc[:,i].to_numpy()

npal = npal[™np.isnan(npa)l
bins = np.histogram_bin_edges(npal)
npa2 = np.digitize(npa, bins)

df2.insert(loc=1i,column=i,value=npa2)
else:
series = dfl.iloc[:,1i]

df2.insert(loc=i,column=i,value=series)

A.2.4 Output Dataset

header_names=['X1','X2','X3"','X4','X56"','X6"','X7"','Y1']

oversample = SMOTE()

cols = df2.columns

X = df2.iloc[:,0:1len(cols)-1]

Y = df2.iloc[:,len(cols)-1]

print ("Number of rows before SMOTE: " + str(len(Y)))
X, Y = oversample.fit_resample(X, Y)

print ("Number of rows after SMOTE: " + str(len(Y)))
df3 = pd.DataFrame (X)

df3['Y1'] = pd.Series(Y)

df2.to_csv("acute-inflammations-diagnosis-discretized.csv", index=False, header=header_names)
df3.to_csv("acute-inflammations-diagnosis-discretized-oversampled.csv", \

index=False, header=header_names)






Appendix B

Python libraries and Frameworks

B.1 Libraries

B.1.1 Math

Math provides mathematical functions in python. Key methods used are absolute value,
average, product, logs, factorial, etc.
URL: https://docs.python.org/3/library/math.html

B.1.2 Random

Random provides functionality to generate pseudo-random numbers that can be seeded
for reproducibility. Random offers sampling, shuffling and various probability sampling
distributions.

URL: https://docs.python.org/3/library/random.html

B.1.3 Pickle

Pickle allows objects within python code to be serialized for saving to flat files for reloading
later. This library is used to save python objects containing results and models for use at a
later date.

URL: https://docs.python.org/3/library/pickle.html

B.1.4 Matplotlib

Matplotlib is used for the plotting of charts and graphs. It is useful for the visualisation of
data or graphs. The main use of this library here is to display the graph structure of networks.
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URL: https://matplotlib.org/

B.1.5 Numpy

Numpy offers mathematical functions and data structures such as matrices, lists and vectors.
URL: https://numpy.org/

B.1.6 Pandas

Pandas is used to load structured data in python and handle data operations such as reshaping,
contingency tables, iteration over rows and saving of structured table data to formats such as
CSV.

URL: https://pandas.pydata.org/

B.1.7 NetworkX

NetworkX is a python library for working with structured data of graphs. It has many of the
functions needed to manipulate, store, alter and merge graph structures.
URL.: https://pandas.pydata.org/

B.1.8 Datetime

This library is used for handling start and end times so the runtime of code can be calculated.
The library offers much more and can handle date-time operations and formatting of date
and time stamps.

URL.: https://docs.python.org/3/library/datetime.html

B.1.9 Scipy

Scipy offers many scientific computing functions and algorithms. The use in context here is
for the stats functionality for statistical tests.
URL.: https://scipy.org/

B.1.10 Scikit-learn (Sklearn)

Scikit learn is a machine learning library for python that offers many out of the box ready
to go models. The library also has many machine learning support classes for tasks such as

parameter searching, grid searching, metrics and reporting.
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URL.: https://scikit-learn.org/

B.1.11 IPython

Ipython offers an interactive shell and functions to control the visual output of the jupyter
notebooks.
URL: https://ipython.org/

B.1.12 PyMC3

PyMC3 is a probabilistic bayesian framework for building machine learning models using
bayesian methods.
URL: https://docs.pymc.io/en/v3/

B.1.13 PgmPy

PgmPy is a framework for the modelling of bayesian networks in python. The framework
offers both exact and approximate inference methods. The main type of distribution used in
this framework is conditional probability distributions (tables)

URL: https://pgmpy.org/
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