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Abstract

This thesis investigates two predictive control algorithms designed to en-

hance the performance of a synchronous reluctance motor drive. In partic-

ular, a finite-control set solution approach has been followed. In particular,

this thesis proposes the inclusion of integral terms into the cost function

to ensure zero steady-state errors thus compensating for any model inac-

curacy. In addition, a control effort term is also considered in the online

optimization definition to achieve a quasi-continuous time digital controller

given the high achievable ratio between the sampling frequency and the av-

erage switching frequency. After a comprehensive simulation study showing

the advantages of the proposed approach over the conventional predictive

controller solution over a wide range of operating conditions, several exper-

imental test results are reported. The effectiveness of the proposed control

approach, including a detailed analysis of the effect of the load and speed

variations, is thus fully verified providing useful guidelines for the design of

a direct model predictive controller of synchronous reluctance motor drives.

In addition, this thesis investigates an innovative duty cycle calculation

method for a continuous-control set model predictive control. The for-

mulation of the duty cycles, as well as the introduction of integral terms,

enable good reference tracking performance with zero steady-state error

at fixed switching frequency over the whole current operating range. Low

1



current ripple with smooth and fast dynamics are achievable, making the

proposed control algorithm suitable as a valid alternative in synchronous

reluctance motor drives over the established control methods. Simulations

and experimental results show the effectiveness and the advantages of the

proposed control algorithm over the benchmark.
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Chapter 1

Motivations and Contributions

Nowadays SyRel motors are widely used in numerous applications such

as industrial drives, traction applications, aerospace, etc. SyRel motor

drives present economical advantages over other motor topologies. The ro-

tor structure is an iron core shaped such that the reluctance phenomenon,

whose working principle of the SyRel is based on, is maximized. Despite

this advantage, the system complexity increases, and subsequently the con-

trol design is not trivial. This thesis aims at tackling the difficulty to design

a controller of such an intricate motor drive.

In particular, the method that has been widely established as a benchmark

for the system under investigation is the Field-Oriented Control (FOC)

method. Given the non-linear nature of the SyRel motor, this technique

requires the flux-versus-current maps to tune the controller gains in the

whole operating area. The model predictive control (MPC) approach is

investigated in this thesis to bypass the tuning procedure acknowledging

the non-linear nature of the MPC. In addition, further advancement will

be studied to reduce the torque ripple and augment the robustness of the

system against parameter variations.
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1.1. FIRST RESEARCH QUESTION

1.1 First Research Question

The first goal is to define a controller capable of guaranteeing the same

dynamic performance in the whole operating region without a complex

tuning procedure. Furthermore, the controller has to be robust over pa-

rameter mismatches and perform better than standard solutions.

The main difficulty resides in the non-linear magnetic characteristics of

SyRel motors. Standard proportional-integral-based controllers vary the

system’s performance according to the operating point. Accurate magnetic

model identification procedures are necessary to design the controller and

guarantee the same stability margins and performance in the entire operat-

ing region. Each analyzed operating point is characterized by a unique pair

of proportional and integral gains whose values need to be calculated and

stored for the hardware implementation. This concept is known as gain

scheduling, and it requires a significant portion of the available memory

as well as time-consuming controller designing procedures. The identifi-

cation procedures are essential when linear controllers are considered with

non-linear plants such as the SyRel motor. Another fundamental aspect

necessary to run FOC algorithms is the requirement of high-computational

devices to implement the sinusoidal pulse-width modulation aimed at gen-

erating the control command in motor drive applications. Such difficulty is

typically addressed by employing powerful system-on-chip system-on-chip

(SoC) solutions augmenting the complexity of the system.

To guarantee consistent performance over the whole operating region with-

out the need for complex tuning procedures, non-linear controllers such as

the Finite Control Set Model Predictive Control (FCS-MPC) are more suit-

able for the case study. The system identification is still required though

because the FCS-MPC is a model-based controller. The identified mag-
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1.1. FIRST RESEARCH QUESTION

netic characteristics can be included in the implementation to guarantee

accurate reference tracking with no performance variation when varying

the operating point.

Typically, standard FCS-MPCs are not robust to parameter variations.

Poor steady-state performance is observable when the model has not been

accurately identified. Thus to improve the system’s robustness, an inte-

gral of the error term has been introduced in this work. Even though the

considered system is highly non-linear, the integral of the error gains can

be easily tuned regardless of the operating point. The computational com-

plexity introduced due to the integral terms included did not increase the

computational overhead compared to other approaches found in the liter-

ature. The associated computational cost resulted as less demanding than

other existing solutions in literature, mainly based on the augmented state

of the systems.

Standard FCS-MPCs are prone to a low sampling-to-switching frequency

ratio leading to a coarsely sampled time axis. The introduction of the con-

trol effort in the online optimization problem enables higher granularity of

switching operations and, consequently, more favorable steady-state per-

formance. When low sampling frequencies are used, then low granularity

of switching results. If a low-cost microprocessor is used—which does not

have sufficient computational resources—then such an inferior performance

can result. This typically leads to inferior steady-state and transient per-

formance. If, on the other hand, more powerful microprocessors are used,

or an Field Programmable Gate Array (FPGA), or a system-on-chip so-

lution (as in this work) to undertake all the implementation tasks, then a

higher sampling frequency can be used. This increases the granularity of

switching and thus the system performance. As the cost of microprocessors

decreases and the available computational power increases, the potential of
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1.2. SECOND RESEARCH QUESTION

more computationally demanding control methods, such as the FCS-MPC

proposed in this work, will be fully harvested.

1.2 Second Research Question

A further investigation was carried out on the same SyRel motor drive

aimed at identifying a predictive controller featuring a constant switching

frequency, capable to operate in the overmodulation region without losing

the reference tracking, and robust to parameter mismatch.

FCS-MPC algorithms are prone to non-constant switching patterns. This

aspect is not desirable when output filters have to be included and designed.

To this end, a M-MPC, was considered. The control approach followed the

geometric criteria inherently applicable for the considered configuration

(i.e., a SyRel driven by a 2L-VSI) to facilitate a greater controller design

simplicity by avoiding the use of weighting factors. The classical formula-

tion of the cost function does not allow for such flexibility unless additional

hard and soft constraints are included in the optimization problem.

Furthermore, the designed controller can achieve enhance reference tracking

performance than standard controllers such as PI-based FOC and deadbeat

control techniques in the overmodulation region. That has been achieved

thanks to a self-saturation mechanism based on the closest achievable tar-

get that enables the full utilization of the dc-link. In addition, the system’s

robustness against parameter variations was improved by adding integral

terms with an anti-windup mechanism based on the target coordinates to

mitigate the overshoots when the input command saturates. The corre-

sponding integral gains are enabled without the need for significant tuning

procedures, as is the case with PI controllers.
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1.2. SECOND RESEARCH QUESTION

Overall, the benchmark control algorithms have been challenged by the

proposed M-MPC and the results showed how the control approach con-

sidered performs better than traditional methods with a reduced current

distortion in SyRel drive applications.
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Chapter 2

Theoretical Background

2.1 Introduction

The global electric motor market is worth USD 113.14 billion in 2021 and

is projected to grow to USD 181.89 billion by 2028 at a compound annual

growth rate of 7.0%. The AC motor segment is projected to hold a sig-

nificant market share (59.7%) owing to the extensive use of AC motors in

numerous applications [5]. The global electricity demand and consumption

are continuously growing, and policies that boost energy efficiency are vital

to meet global climate ambitions in terms of reducing CO2 emissions, and

consumers would still benefit from lower overall costs.

Nowadays, Permanent Magnet Synchronous Machine (PMSM) are the dom-

inant motors employed in many applications acknowledged for their high

efficiency, high torque density, and desirable wide speed range performance.

Permanent Magnet (PM) materials are the most important elements of

PMSMs and their dramatic rise in price have directed the research towards

rare-earth-free machines. Furthermore, the design challenge of the magnets
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2.1. INTRODUCTION

Figure 2.1: Different types of rotor topologies [1].

is not trivial. A PM-free alternative resides in the Synchronous Reluctance

(SyRel) motor. The rotor design of a SyRel motors distinguishes it from

its Induction Motor (IM)s and PMSM counterparts although it is widely

considered a PMSM subcategory.

In Fig. 2.1 are shown some of the aforementioned electrical machine types

with the corresponding rotor structure, the main applications and the main

features of each [1].

The rotor design of Synchronous Reluctance (SyRel) distinguishes it from

its IM and PMSM counterparts. Indeed, lack of winding and PMs result in

the lower core and bearing temperature with negligible rotor losses [6]. As

its name suggests, the SyRel rotor structure is made by an iron core and

shaped such that it produces reluctance torque resulting from changing the

magnetic reluctance. The magnetic flux produced by the stator current

flows into the lowest reluctance path. Hence, if the rotor is not aligned

with the flux, the reluctance torque will turn the rotor in the direction

with minimum magnetic resistance.

9



2.1. INTRODUCTION

In comparison with PMSM and IM, Synchronous Reluctance (SyRel) at-

tains higher reliability, higher speed range, comparable efficiency in the

same power range with the same frame size, higher power density and

higher torque-per-ampere ratio [1]. In this sense, SyRel offers the high

performance of PMSM, while it can be as cheap, simple, and as service-

friendly as IM. These specifications are notable reasons to consider SyRel as

a cost-efficient alternative to be employed in many industrial applications.

On the other hand, the SyRel motors have a few drawbacks. The power fac-

tor is low and it depends on the saliency ratio. Higher saliency ratios enable

higher electromagnetic torques. In applications where the reactive power

exchanged with the source has to be limited, the mitigation of the reactive

power is essential. An open-end winding configuration with a dual-inverter

and a floating capacitor solution has been investigated in [7] to suppress the

reactive power of the drive with the plus benefit of extending the torque-

versus-speed characteristic compared to the single-inverter solution. Given

the anisotropic nature of the rotor, the torque ripple can be significant and

considered as one of the main difficulty to take into account. In particular,

advanced rotor design has permitted the enhancement of the saliency ratio

to address the reduction of the torque ripples through optimization of the

rotor structure. Among proposed design solutions, rotor skewing can halve

the torque ripples of SyRel, and asymmetric rotor flux barriers decrease

the torque ripples significantly.

Another downside of SyRel motors resides in the highly non-linear magnetic

behavior to be considered in the modeling [8]. The most critical aspect of

an accurate representation of SyRel motors employs laborious identification

procedures aimed to identify the relation between flux linkage and stator

current. High and predictable control performance is achievable when ac-

curate knowledge of inductance and stator resistance is available.
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2.2. MAGNETIC MODEL IDENTIFICATION PROCEDURES

SyRel machines can have poor low-speed performance, which means they

may not be suitable for applications that require high torque at low speeds.

SyRel machines may produce more noise and vibration than PMSMs, which

can be a disadvantage in applications where low noise and vibration are

important. Overall, the choice of electric motor depends on the specific

application and the requirements for efficiency, power density, control com-

plexity, and other factors. Each type of motor has its strengths and weak-

nesses, and the best choice depends on the specific needs of the application

2.2 Magnetic Model Identification Procedures

The magnetic model is the relation between the machine flux linkage and

current usually chosen in a rotor reference frame. The self-axis saturation

phenomenon in Synchronous Reluctance (SyRel) motors consists of the d

and q machine flux linkage components assumed as non linear function of

both d- and q-axis current components. As far as the so-called “cross-

saturation” phenomenon, the d-and q-axis flux linkage is affected by q-and

d-axis current, respectively. So d-axis flux paths become more saturated

as a consequence of larger iq. Therefore, the flux linkages are usually two-

dimensional (2-D) functions of d- and the q-axis currents.

Given the importance of having an accurate representation of the magnetic

flux maps, follows a description of the existing identification procedures

aimed to identify the flux-versus-current characteristics and other signifi-

cant parameters of SyRel motor drives. Two main categories can be found

in literature based on online and offline identification procedures and a

classification of the experimental approaches is depicted in Fig. 2.2. The

former was recently outlined in [9] for PMSM, and they rely on real-time
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Online Methods

Offline Methods

Self-Commissioning

State Observers

RLS or LMS with HF signal Injection HF Voltage Injection

HF Current InjectionNeural Network with HF signal Injection

Recursive Algorithms 

Standstill

Constant Speed

Dynamic

Without Rotor Locking

With Rotor Locking

ACCurrent Injection

ACVoltage Injection

Figure 2.2: Classification of parameters identification procedures applicable to
SyRel motor drives.

estimation methods primarily concerned with acquiring electrical and me-

chanical parameters. The latter was surveyed by [10] and the basic concept

is to run specific preoperative tests aimed at identifying system parameters

needed to enhance the performance during ordinary operations.

2.2.1 Online Parameters Identification Procedures

The online parameter identification procedures are methods aimed at esti-

mating and updating the parameters of the systems in real time. One of

the most straightforward approaches to evaluate the system’s parameters

reside in state observers, such as Luenberger observer [9]. However, the

performance of the Luenberger observer drastically drops when employed

with non-linear systems. For this reason, more complex techniques such

as reclusive least square RLS and LMS algorithms come into place and

combine state observers with high frequency (HF) signals injection. Other

methods based on artificial intelligence and Adaline Neural network ANN,

combined with HF signals injection and optimization processes, can also

be found in the literature (i.e., see [9]). In other cases, powerful recursive

observers such as extended Kalman filter (EKF) [11] or model reference

adaptive system [12] are employed.
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2.2. MAGNETIC MODEL IDENTIFICATION PROCEDURES

Most online parameter estimation methods are based on the system’s equa-

tions and they suffer from several issues. First of all, if the rank of the ma-

trix based on the dynamic equations of the system is less than the number

of parameters to be identified, then the matrix results are rank-deficient.

In that case, the estimations are not accurate. Another common limit of

these algorithms is the high computational burden due to inverse matrix

computation. For this reason, sometimes the full-order EKF are divided

into two independent reduced-order EKF [13].

To solve the ill-convergence problem and realize the simultaneous estima-

tion of multiple parameters, some online estimation methods propose to

fix one or two parameters to their nominal value and evaluate the miss-

ing ones online. It reduces the number of estimates and allows them to

address the rank-deficient problem [14]. The precision of the estimated pa-

rameters suffers from the variations of the fixed and unidentified quantities.

Other research works propose to employ some online parameter estimation

algorithms to identify a subset of the machine parameters while using of-

fline measurements for the remaining parameters [15]. Other researchers

suggested introducing additional devices, i.e. thermal sensors, and power/-

torque meters to solve the ill-convergence problem [16]. It increases the cost

and the complexity of the overall system as it requires additional devices

or constructional changes.

In addition, model uncertainties and measurement noise deteriorate the es-

timates. This so-called ill-condition implies that the estimations are very

sensitive to perturbations in the input and output data. Small changes

in the measurements result in large changes in the estimations. Since the

voltage measurements of the terminal voltage are difficult, reference volt-

ages are often employed for the estimation, but they suffer from inverter

nonlinearities.
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2.2. MAGNETIC MODEL IDENTIFICATION PROCEDURES

Other online identification methods rely on injecting disturbance signals

allowing the full-rank reference model. In this case, the injected signal will

introduce additional reluctance torque with subsequent ripple.

Besides the described issues among the online parameter estimation algo-

rithms, these techniques rely on offline methods for validations, the reason

why more attention was paid to offline approaches.

2.2.2 Offline Parameters Identification Procedures

The offline identification methods rely on preoperation tests conducted at

specific conditions to highlight the desired parameter of interest. The most

common operations through which those tests are performed include stand-

still operations with and without rotor locking [17, 18], constant speed tests

[19, 20] (or emf-method), and dynamic tests [21, 22]. In the case of SyRel

drives, the parameters of interest include stator resistance, inductances,

and flux-versus-current maps. For instance, stator resistance can be esti-

mated at standstill through d-axis close loop current control for two dif-

ferent current levels of the same sign [23]. The resistance is obtained from

the ratio of the voltage reference and measured current differences with the

controller roughly tuned as only steady-state values of voltages and current

are needed. Among several acknowledged procedures, the d- and q-axis in-

ductances’ can be evaluated through standstill tests by injecting sinusoidal

current signals along the respective axes [23]. The standstill operations

during these kinds of tests require a sufficiently high frequency of the in-

jected AC signals in order to have the generated force filtered out by the

moving mass. The voltage reference and the measured currents are used

to evaluate the total impedance along each axis, whose the inductive com-

ponent can be derived from. The d- and q-axis flux maps can be attained,
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2.2. MAGNETIC MODEL IDENTIFICATION PROCEDURES

i.e, by using constant speed tests by injecting the respective current axis

component. These tests consider the steady state voltage equation with

voltage references, measured current, and estimated rotational speed for

the evaluation [24]. In the following, particular attention was focused on

the identification of the flux versus current characteristics. The standstill

tests’ main idea relies on the excitation of the system with DC, AC, or

HF signals and observing and monitoring the system response. Since the

tests run at a standstill or quasi-standstill, the speed-dependent term in

the voltage balance equation can be neglected. For a given voltage signal,

the stator current is measured and the time-derivative of the stator current

in rotor coordinates is computed. The inductance along the axis can be

achieved from the calculated flux linkage. Standstill operations are guaran-

teed by physically locking the rotor in a fixed position, injecting signals in a

way to avoid torque-generating current components, or injecting HF signal

whose resulting torque oscillations around the initial position are filtered

out by the moving mass.

In [21], a capacitor discharge method enables the calculation of the self-

axis inductance but it does not take into account the cross-magnetization

effects. In [25] a DC decay test is used to estimate both the self- and cross-

axis saturation phenomenon. The aforementioned methods rely on the

availability of testing facilities with expensive laboratory equipment, i.e.,

signal generators, power analyzers under prescribed supply and ambient

conditions, and qualified personnel.

These methods become impracticable when the machine cannot be de-

tached from its load. Under such conditions, self-commissioning [26] of the

drive system thus comes into play, consisting of an automatic determination

of machine electrical parameters before the drive is put in continuous op-

eration. These techniques employ computational algorithms executable on
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low-cost microcontrollers, a power converter, and available sensors with the

least operator intervention and practically no available information about

the machine. These procedures are executed in an as short time as possible

without rotor locking or at standstill. The recorded data is post-processed

to obtain the parameters of interest. However, when a power electronics

converter is used for characterizations, the knowledge of the actual volt-

age applied to the machine becomes imperative and any error caused by

the inverter dead-time or the ON-state resistance must be addressed or

compensated. It has also to be remarked that the accuracy of these pro-

cedures is poor due to a lack of accurate measurement and analysis tools.

Among the self-commissioning methods, in [23] alternating d- and q-axis si-

nusoidal current signals are injected without rotor locking mechanisms; the

impedance along each axis and subsequently the inductance is estimated

through the controller computed voltage references, and the measured cur-

rents. In [27] the same concepts are tested considering a dc-biased AC test

current. In [28, 29, 30, 31] the transient current response to HF voltage

steps is used to evaluate the motor inductances and the flux linkage maps.

However, the estimation of the flux-linkage based on integral calculations

might lead to large drifts due to noise and DC offsets in the current mea-

surements. Furthermore, the effect of the inverter nonlinearities should be

taken into account as reference voltages are considered in the estimation

instead of the actual voltages.

As far as the constant speed tests, also known as the emf-method, require

an additional machine mechanically coupled to the machine under test act-

ing as a dyno that maintains the shaft at a constant speed. Contrary to

standstill tests, the flux estimation relies on the speed-dependent term at

steady-state [32, 20, 19]. During the test, constant current on the d- and

q-axis are applied and the flux is computed using the feedback current and
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2.2. MAGNETIC MODEL IDENTIFICATION PROCEDURES

the reference voltage vector. The inductances can be evaluated from the

estimated flux-versus-current maps. The value of the resistance and its

thermal effect are important to consider, even though the term has a lower

weight concerning the emf-voltage when compared to the standstill meth-

ods. Also, in this case, the distortion introduced by the inverter nonlinear-

ities [23] alter the estimation due to the dead time switching events and

voltage drops across the semiconductors. This effect can be compensated

within the measurements. The noise during measurements and periodic

disturbances are minimized throughout the identification process by aver-

aging the measurements over one mechanical rotor revolution. Dynamic

tests without additional brake or prime mover, when the machine acceler-

ates or brakes have also been considered such as in [22]. In this case, the

dyno is not needed and the method does not require information about

the stator phase resistance, and no open-loop integrator is used for the

flux estimation which makes this method robust against temperature and

measurements drift effects even though is considered the least established

method for validation.

Once the flux maps are identified, they can be included in control algo-

rithms via look-up tables or explicit functions [20, 33]. The LUT is a

simple way to model the saturation characteristics but it needs a large

memory to save the data acquired. Furthermore, the LUT is discontinuous

and defined only in the acquired range, and the interpolation may not be

very efficient. On the other hand, the explicit continuous functions are

preferable to avoid storing loads of measurement data in a continuous and

differentiable manner. For simplicity, in this work, the LUT solution has

been considered.

Among the offline identification procedures, other stand-alone criteria can

be found. Analytical and Numerical methods rely on finite element mod-
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eling of the electrical machines such as in [34] and [32] where winding

functions are used to evaluate the flux maps. However, such tools require

confidential information such as material properties, shape, and manufac-

turing tolerance held by motor designers. A practical approach employs

analytical equations as well as the machine’s nameplate data. However, it

can serve as a preliminary source of information although the parameters

thus obtained are grossly approximated and provide valuable input for fur-

ther identifications. The described methods can accurately serve parameter

identification purposes. Nevertheless, as well as for the online identification

methods, it is worth to remark the limits of the flux maps procedures. First

of all, it is not computationally free the implementation of LUT or explicit

functions of several variables. In addition, the offline methods also fail to

deal with any changes in the machine parameters during operation such as

temperature hikes, magnetic saturation, and aging factors. However, the

procedure given by [19] was the one followed in this thesis to characterize

the studied SyRel drive and it will be further described in Sect. 3.3. This

procedure falls into the constant speed test group and it acknowledges that

stator voltage drop is inherently compensated, and given the numerous

applications of such method, it can be considered the state-of-the-art for

PMSM motors magnetic model identification.

Once the flux linkages versus current characteristics are known, favorable

operating points such as maximum torque per ampere Maximum Torque

per Ampere (MTPA) and maximum torque per voltage MTPV trajectory

can be identified and imposed to minimize the power losses.
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2.3 SyRel Control Techniques: State of the

Art

The advent of powerful microcontrollers and microprocessors at low cost

gives to researchers the flexibility to test numerous control approaches to

reach the desired performance. The control techniques are aimed at finding

the actuation command to control the torque, speed, and position of the

electric motors.

The stability over the whole operating region is the key feature the con-

troller has to guarantee. The first goal of the control algorithms in electric

drive applications is to achieve the desired performance at steady-state

and during transients. A good control design allows tracking the reference

signals while minimizing the torque ripple, which leads to lower acoustic

noise and higher efficiency of the system. Linked to the torque ripple is

the overall current harmonic content to be reduced, or specific harmonics

to be suppressed.

Another essential feature worth mentioning is the robustness against pa-

rameter variation (e.g., stator resistance and inductance), external distur-

bances (e.g., load), and measurements noise are one of the main features

investigated by the researchers to achieve high-performance control sys-

tems. Variations due to the temperature and saturation phenomena are

likely to degrade control accuracy leading to instability.

In VFD applications, high performance at high speeds in the flux weakening

region is of paramount importance, especially in traction applications. The

selection of specific operation trajectories such as the MTPA or the Max-

imum Torque per Voltage (MTPV) is aimed to minimize the power losses

guaranteeing the maximum achievable torque at high speed. The practical
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difficulty of implementing the control algorithm is another feature to be

considered. The simplicity of a control method denotes less computational

burden, thus preferable to low-cost control platforms. The performance

of the control methods in transient mode is also crucial to pay attention

to. Ideally, a control system should guarantee as fast a dynamic response

as possible in terms of rising time and settling time while mitigating the

overshoots. The rest of this section describes the main control methods

and the achievements in this area that have been recently presented in the

literature.

In practice, control strategies for motors including SyRel are classified as

scalar and vector control methods. Scalar control methods are by far the

simplest control techniques, mainly known as V/f control methods. There-

fore, if a simple control algorithm is looked for, scalar control can be a

desirable choice. They can be applied in open-loop or closed-loop control

systems with current and speed sensors or with a sensorless control ap-

proach. These techniques consist of generating the voltages with a certain

amplitude and frequency whose ratio is kept constant. This simple con-

cept makes the methods applicable to many low-cost-demanding purposes.

However, the tracking of the commanded signals is not guaranteed and

poor dynamic performance is observable.

Field-Oriented Control (FOC), Direct Torque Control (DTC), and model

predictive control (MPC) methods belong to the vector control category

and they result significantly more effective than scalar approaches. These

methods have been described in tons of papers in the last decades and they

are widely established in the industry as well. The next subsection presents

this methods in detail to report the most recent developments.
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Figure 2.3: FOC block diagram.

2.3.1 Field-oriented Control

The FOC method is one of the most widely used control techniques in

VFD applications. Acknowledging the effectiveness of this control method,

low ripple, and the constant switching frequency features, it can be consid-

ered one of the most established benchmark for SyRel drive applications.

This method is based on Proportional-Integral (PI) controllers in the syn-

chronous reference frame (see Fig. 2.3). The advantages of FOC are as fol-

lows: 1) high steady-state performance; 2)precise current control; 3) simple

implementation of the method; 4) simple compatibility with many AC mo-

tors; 5) simple modulation system implementation; 6) constant switching

frequency.

To achieve superior performance, some hybrid control methods are devel-

oped, such as Direct-Flux Vector Control (DFVC) [35, 36]. DFVC is a

combination of FOC and DTC, regulating the stator flux amplitude di-

rectly. This control method controls the q-axis current in the stator flux

reference frame instead of torque (as in DTC), which is convenient in the

field-weakening operation of the motor as it is applied to AC motors in-

cluding SyRel. This method keeps the high performance of FOC with the

relatively high dynamic of DTC. However, the stator resistance variation
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results in significant errors in the estimated stator flux, especially at low

speeds when the voltage drop across the stator resistance is comparable to

the back-EMF. The stator resistance varies with the temperature, and if

the stator resistance estimate is considerably bigger than the actual value

the system may become unstable. Considering the voltage equation to es-

timate the stator flux, the accuracy of the estimate significantly depends

on the variations of the stator inductance. Usually, the stator inductance

decreases with increasing stator current. As such, the online estimation or

offline identification procedure of stator resistance or inductance is often

required to achieve adequate performance. The previous observations make

the proportional and integral gains of the current regulators harder to tune.

In fact, the machine parameter variation indirectly affects the control per-

formance of FOC, even though the control strategy directly employs neither

of them whereas PI regulators would require gain adaptation throughout

the torque-speed domain [37]. In overall, FOC has a simple control scheme

that makes it easy to be implemented in practical applications. The switch-

ing frequency of FOC is inherently constant. But the switching frequency

of FOC is typically high for a given sampling frequency, which means it is

suitable for low-power applications. However, the recent advance of SiC-

based technology power modules in standard converters reduced the issues

related to high-frequency applications and the subsequent power losses on

the converter, making this controller well-suited for high-power applica-

tions. In general, the FOC is well suited for linear systems acknowledged

by the linearity of the PI controllers, thus, the adoption of this method

in a nonlinear system such as the SyRel motor makes the tuning and the

implementation more complex. Other concerns about the FOC method are

the complexity of S-PWM modules implementation that require the usage

of devices such as FPGA over DSP or microcontrollers due to limits in the

hardware capacity, i.e., the operating sampling frequency.
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2.3.2 Direct Torque Control

Direct Torque Control (DTC) is another possibility to control SyRel drives

[38, 39, 40], even though it is more prone to higher torque ripple. In the

Direct Torque Control (DTC) method, the instantaneous torque of the

motor, as well as stator flux linkage, are directly controlled in a stationary

reference frame avoiding the Park coordinates transformations (see Fig.

2.4). The switching table is implemented as a LUT, as well as hysteresis

controllers opt for a defined combination of switching sequences with re-

gard to the inputs. The inputs of the switching table are the stator flux

and torque errors along with the sector of the stator flux. Stator flux and

torque estimators are carried out through observers based on the stator

voltage equation which establishes the predominant computation burden.

The selected actuating signal is applied for the whole sampling period caus-

ing the motor torque to increase/decrease to a higher/lower value than the

demanded torque. The resulting high torque and flux ripples are due to

the lack of control actions during one sampling interval. A viable solution

is proposed in [41], where active voltage vectors are employed for some

period of sampling time and apply zero voltages for the rest of the sam-

pling time. In this way, the hysteresis bands are not violated, and notably

reduced torque and flux undulations are achievable. Besides, a notably

higher switching frequency occurs in switches.

In general, DTC assures higher transient torque control performance. Fur-

thermore, it is robust against parameter variations and it is viable in servo

applications due to the fast dynamic. In general, the users who are seek-

ing a better transient response, rather than a steady-state response, are

inclined to DTC.
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2.3.3 Model Predictive Control

An interesting alternative to the aforementioned control techniques belong-

ing to the vector control family is model predictive control model predictive

control (MPC), especially in its direct and indirect form known as finite con-

trol set MPC Finite Control Set Model Predictive Control (FCS-MPC) [42]

and Modulated Model-Predictive Control (M-MPC), respectively. Such a

control strategy can effectively deal with complex, constrained, non-linear

systems such as SyRel motor drives. Aimed to achieve fast dynamic re-

sponse, null steady-state errors, and accurate tracking of control variables,

electrical parameters and the nonlinear magnetic characteristics of Syn-

chronous Reluctance (SyRel) motors need to be accurately identified for

both design and control purposes. Acknowledged the model-based nature

of such control techniques, mismatch or variations on the estimated param-

eters lead to poor control performance [43] and the non-constant switching

frequency might limit the number of applications where the FCS-MPC can

be employed. However, the high potential and the increasing interest from

the researchers in the MPC algorithms, with the advent of powerful mi-

croprocessors at low cost, makes these strategies of high interest in drives

applications.
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Indirect MPC inherently overcomes the non-constant switching frequency

issue of FCS-MPC and higher robustness versus parameters variations as

well as lower current distortions and, consequently, a reduced torque ripple

are achievable while still keeping competitive dynamic performance.

2.3.3.1 Finite-Control-Set Model-Predictive Control

FCS-MPC is nowadays particularly relevant thanks to the readily available

hardware and software solutions that can deal with the associated under-

lying computational complexity of MPC algorithms, which used to be the

main barrier to its adoption in the past. FCS-MPC is conceptually simple

since the quality of the system behavior is quantified by a cost function

that captures the control objectives. This function is evaluated for each

one of the possible switch positions of the converter, and the one resulting

in the minimum cost is selected and applied to the converter.

As can be seen in literature [44], usually the cost functions of FCS-MPCs

take into account the reference tracking error terms [45]. However, as ex-

plained in [44], lack of penalization of the control effort can lead to poor

performance due to the low switching granularity, i.e., low sampling-to-

switching frequency ratio. The control effort factor was considered in sev-

eral works aimed to minimize the switching losses as in [46], where the

change of the switching state was penalized to reduce the commutation

losses of a matrix converter. The same approach was adopted in [47] and

[48] to control a PMSM and a SyRel, respectively. In [48], particular focus

was given to the prediction horizon to enhance the MPC performance at

steady-state, even though just simulation results were provided. For this

reason, in this work, conventional FCS-MPC is revisited, and special at-

tention is paid to the impact of the control weighting factor on the cost
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function to improve the steady-state performance of the drive, while not

deteriorating its dynamic behavior.

Another typical issue inherent to model-based control strategies, such as

FCS-MPC, is the usually inaccurate and/or incomplete knowledge of the

model of the system, leading to steady-state errors that can adversely af-

fect the reference tracking performance of the controller [49]. As far as

SyRel drives are concerned, accurate identification of the magnetic model

and inverter non-linearities is needed. Several approaches have been em-

ployed to tackle the model inaccuracies such as in [50], where the adoption

of an online least-squares system identification can significantly improve

the reference tracking behavior of MPC. In [51], an integral term was in-

cluded in the cost function to deal with potential steady-state errors. The

latter approach is the one followed in this work due to its simplicity and

straightforward adaptability.

In order to implement MPC strategies, two stringent hardware criteria

must be satisfied. Firstly, the computing capability of the controller must

be sufficiently high to execute the control algorithm in real-time. This is

addressed by economically affordable digital control chips based on field-

programmable gate arrays (FPGAs) and digital signal processors(DSPs)

capable of handling computationally demanding algorithms like FCS-MPC.

Furthermore, the power modules of the driving converter must ensure high

switching frequencies while respecting the physical limitations imposed by

the semiconductor devices. The adoption of silicon-carbide (SiC) power

switches allows keeping the operating temperature within the safe work-

ing region of the devices while running at very high switching frequencies

[52, 53]. Compared with Si isolated-gate bipolar transistor (IGBT), the

SiC devices allow for higher operation temperature without suffering from

intrinsic conduction effects because of the wide energy bandgap and thus
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Figure 2.5: FCS-MPC block diagram.

lower specific on-resistance; they also feature higher breakdown electric

field, making them very suitable for higher switching speed and less switch-

ing loss [54], which are the FCS-MPC’s requirements to enhance the drive

performance.

According to the working principle of FCS-MPC, the system behavior is

predicted for all feasible actuating commands. The one that minimizes a

given cost function is selected and applied to the power converter (see Fig.

2.5). Nevertheless, [44] states that the lack of the control effort penalization

leads to poor performance and, consequently, a low granularity of switching.

Several studies considered the control effort in their cost functions, such as

in [46], where the penalization in the change of the switching state results

in a reduction in the commutation losses of a matrix converter. The same

practice was adopted in [48] and [47] to control a PMSM and a SyRel,

respectively. The latter provides simulation results focused on extending

the prediction horizon to enhance the MPC performance at steady-state.

Another common difficulty with FCS-MPC is that inaccurate knowledge

of the system model can negatively influence the reference tracking per-

formance of the controller [49]. When it comes to SyRel drives, a precise

identification procedure of the nonlinear magnetic model is required, unless

the controller inherently compensates for any potential model mismatches.

27



2.3. SYREL CONTROL TECHNIQUES: STATE OF THE ART

A few approaches have been proposed, mainly applied to PMSMs, to im-

prove the robustness of FCS-MPC. In [51, 55], the integral of the state

was included in the cost function, resulting in an augmented prediction

model of the PMSM. In [50], real-time least-squares system identification

was adopted to correct any set-point deviations. In [3], an integral term

was added to the cost function without augmenting the system state. How-

ever, it has to be underlined that including an integral term within the cost

function, calculated based on the state prediction, increases the algorithm

complexity and its computational burden.

2.3.3.2 Modulated Model Predictive Control

Other papers have appeared in the scientific literature proposing modulated

approaches resulting in fixed switching frequency and reduced torque ripple

(see Fig. 2.6). This approach consists of evaluating the time application of

two or more switching states according to the defined online optimization

process. In [56] and [4], novel actuating selection criteria with a subsequent

duty cycle calculation were considered to control PMSM drives. The same

approach was used in [57] to control the electromagnetic torque and the

reactive power of a doubly-fed induction machine. A similar approach

aimed at achieving constant switching frequency was introduced in [58] to

control an RL load throughout a matrix converter.

In the existing literature, fixed frequency CCS-MPC algorithms applied to

SyRel drives are barely found, and the few that are cited below assume

the SyRel as a linear system neglecting saturation phenomena. In [59],

the duty cycle computation is based on a sequential optimization of cost

functions which leads to non-optimal solutions [44]. Furthermore, only sim-

ulation results were provided. In [60], a different approach was followed to
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Figure 2.6: M-MPC block diagram.

compute the duty cycle to control a four-switch three-phase inverter-fed

linear SyRel. In those papers, an accurate assessment of the overmodula-

tion region, as well as a robustness analysis against parameters variation,

were missing. Both the FCS-MPC and CCS-MPC approaches show poor

reference tracking performance under parameter mismatches.

Dead beat current control (M-MPC) is categorised as belonging to the

CCS-MPC family [44]. It is one of the solutions adopted to achieve high-

bandwidth control loop at fixed switching frequency [41]. This method

computes the actuation command based on the model characteristics, thus

deterioration of Dead beat current control (M-MPC) performance and even-

tual instability might occur due to mismatch in model parameters, un-

modelled delays, dead-time effects, and other errors in the model. All the

methods belonging to the CCS-MPC category recently appeared in the

scientific literature did not deeply investigate how to improve the robust-

ness of the control. A few papers have introduced integrating terms based

on the state increment [61, 62, 63, 64, 65, 66] which can successfully ad-

dress the problem but increasing the system complexity and the number of

computations significantly.

29



2.3. SYREL CONTROL TECHNIQUES: STATE OF THE ART

2.3.4 Other Control Techniques on SyRel Motor Drives

Other sophisticated control techniques applicable to SyRel motor drives

are reported in the following under the group defined as ”Others.” Given

the enormous number of variants for all the control strategies existing in

the literature and all the possible combinations among them, a unique

classification is highly complex to define. For this reason, the control tech-

niques mentioned in the following are the few recently developed with high

potential to become new benchmarks in SyRel motor drive applications.

2.3.4.1 Model-Free Control

Recently, model-free or non-parametric model predictive control (MPC)

emerged in electric drives with sophisticated disturbance observers such as

Ultra-local Modeling (ULM) and auto-regressive exogenous (ARX) model-

ing. They compute the actuation commands according to an optimization

problem based on past measurements, whose data are stored in LUT. These

techniques have shown competitive performance in PMSM drives [67, 68]

but they have not been deeply investigated on SyRel drives. A few ap-

plications can be found in [69] and [70]. However, model-free MPCs are

prone to several issues: the principal one is named stagnation, consisting

in applying the same actuation state for several samples due to a lack of

previous information occurring during the start-up. It may require several

samples to have sufficient data to provide a good modeling. As stated and

proved in [71], model-free controllers show poorer steady-state performance

when compared to model-based with SyRel drives.
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2.3.4.2 Deviation Model-Based Control

In [72] and [73], a new control method for a SyRel drive was introduced

where the commonly used PI current regulators are replaced by novel devi-

ation equations. Compared to the IMs and PMSMs counterparts, the lack

of parts mounted on the rotor enables a higher speed range. The rotational

force can reach higher thresholds set by the structural stress of the rotor

core weakened by rotor barriers designed to guide the flux streamlines. As

its name suggests, this method benefits from a deviation model of the mo-

tor for control. With this approach, the model of the motor is simplified

through normalization to obtain the deviation model of the motor. Then,

the deviation model of the motor is utilized to compute the actuation for

the system. As a result, the proposed approach provides a simple con-

trol scheme with no need for parameter knowledge and controller tuning.

This approach contributes to other electrical drives to simplify the machine

equations, reduce control complexities, such as the number of conventional

controllers, and overcome the problem of machine parameter dependency.

In [72], the Deviation Model-Based Control (DMBC) of SyRel is proposed

in comparison with FOC and DTC. The method shows simpler and more

robust control against parameters’ variation compared to the FOC. Be-

sides, Deviation Model-Based Control (DMBC) presents less torque ripple,

higher dynamic, and better flux regulation at startup when compared with

DTC and there is no need for PI calibration. However, given the number

of citations on this approach, this technique is not yet mature and further

investigations are required to consider it as a solid benchmark.
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2.3.4.3 Sliding Mode Control Technique

The sliding mode control (SMC) [74] is a controller well suited for highly

nonlinear time-varying systems such as SyRel motor drives. The SMC

features strong robustness, disturbances rejection, and fast response to

uncertainties control including certain internal parameter variations and

external disturbances. On the other hand, this control method typically

features unwanted oscillations known as chattering phenomena. An at-

tempt to mitigate such oscillations was conducted in [75] by employing an

augmented-order version of the SMC. Lower chattering and higher accu-

racy were achieved for a SyRel motor drive application. Such nonlinear

controllers combine intelligent and adaptive control methods to identify

the uncertainty in SyRel drives.

2.3.4.4 Artificial Intelligence Control Techniques

Traditionally, all the conventional control methods are based on machines’

models or some predefined strategies. To alter this classic view on the

control system, lately, artificial intelligence-based controllers have been im-

plemented in the power electronics and drive systems. To name a few,

Fuzzy Logic (FL), Artificial Neural Network (ANN), and Adaptive Re-

current Fuzzy Neural Network (ARFNN) are the methods that have been

studied for SyRel drives. This provides a control system with characteris-

tics compatible with the physical components. Lower cost in comparison

with the traditional systems, higher efficiency, more robust system, more

reliable, more customizable, and the possibility to emulate human deduc-

tive thinking are some advantages of FL control [76]. The drawback of

fuzzy control can be the need for high human expertise and regular updat-

ing of rules, not applicable for much smaller or larger data than historical
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data, and the requirement for massive data.
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Chapter 3

SyRel Drive Modelling

In this chapter, the mathematical model used to carry out the simulation

studies on the SyRel drive is described. Firstly, the converter model is

given by considering an ideal approach with an instantaneous switching

pattern, and neglecting the conducting and the switching losses. Secondly,

the motor model is derived, and the experimental test results, aimed at

identifying the fluxes-versus-current maps, are presented to show the SyRel

non-linearities to characterize the motor.

3.1 Two-Level Voltage Source Inverter

The primary function of a voltage source inverter is to convert a fixed

dc-voltage to a three-phase ac-voltage with a variable magnitude and fre-

quency. A two-level voltage source inverter (2L-VSI) will be considered to

drive the SyRel motor, whose line-to-line voltage level can be varied be-

tween −Vdc and Vdc by the dc-link voltage bus. A simplified circuit of a

2L-VSI is shown in Fig. 3.1.
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Figure 3.1: 2L-VSI circuit.

(a) [1,0,0] (b) [1,1,0] (c) [0,1,0] (d) [0,1,1]

(e) [0,0,1] (f) [1,0,1] (g) [1,1,1] (h) [0,0,0]

Figure 3.2: Feasible configurations of a 2L-VSI

The inverter is composed of six power switches and six free-wheeling diodes

displaced as three cascaded half-bridges. Each leg, denoted by a, b, and

c, have a high-side switch denoted as S+
a , S

+
b , S

+
c respectively, connected

to the positive dc voltage source, while the low-side switches denoted as

S−
a , S

−
b , S

−
c are connected to the ground. The free-wheeling diodes (also

known as fly-back diodes) are connected anti-parallel to each switch, whose

purpose is firstly to guarantee the four quadrant operations and secondly

they have to provide a path for the decay of current when the correspond-

ing switch rapidly turns off. Eight feasible configurations are achievable

by a 2L-VSI, and they are represented in Fig. 3.2. The phase-voltage
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components of the eight possible switch positions (n) can be calculated as


va(n) =

Vdc
3
[2Sa(n)− Sb(n)− Sc(n)]

vb(n) =
Vdc
3
[2Sb(n)− Sa(n)− Sc(n)]

vc(n) =
Vdc
3
[2Sc(n)− Sa(n)− Sb(n)]

(3.1)

where Vdc is dc-link voltage, Sa(n), Sb(n), and Sc(n) are the on-state (one),

or off-state (zero) of the switches, whose values are listed in Table 3.1.

The corresponding line-to-line voltage values Vab(n), Vbc(n) and Vca(n) are

also reported in the same table for each configuration of the 2L-VSI. These

configurations correspond to six active voltage vectors denoted in the sta-

tionary reference frame (i.e., α, β coordinates) by vαβ(1, 2..6), and two

zero voltage vectors denoted by vαβ(0), vαβ(7), shaping an hexagon in a

stationary, orthogonal reference frame (αβ coordinates), see Fig. 6.1.

By using the following transformation, the voltage vectors can be calculated

in a rotating synchronous reference frame (i.e., dq coordinates) as

vdq(n) = Pvabc(n) (3.2)

where vabc(n) is the phase-voltage vector, P is the rotation matrix com-

bining the well-known Clarke and Park transformations as function of the

electrical angle θr, i.e.,

P =
2

3

+cos θr + cos
(
θr − 2π

3

)
+ cos

(
θr +

2π
3

)
− sin θr − sin

(
θr − 2π

3

)
− sin

(
θr +

2π
3

)
 (3.3)

The fundamental reason to transform the three-phase instantaneous elec-

trical quantities into the synchronously rotating reference dq frame is to
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Table 3.1: Switching states of the 2L-VSI.

n 0 1 2 3 4 5 6 7

Sa(n) 0 1 1 0 0 0 1 1

Sb(n) 0 0 1 1 1 0 0 1

Sc(n) 0 0 0 0 1 1 1 1

vab(n) 0 Vdc 0 −Vdc −Vdc 0 Vdc 0

vbc(n) 0 0 Vdc Vdc 0 −Vdc −Vdc 0

vca(n) 0 −Vdc −Vdc 0 Vdc Vdc 0 0

Figure 3.3: 2L-VSI switching states.

make computations much easier. Secondly, it allows the system operator

to independently control the active (d-axis) and reactive (q-axis) compo-

nents of the currents. Similarly, in the aspect of the machine, the flux and

torque can be independently controlled. This way, the coupling effect can

be minimized to a great extent.

3.1.1 Modulation Stage: Sinusoidal Pulse-Width Mod-

ulation

The gate signals to set the desired configuration of the 2L-VSI are obtained

considering a carrier-based sinusoidal pulse-width modulation (S-PWM)

stage. It consists of comparing a carrier signal v̂tr with the reference volt-

age vectors v∗a, v
∗
b , v

∗
c , normalised with respect to the dc-link voltage to
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synthesise the desired a-, b-, and c-phase voltage vector according to the

following criteria:

• v̂tr > v∗a , S+
a = 0 , S−

a = 1

• v̂tr < v∗a , S+
a = 1 , S−

a = 0

With the same fashion the b-gate signals S+
b and S−

b can be obtained as

• v̂tr > v∗b , S+
b = 0 , S−

b = 1

• v̂tr < v∗b , S+
b = 1 , S−

b = 0

and the c-gate signals can be obtained as

• v̂tr > v∗c , S+
c = 0 , S−

c = 1

• v̂tr < v∗c , S+
c = 1 , S−

c = 0

When the corresponding switching signal is one (e.g., S+
a = 1), the cor-

responding power switch is in conducting mode. On the contrary (e.g.,

S+
a = 0), the corresponding power switch blocks the current flow through

it. Acting on the duty cycle of the power switches permits the synthesis of

the mean value of the reference voltage, and commands the amplitude of

the first harmonic of the desired signal.

The carrier signal consists of a triangular waveform with a fixed sampling

frequency fs (also known as carrier frequency), which is set to achieve

the desired switching frequency to generate the gate signal to drive the

power switches ”ON” and ”OFF”. The triangular waveform is achieved

by employing an increasing and decreasing counter synchronized with the

clock mechanism of FPGA-based devices.
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Figure 3.4: Modulation index.

Three different operating regions can be identified for the 2L-VSI according

to the relation between the reference voltage and the triangular carrier

and they are represented in Fig. 3.4. The first one is the linear region,

meaning that the output of the first harmonic of the resulting line-to-line

voltage output (vℓℓ) is proportional to input voltage v∗ ; in this region, the

voltage reference is lower than the triangular waveform. The second region

is called the overmodulation region where a decreasing trend between the

input reference voltage and the output voltage is observable; in this case,

the voltage reference is slightly greater than the carrier signal. Finally,

the square-wave region is characterized by the output voltage not affected

by changes in the input reference signal. Each modulation region features

characteristic harmonics around the switching frequency named side-band

harmonics.

In Fig. 3.5a is shown the comparison between the triangular carrier (v̂tr)

and the reference voltage (v∗a) normalised with respect to the dc-link volt-

age and the resulting gate signal (Sa). Follows in Fig. 3.5b the resulting

line-to-line voltage Vab with the corresponding first harmonic Vab1, and in

Fig. 3.5c, the resulting harmonic spectrum. It is possible to observe the

side-band harmonics at integer multiples of the switching frequency (i.e.,
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.5: S-PWM.

fs = 10 kHz). The same aspects have been shown in the case of the over-

modulation region in Figs. 3.5d, 3.5e, 3.5e. It can be noticed how the

harmonic spectrum presents lower harmonics content with higher magni-

tude than in the former case. Finally, When the system operates in the

square-wave region (see Figs. 3.5d, 3.5e, 3.5e), the harmonic spectrum

presents the typical square-wave harmonic pattern with thirties harmonic

and their integer multiples negligible. The first harmonic peak value ex-

ceeds the square-wave voltage by 10%.
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3.1. TWO-LEVEL VOLTAGE SOURCE INVERTER

Figure 3.6: .

Figure 3.7: Third harmonic injection scheme.

3.1.2 Modulation Stage: Third Harmonic Injection

To extend the linear modulation region, a common-mode voltage can be

injected into each reference voltage component. For the case study, the

signal injection was based on the third harmonic of the signal. The block

diagram of the third harmonic injection is shown in Fig. 3.7. In this

way, the dc-link voltage can be fully harvested. In addition, the output

voltage is synthesized without introducing distortions to the input signal.

Furthermore, it has the advantage of increasing the linear modulation zone

by 15% compared to the S-PWM without common-mode signal injection.

For each phase, the following formula is applied to get the third harmonic

injection:

V ∗
an = −max(V ∗

an, V
∗
bn, V

∗
cn) + min(V ∗

an, V
∗
bn, V

∗
cn)

2
(3.4)
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Figure 3.8: Dead-time on the leg a.

3.1.3 Inverter Non-Linearities

It is worth mentioning that the same leg switches cannot be in the ”ON”

state simultaneously to avoid the ”shoot-through” failure event, causing

the short-circuit of the supply with potentially catastrophic consequences

on the devices. In Fig. 3.8, the introduced dead-time permits to avoid

the shoot-through failure on the a-leg of the power converter where the

transition from the “low” to “high” state of the power switch S+
a is de-

layed by the dead-time td = 2.2µs. In the same way, the transition from

the “low” to “high” state of the power switch S−
a is delayed by the same

dead-time td = 2.2µs. Repeating the same approach on the b- and the

c-leg, the shoot-through failure is avoided and the converter can operate

safely. For this reason, the switching transition on the same leg is delayed

by a few microseconds time intervals, known as death-time. This aspect, as

well as the neglected on-state voltage drops, will not be considered in the

prediction model, but it will have some impact on algorithms’ performance

by introducing a voltage error that needs to be either identified and/or

compensated. This non-linear effect makes the voltage error dependent

on the phase current. Furthermore, the voltage error increases with the

dc-link voltage, the dead time, and the switching frequency. The introduc-
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tion of the integral terms will show the effectiveness of the voltage error

compensation without the need for further identification techniques.

3.2 SyRel Motor: Linear Model

The SyRel motor consists of the same stator winding configuration as the

other conventional three-phase machines. On the other hand, the rotor

is made of a highly anisotropic ferromagnetic core conveniently shaped to

exploit the reluctance principle. The magnetic flux streamlines induced by

the stator winding tend to shorten their path aligning and dragging the

rotor to achieve the lowest energy state.

The SyRel motor can be mathematically described in several reference

frames. In the stationary magnetic axis reference frame, the abc-electrical

quantities such as the voltage, current, and magnetic flux are denoted with

the space vector notations, where they figure as rotating vectors whose

components are 120 degrees phase-shifted with each other. The stationary

orthogonal axis reference frame αβ is another standard representation for

the electrical quantities. However, the implementation of practical control

techniques with rotating vectors is not straightforward, the reason why the

rotating synchronous reference frame aligned along the rotor dq axis is one

of the most preferable, where the quantities can be assumed as continuous

vectors. The well-known Park and the Clarke transformation matrices can

be used to switch from the abc to the dq-axis reference frame.

The continuous-time SyRel motor voltage equation in a synchronous refer-

ence frame is described as follows:

vdq = Rsidq +
∂ψdq

∂t
+Qωrψdq (3.5)

43



3.2. SYREL MOTOR: LINEAR MODEL

Figure 3.9: SyRel vector diagram.

In (3.5), the terms vdq, idq, and ψdq represent the voltage, current and

magnetic flux vectors, respectively. The term ∂
∂t

is the partial derivative

operator. Furthermore, the symbol Rs is the stator resistance, ωr is the syn-

chronous speed, while Q is the orthogonal rotation matrix Q =

0 −1

1 0

.
Despite the linearity assumption for SyRel motors being a strong approx-

imation, some control design aspects can rely on the linear model for pa-

rameter identification purposes. Following the linearity hypothesis, and

neglecting the iron core losses, thus assuming a conservative system with

zero variation of coenergy, the d- and q-axis magnetic flux components ψd,

ψq result proportional to the d- and q-axis current components id, iq as

follows

ψd = Ldid (3.6a)

ψq = Lqiq (3.6b)

where Ld and Lq are the direct and quadrature inductance, respectively.

The vector diagram of (3.2) is qualitatively represented in Fig 3.9, where β

is the load angle between the flux and the current vectors, θ is the current

angle, and ϕ represents the power factor.
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3.2. SYREL MOTOR: LINEAR MODEL

(a) d-axis. (b) q-axis.

Figure 3.10: SyRel ideal equivalent circuit representation.

The equivalent circuits representing (3.5) is shown in Fig. 3.10.

The electromagnetic torque Tem can be evaluated as

Tem =
3

2
p (Ld − Lq) idiq. (3.7)

Under the linear model assumption and given the motor nameplate (see

Table A.1), the direct and quadrature inductance can be estimated for

designing a controller for preliminary tests. Given the rated voltage vn, the

rated torque T0 at the rated speed ωr, it can be assumed that id = iq = i0,

where i0 is the rated current. A linear system in Ld and Lq can be derived

from the current limit circle expression (i.e., i2d+ i2q = i0), the voltage limit

(i.e., v2d + v2q ≤ Vdc) 3.1) and (3.7) as follows:

L
2
d + L2

q =
2v20
i20ωr

Ld − Lq =
4T0
3pi20

(3.8)

A graphical interpretation of (3.8) is shown in Fig. 3.11 where the positive

intersection between the two geometric logos representing the first of (3.8)

by the red circle, and the second of (3.8) by the blue line, identify a feasible

pair of Ld and Lq that will be used to tune the PI controllers needed for

the identification tests. It is possible to notice that the resulting d-axis
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Figure 3.11: Ld and Lq estimation (Ld = 186.4mH, Lq = 32mH).

inductance value is higher than the q-axis component whose difference is

proportional to the rated electromagnetic torque according to (3.7).

The iron losses are usually considered in the SyRel motor’s equivalent cir-

cuit by adding a shunt resistor in both d- and q-axis [25]. For the case

study, this effect is neglected as it does not add any significant aspect to

the main goals of the work. In addition, neglecting the iron core losses is a

reasonable approximation when low-speed operations (i.e., lower than the

rated speed [19]) are considered.

3.3 Magnetic Model Identification Tests

A distinguishing feature of the SyRel resides in the non-linear flux versus

current characteristics due to the self-axis and cross-saturation phenomena.

The former shows that direct current saturates the direct flux, and the

same trend can be observed in the quadrature axis. The latter consists

of direct flux variations due to changes in quadrature current and vice

versa. Therefore, the d- and q-flux components have to be considered as
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3.3. MAGNETIC MODEL IDENTIFICATION TESTS

non-linear functions of the current components id and iq as ψd = fd(id, iq)

and ψq = fq(id, iq). The saturation phenomena observed in SyRel motors

make the linear control design process problematic in terms of stability and

guaranteed performance in the whole operating range.

One of the most acknowledged procedures to identify the flux-versus-current

maps of the SyRel motor is the one reported in [77], and it will be carried

out to identify the aforementioned fd, fq characteristics to be included

in the control. This method belongs to the constant speed identification

methods and requires an appropriate current control algorithm to be im-

plemented on the SyRel drive with accessible voltage signals. Moreover, a

prime mover driven at the desired constant speed and coupled to the SyRel

motor is required.

The method relies on (3.5) to evaluate the d- and q-flux for each operable

point in the id, iq domain, including the overload. In the case study, the

current domain to be tested was from 0 to 7A with a 0.5A current step.

The whole procedure is highly time-consuming to get viable results, as the

wider the explored region, the more accurate the magnetic model result.

Compared to other constant speed methods, the one here followed com-

pensates for the stator voltage drop if the test is sufficiently short to avoid

thermal effects. On the other hand, it has to be long enough to evaluate

the needed signal averaged over at least a mechanical period, to eliminate

any electrical or mechanical periodicity, guaranteeing the speed regulation

transient to be extinguished.

As far as the rotational speed setting is concerned, the flux estimation

error is minimum at high speed. On the contrary, the iron losses are not

negligible at high speed. An acceptable compromise to address the core

losses and the voltage vector is selecting 1/3 of the base speed.
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3.3. MAGNETIC MODEL IDENTIFICATION TESTS

The single test consists of applying a sequence of three current pulses to

the SyRel (i∗d, i
∗
q), (i

∗
d, −i∗q), (i∗d, i∗q) corresponding to motor-brake-motor

functioning. The symbol i∗d denotes the d-axis current command while i∗q

denotes the q-axis current command. The first two pulses compensate for

the stator voltage drop. The third pulse is given to eliminate any thermal

drift due to stator resistance variation occurring during the first two pulses.

The average of the voltage vector in motoring and braking modes turns

out to be independent of the stator voltage drop, and other effects such as

inverter losses, and dead-time voltage error are compensated.

Downstream the three-pulses test, the flux components can then be evalu-

ated offline as follows:

ψd = +
1

2

vq,1+vq,3
2

− vq,2
ωr,1+ωr,2+ωr,3

3

(3.9a)

ψq = −1

2

vd,1+vd,3
2

+ vd,2
ωr,1+ωr,2+ωr,3

3

(3.9b)

where vd,1, vd,2, vd,3, vq,1, vq,2, and vq,3 are the reference voltage signal

output by the controller and averaged over two electrical periods during

the three current pulses for the d- and the q-current axis, respectively. The

terms ωr,1, ωr,2, and ωr,3 are the averaged electrical speed over the three

current pulses.

The test results for a single operating point are reported in Fig. 3.12,

for id = 7A, iq = 7A at wr = 500 rpm. Fig. 3.12a and 3.12c shows the

d- and q-current tracking over the three pulses, respectively. The voltage

signals used to evaluate the fluxes are also reported in Fig. 3.12b, while

the rotational speed calculated from an optical encoder signal is shown in

3.12d.

It is important to remark that no complex controller gains tuning proce-
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3.3. MAGNETIC MODEL IDENTIFICATION TESTS

(a) d-current pulse tracking.
(b) dq-voltage signal plus measured dc-link
voltage.

(c) q-current pulse tracking. (d) Machanical rotational speed.

Figure 3.12: Experimental test for id = 7A, iq = 7A.

dures are required for this identification procedure but the controller has to

provide stable reference tracking at steady-state regardless of the transient

performance in the entire current domain to be tested. The q−current

overshoots noticeable in Fig. 3.12 and due to dc-link voltage occurrence

and non-linear cross-coupling effect did not influence the results.

Referring to Fig. 3.12, the time interval between two consecutive tests has

to be chosen in a way that the motor average temperature remains stable

during the whole identification procedure selected as twice the active time.

The identified magnetic model maps fd and fq reported in Fig. 3.16a,

and 3.16b, respectively, will be implemented as 2D look-up tables LUT to

take into account of the saturation phenomena. The flux-versus-current

characteristic curves given in Fig. 3.12d are obtained as a function of the

self-axis and the cross-axis currents. For instance the line labeled ψd(id, 0)

represents the d-axis flux-linkage as function of the d-axis current when the

q-axis current is zero; similarly, ψd(id, iq = 7A) gives ψd as a function of id

when iq = 5A In fig. 3.13c the same flux maps are represented in 2D as
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3.4. SYREL MOTOR: REAL MODEL

(a) d-axis magnetic flux. (b) q-axis magnetic flux.

(c) SyRel derived 2D magnetic
model (i∗d = 7A, i∗q = 7A.

Figure 3.13: Identified magnetic model.

well as the torque contour maps.

3.4 SyRel Motor: Real Model

In this section, the results of the identified flux-versus-current maps are

used to evaluate the corresponding apparent inductance and the incremen-

tal inductance matrix. Moreover, the optimum operating trajectories in

the dq-current plane are also found and shown in the following.

3.4.1 Inductance Calculation

A comparison between the flux-versus-current maps in the ideal case and

the real case are shown in Figs. 3.14a, and 3.14b.
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(a) (b)

Figure 3.14: (a) Evaluated MTPW trajectory in the ψd, ψq plane. (b) Evaluated
MTPW trajectory in the ψd, ψq plane.

The benefits of the experimental identification of the magnetic model reside

in having the possibility to evaluate offline the motor performance (i.e.,

torque-versus-speed profile) with precision, and use the flux maps in model-

based control implementations. In particular, the determination of the

maximum torque per ampere MTPA and the maximum torque per voltage

MTPV control trajectories are necessary for the full exploitation of the

motor torque and speed ranges.

While the concept of self-axis saturation is widely established, the subject

of cross-saturation was defined in two different ways. One considers the

cross-saturation phenomenon as the saturation of portions of a magnetic

circuit associated with one axis caused by the current of the other axis.

The second methodology consists of the d-axis saturating the q-axis and

vice versa such that each current has an action on the orthogonal axis

inductance. The two approaches are equivalent and the latter will be the

one considered in the following.

Given the identified flux versus current characteristics, the derivative of the

magnetic flux in 3.5 can be developed assuming it as a composite function
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of the current vector idq

∂

∂t
ψdq =

∂ψdq

∂idq

∂idq
∂t

= L
∂idq
∂t

, (3.10)

where the incremental (also known as dynamic or differential) inductance

matrix L is introduced as follows:

L =

Ldd Ldq

Lqd Lqq

 =

∂ψd

∂id

∂ψd

∂iq

∂ψq

∂id

∂ψq

∂iq

 (3.11)

whose components can be numerically evaluated from the fluxes linkage

and the current components as

Ldd =
ψqd+1 − ψqd

∆i
(3.12a)

Lqq =
ψd+1
q+1 − ψdq
∆i

(3.12b)

Ldq =
ψq+1
d+1 − ψqd
∆i

(3.12c)

Lqd =
ψdq+1 − ψdq

∆i
. (3.12d)

In (3.12), the term “∆i” is the fixed current step corresponding to two

consecutive magnetic flux points. Subscripts identify the flux map, and

superscripts denote which orthogonal current a specific map is referred to.

The terms Ldd and Lqq are the direct and quadrature inductance respec-

tively, represented in Figs. 5.20b and 5.19c. The quantities Ldq and Lqd

are the cross magnetization inductance, resulting in non-zero terms pro-

vided that the reciprocity condition (3.13) holds valid in a conservative

system disregarding the iron losses and the incremental inductance should

be symmetric.

∂ψd
∂iq

=
∂ψq
∂id

(3.13)
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To clarify the physical meaning of the incremental inductance matrix L, it

governs the transient response of the motor and does not appear at a steady

state, and its components are defined as the slopes of the tangents to the

flux maps to the quiescent point. As can be deduced from Fig. 3.13c, the

dependence of the d- and q-flux components from the cross-coupling axis

is much lower than the self-axis. The diagonal components Ldd and Lqq of

the matrix L result in the most significant terms describing the behavior

of the SyREL motor.

The resulting apparent inductance affects the amplitude of the flux linkage

and it can be calculated as:

Ld(id, iq) =
ψd(id, iq)

id
, Lq(id, iq) =

ψq(id, iq)

iq
. (3.14)

The peculiarity of the SyRel resides in how the apparent (also called static

or secant) inductance differs from the incremental inductance matrix and

the relation between the two concepts is given as follows:

L =
ψ

i
, Lδ = L+ i

dL

di
(3.15)

where Lδ denoted the incremental inductance term and the components

are

Ldd = Ld + id
∂Ld
∂id

(3.16a)

Ldq = iq
∂Ld
∂iq

(3.16b)

Lqd = id
∂Lq
∂id

(3.16c)

Lqq = Lq + iq
∂Lq
∂iq

(3.16d)

are valid when the iron core losses are negligible. The apparent induc-
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(a) d-axis magnetic flux. (b) d-axis magnetic flux.

(c) d-axis magnetic flux. (d) q-axis magnetic flux.

Figure 3.15: Identified magnetic model.

(a) d-axis magnetic flux. (b) q-axis magnetic flux.

Figure 3.16: Identified magnetic model.

tance is defined as the slope of the line from the origin of the axis to the

quiescent point. The two inductances are almost identical near the origin

of the axis. They are equals when the SyRel is considered ideal. In gen-

eral, the apparent inductance is greater than the incremental inductance.

Furthermore, acknowledging the negligible iron losses, the cross-coupling

inductance components are equal. The peculiarity of the SyRel resides in

the difference between the direct and the quadrature inductances terms

Ldd, Lqq, respectively, to produce the electromagnetic torque. Moreover,

the coupling inductance terms Ldq, Lqd are non-zero and are equal when

the iron losses can be neglected at low-speed operations.
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3.4.2 Maximum Torque Per Ampere Trajectory

Given the flux-versus-current maps in the id, iq plane, the steady-state per-

formance can be evaluated, and several trajectories can be comprehensively

identified. These trajectories shall be considered for the drive’s operations

below and above the base speed to achieve lower power losses. The MTPA

trajectory is usually selected for operations below the base speed to min-

imize the stator winding losses. The current vector with the minimum

magnitude for a given electromagnetic torque is the one that meets the

MTPA criterion. When the inductances of the SyRel are assumed con-

stant, the MTPA trajectory results in the stator current angle θ equal to

45 electrical degrees or, equivalently, the direct and quadrature components

of the stator current in the rotor-oriented reference frame must be such that

id = iq. However, due to the high saturation of the iron core, the resulting

MTPA trajectory presents a slightly different behavior. It can be identi-

fied offline seeking the current vector that minimizes the electromagnetic

torque. The determined flux-versus-current maps are used to identify the

MTPA. Any error in estimating those parameter influence the correctness

of the optimum operating point [78]. The procedure adopted in this work

consists of evaluating the electromagnetic torque Tem for each point tested

in the current domain

Tem =
3

2
p (ψdiq − ψqid) . (3.17)

The resulting three-dimensional surface is shown in Fig. 3.17. The MTPA

can be identified by considering the contour plots of the calculated torque

Tem. Each contour plot depicted in blue in Fig. 3.18b represents the

constant torque geometric boundaries. Considering a defined torque level,

the MTPA coordinates can be identified by finding the nearest id and iq
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Figure 3.17: Evaluated 3D torque surface.
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Figure 3.18: Evaluated MTPA trajectory in the (a) id, iq plane and (b) |idq|,
Tem plane.

coordinates to the origin of the axis. Repeating the procedure for all the

torque levels, the MTPA is fully determined. It can be observed how the

slope of the MTPA progressively increases (see red line in Fig. 3.18b).

The maximum torque for each current magnitude level is determined for

current angles greater than 45 deg. The achieved MTPA reflects the effect

of the saturation phenomena described above, and it holds until the voltage

saturation limit is reached.

The same result can be observed by representing the same constant torque

curves in the (̸ idq, |idq|) plane, the minimum current magnitude points

are found for angles greater than 45 deg. The higher the torque and the

current magnitude, the more the real system differs from the ideal case
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Figure 3.19: Evaluated MTPA trajectory in the (a) ̸ idq, |idq| plane and (b) ̸ idq,
Tem plane.

( ̸ idq = 45 deg, see Fig. 3.19a). Another way to see the same trend can be

observed in Fig. 3.19b where the constant current magnitude curves are

represented in the (̸ idq, Tem) plane.

3.5 Chapter Conclusions

In this section, the simplified model of the SyRel motor was described.

Based on this simplified model, a standard control technique based on PI

controllers has been designed to control the SyRel motor over a predefined

operating range allowing the implementation of a standard procedure to

estimate the SyRel motor’s magnetic model.

The implemented method consisted of running the SyRel motor at constant

speed such that the iron loss effects could be neglected. Positive and neg-

ative current setpoints were set in a way to make the stator resistance and

inverter non-linearity effects negligible. In this way, the flux-versus-current

maps could be accurately identified, enabling the estimation of the MTPA

and the inductance matrix. The model-based controllers’ implementations
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described in the following chapters relied on the identification procedure

described in this chapter.
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Chapter 4

FCS-MPC: Case Study

In this chapter, the working principle of the FCS-MPC applied to a SyRel

driven by a 2L-VSI will be derived. It is based on an integer quadratic

optimization problem consisting of

1. measuring and/or estimating state variables.

2. Predicting the state variables at the next time step for each feasible

actuating variable.

3. Evaluating a predefined cost function for each prediction.

4. Selecting the actuating variable that minimizes the cost function.

5. Applying the new switching state to control the system at the desired

operating point.

In its standard formulation, the FCS-MPC shares the same features with

proportional controllers (i.e., the presence of setpoint offsets) but with

a faster dynamic response. Given the model-based nature, the reference

tracking performance is affected by model parameter mismatches due to
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poor model identification, or parameter variations during functioning. Iden-

tification procedures as well as the selection of the controller’s set of pa-

rameters can guarantee the best achievable performance.

The set of parameters necessary to design a FCS-MPC is described in the

sequel of this chapter aimed at enhancing the controller performance.

4.1 FCS-MPC Design Parameters

The control goals can be fulfilled by the FCS-MPC given a set of definitions

and parameters that have to be selected by the control designer, affecting

both the computational complexity and the expected performance.

• The most essential element is the description of an accurate discrete

mathematical model to predict the system behavior for each actuating

variable.

• The sampling interval is another fundamental controller parameter

defined as the rate at which the controller executes the algorithm. If

it is selected too large, when a disturbance occurs, the controller will

not readily react to the disturbance. Smaller sampling rates enable

fast reactions to setpoint changes despite the higher computational

load. The recommendation is to set from ten to twenty times the rise

time of the open-loop system’s response to achieve the right balance

between performance and computational effort [79].

• The prediction horizon is defined as the number of predicted future

time steps, and it represents how far the controller predicts into the

future. The prediction horizon has to be set according to the sys-

tem’s dynamics and the hardware’s limitations. Fig. 4.1 graphically
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Figure 4.1: Definition of the control and prediction horizon taken from [2].

shows the prediction horizon in the time domain with respect to the

prediction of the system behaviour till the prediction horizon Np.

• The control horizon is another important design parameter. It is de-

fined as the number of future control actions leading to the predicted

plant output. A higher control horizon enables more accurate predic-

tions at the cost of increased complexity. The control horizon could

be selected the same as the prediction horizon, however, usually only

the first couple of control moves have a significant effect on the pre-

dicted output behaviour to disturbances, while the remaining moves

have only a minor effect. This aspect can be noticed in Fig. 4.1

with Nu representing the control horizon. Therefore, choosing large

control horizon only increases computational complexity. Therefore,

the benefit of considering two or three steps control horizon results

in better predictions [44].

• The core of the FCS-MPC algorithms resides in the definition of the

cost function. It is defined as a scalar non-negative aimed at select-

ing the best actuating variable to accomplish multiple control targets.

Several types of cost functions can be selected in terms of the norm

used for the stage cost. The FCS-MPC can incorporate hard or soft
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constraints on the inputs and outputs, respectively. Unlike hard con-

straints, soft constraints can be violated and they are introduced to

meet specific system requirements. Combinations of hard and soft

constraints on inputs and outputs allow the system to respond to

setpoint changes without violating the system limitations. With the

objective function, the system model, and hard and soft constraints,

the optimization problem is solved in real time to find the best actu-

ation to accomplish the control objectives.

• As FCS-MPC has multiple goals, a way to achieve balanced perfor-

mance between these competing goals is to weigh the input rates and

output relative to each other. A larger weight prioritizes the control

action toward certain states.

In the case study, the sampling time was set to execute the control al-

gorithm in real-time (i.e., from 10 to 48 kHz) according to the available

hardware (see Appendix A). Furthermore, one step or a sampling rate is

considered for the prediction and the control horizons.

4.2 Predictions

As stated above, one of the main steps of predictive controllers consists of

predicting the future behavior of the system according to its mathematical

model, its current state, and the feasible input actuation. The SyRel drive

model was represented in the synchronous reference frame (dq coordinates)

rotating at the electrical speed ωr, where the quantities can be assumed

as constant vectors in a reference frame. When the time execution for the

control algorithm is smaller than the sampling interval, the one-step-ahead

prediction can be considered for the prediction calculation [79]. As the
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control algorithm will be implemented on a DSP, the discrete-time model

of the drive is derived in (4.1) by employing the forward Euler discretization

to (3.5).

i k+1
dq (n) = i kdq + TsL

−1
[
vdq(n)−Rsi

k
dq +Qωrψdq

]
(4.1)

It considers the identified flux versus current maps (see Fig. 3.13c) and

the subsequently derived inductance matrix (3.12). On the left-hand side

of (4.1), the term i k+1
dq (n) indicates the current prediction at the next time

step (i.e., superscript k + 1) calculated for each feasible switch positions

(i.e., n = 0, 1, 2, . . . , 7) of the 2L-VSI. On the right-hand size, Ts is the

sampling interval between two consecutive time steps, the term vdq(n) is

defined in (3.2), whereas the term i kdq is the measured current vector at the

actual time step (i.e., superscript k).. The symbols for the magnetic flux

vector and the inverse of the differential inductance matrix are ψdq and

L−1, respectively, both assumed as functions of the current vector. Ac-

knowledging the controller’s sensibility versus model mismatches, the flux,

and the inductance matrix terms are assumed as functions of the current,

whose characteristics are derived experimentally and shown in Figs. 3.13c

and 3.15. The self-axis and cross-saturation phenomena are highlighted

and taken into account by storing the identified characteristic in 2D LUTs.

4.3 Cost Function

This section is dedicated to the design choice of the cost function, defined

as a scalar, non-negative measure of the controller performance. The choice

of modifying the standard 2-norm cost function is motivated by reaching

higher performance as shown in Chapter 5. In particular, the introduction
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Figure 4.2: Cost function graphical interpretation.

of integral of the error terms in the tracking terms allows to achieve higher

robustness versus parameters variations. Furthermore, the introduction of

a control effort weighting factor enables lower current distortions.

4.3.1 Current Tracking Terms

In electric drives application, the most commonly defined cost function

J1(n) includes reference tracking terms defined as the sum of the (squared)

2-norm of the current errors as follows:

J1(n) = λi
∣∣∣∣i∗dq − ik+1

dq (n)
∣∣∣∣2
2

(4.2)

where i∗d, i
∗
q are the current reference components of the current reference

vector i∗dq. ik+1
d (n) and ik+1

q (n) are the predicted current components of

the current prediction vector ik+1
dq (n) at the next time step k + 1 for the

eight configurations that the 2L-VSI can assume (i.e., n = 0, 1, 2, . . . , 7, see

Tab. 3.1). A graphical representation of the cost function is illustrated in

Fig. 4.2. It shows the 3D trend of the id and iq versus the cost function
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J(n), proving the existence of a minimum of J(n) given the current refer-

ences (e.g. i∗d = i∗q = 5A). The symbol λi =

wd 0

0 wq

 denote a diagonal

matrix whose components wd and wq are non-negative d- the q-current ref-

erence tracking term weighting factors aimed to set the relative importance

between the two output variables. The term wd penalizes the predicted de-

viation of the d-current component at time step k + 1. Similarly, the term

wq penalizes the predicted deviation of the q-current component from its

reference at time step k + 1. Both terms are penalized quadratically and

by appropriately tuning the weights in the cost functions, a large degree

of similarity between the two controllers can be achieved. The search for

the optimum control action converges to the minimum of the 3D surface,

where the reference tracking error is an absolute minimum. The controller

will provide the control action such that the minimum of J(n) is reachable

in a finite-step interval. The level sets of the (convex) cost function are

ellipsoidal. This implies that for an equally good tracking of the multiple

objectives (on the d- and q-axis), the weighting factor selection in the cost

function is required to turn the level sets into circular ones. [80] shows that

for predictive current control, the common choice of equal weights on the

two orthogonal current components minimizes the current distortions.

The control act proactively to achieve fast dynamic response. However,

if the prediction are mistaken, the system responds with a steady-state

error between the reference and the prediction, thus the actual feedback.

The switching configuration that minimises (4.2) at the next time step is

selected and applied.

In the context of power electronics, the 2-norm of a ripple variable is propor-

tional to its Total Demand Distortion (TDD) [81]. Therefore, minimizing

the output tracking error is akin to minimizing the TDD of the output
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variables. This implies that better tracking performance is achieved when

the 2-norm is used. Furthermore, When the 2-norm is used, a wide range

of switching frequencies are achieved. The highest switching frequency oc-

curs when the control effort weighting factor λu defined in the sequel is

zero and, thus, depends only on the chosen sampling interval. By doing so,

practical closed loop stability, favorable tracking performance and compar-

atively low distortions are ensured. Low current TDDs imply low torque

TDD [81]. The most common pitfall, namely a poorly chosen norm is dis-

cussed, which can lead to suboptimal performance or even instability. It is

computationally cheaper when the 1-norm instead of the 2-norm is used.

Therefore, from a computational perspective, the adoption of the 1-norm

in FCS-MPC seems to be preferable, particularly in light of the fact that

the MPC algorithm has to be executed in real time within a few tens of

microseconds. On the other hand, the 1-norm can result in a performance

deterioration as well as closed-loop instability. Besides the stability issues

incurred by the use of the 1-norm a limited range of switching frequen-

cies as well as performance degradation are among the direct consequences

of such a design choice [80]. The choice of norm has a profound impact

on the closed loop system performance when MPC with reference track-

ing is employed. Despite the common belief that an objective function

with the 1-norm is preferable for computational simplicity, the 1-norm is

a poor choice. Operation at low switching frequencies is impaired, tuning

is difficult and stability issues arise. The (squared) 2-norm avoids these

issues and is thus clearly preferable. In particular, the 2-norm guarantees

closed-loop stability [80].
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4.3.2 Integral Terms Inclusion

The accuracy of the prediction model is critical to the effectiveness of the

controller because the FCS-MPC essentially behaves as a proportional con-

troller. As a result, any existing model inconsistency might amplify poten-

tial reference tracking problems. An efficient approach will be adopted to

tackle this issue, i.e., by incorporating an integrating element into the cost

function to compensate for any model inaccuracy and so the steady-state

errors. The integral of the error are embedded within the (squared) 2-norm

term to make it dependent on the actuating commands (n) thanks to the

cross-product. The cost function defined in (4.2) is modified as follows:

J(n) =

∥∥∥∥∥ik+1
dq,err(n)W dqTs

(
ℓ∑

j=1

ik−jdq,err + i
k
dq,err

)∥∥∥∥∥
2

2

(4.3)

where the prediction errors at the next time step k + 1 are defined as

ik+1
dq,err(n) = i

∗
dq − ik+1

dq (n) (4.4)

while the error at the current error at step k, i.e., ikd,err, i
k
q,err is:

ikdq,err = i
∗
dq − ikdq (4.5)

The integrals of the current errors are evaluated at every sample j where

ℓ is the number of samples. The terms ik−jdq,err are the previously calculated

integral of the errors. W dq is a diagonal matrix whose nonzero entries are

the two gains tuned in a trial-and-error fashion. Even though the addition

of the integral term will unavoidably add a computational overhead to the

proposed FCS-MPC method, it is still computationally cheaper than other

existing methods. For example, one of the approaches found in literature is

based on augmenting the system state (see, e.g., [51]). This implies that the
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amount of required calculations increases significantly as the dimension of

the state-update function increases i.e., (3.5) would need to be adapted to

account for the augmented state, and more computations to be performed

accordingly. Another approach, i.e., the approach proposed in [3] (see

Section V in [3]) considers an additional term in the cost function that

depends on the error between the reference and the predicted currents.

This means that (3.5) needs to be adjusted to account for this error, while a

numerical integration needs to be performed. In contrast to the above, with

the approach proposed in this work, the integration is neither dependent on

the prediction, nor requires an augmented state. It simply requires a few

algebraic operations on each axis of the dq coordinate system, as explained

in the following:

• two subtractions, i.e., ikd,err = i∗d − ikd, and i
k
q,err = i∗q − ikq ;

• two multiplications, i.e., Ts · ikd,err, and Ts · ikq,err;

• two additions, i.e., Ts · ikd,err + ik−1
d,err, and Ts · ikq,err + ik−1

q,err;

• finally the values obtained from the last operation have to be added

to the reference tracking term.

From the above, it can be concluded that when comparing the proposed

approach with the ones described in [3] and [51], less calculations are re-

quired. The integral error term can effectively compensate for mismatches

in Ld and Lq, and thus ensure a zero steady-state error. In this respect, the

use of a magnetic model may look redundant. Nevertheless, such a model

is necessary to determine the the incremental inductance matrix L in (3.5).

If this matrix is not correctly identified, higher current ripples are typically

produced, thus deteriorating the quality of the current (i.e., higher current

distortions). This point was also discussed in Section III-B of [71] in which
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the errors introduced in the values of the incremental inductances lead to

errors in the values of the predicted currents for instant k + 1 but they

do not affect the motor steady-state tracking capability of the reference

values set by the control system. The sole effect of incremental inductance

errors as high as 40% is the increase of current and torque ripples, without

affecting the steady-state performance of the drive system.

Overall, the presented control method can achieve favorable system perfor-

mance, as clearly demonstrated with the presented experimental results,

while the modest increase in the computational demands did not hinder its

real-time implementation. Hence, the improved steady-state performance

and increased robustness to parameters mismatches outweigh any potential

disadvantages due to the somewhat increased computational burden. It is

also worth mentioning that such inclusion did not deteriorate the system’s

dynamic response. As shown in Sect. 5, in the presence of model inac-

curacies, the integral terms act as model-free compensators for adjusting

setpoint offsets.

4.3.3 Control Effort Inclusion

FCS-MPC restricts switching transitions to the discrete-time instants. The

low sampling-to-switching-frequency ratio, known as the granularity of

switching, unduly restricts the switching instants of FCS-MPC to a coarsely

sampled time axis. On the other hand, a high sampling-to-switching-

frequency ratio allows FCS-MPC to switch at approximately any moment

in time, and, thus, effectively in the continuous-time domain. This results

in a fine granularity of switching. The control effort term penalizes the

change in the switch position, allowing to lower the average switching fre-

quency, getting a more favorable granularity of switching, thus permitting
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operation in a quasi-continuous time domain, and achieving lower current

distortions [44]. High granularity of switching is achievable by penalizing

the control effort as well as increasing the sampling interval, thus ensuring

competitive steady-state performance.

The control effort factor is defined as:

∆S(n) = Sabc(n)− Sk−1
abc (4.6)

The term Sabc(n) = [Sa(n) Sb(n) Sc(n)]
T is evaluated for each configuration

of the 2L-VSI ([0,0,0], [1,0,0], . . . [1,1,1]), while Sk−1
abc is the three-phase

switch position applied at the previous time step k − 1. The values that

the control effort factor ∆S(n) can assume are listed in Table 4.1.

The control effort term is introduced in the cost function as follows

J(n) =

∥∥∥∥∥ik+1
dq,err(n) +W idqTs

(
m∑
j=1

ik−jdq,err + i
k
dq,err

)∥∥∥∥∥
2

2

+ λu ∥∆S(n)∥22

(4.7)

To achieve a fine granularity of switching, the weighting factor λu > 0 is

added. Conventional FCS-MPC does not include the control effort penal-

ization, or equivalently λu = 0 . The unconstrained (i.e., relaxed) solution

of the optimization problem results in a quantized deadbeat controller.

This implies that the switching frequency is not directly controlled, but

merely limited by the sampling frequency which defines a theoretical up-

per limit f̄sw = fs/2. As a consequence, conventional FCS-MPC achieves

poor granularity of switching, which has a negative impact on the drive

performance, as indicated in the next section. Hence, the aim is to have

as high sampling frequencies as possible and tune λu such that the aver-

age switching frequency is reduced, and, consequently, fine granularity of
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switching is achieved. Thanks to contemporary microprocessors that come

with high computational power and low costs, a cost-effective real-time

implementation of the proposed FCS-MPC approach is feasible.

Table 4.1: Control effort list of values for each configuration change.

n 0 1 2 3 4 5 6 7

0 0 1 2 1 2 1 2 3

1 1 0 1 2 3 2 1 2

2 2 1 0 1 2 3 2 1

3 1 2 1 0 1 2 3 2

4 2 3 2 1 0 1 2 1

5 1 2 3 2 1 0 1 2

6 2 1 2 3 2 1 0 1

7 3 2 1 2 1 2 1 0

Tradeoff between the tracking accuracy (i.e., the deviation of the output

variables from their references) and the switching effort (i.e., the switching

frequency), whereas—for sake of simplicity—the output errors equally pri-

oritized the tracking error cost, which depends linearly on the current error.

When the (squared) 2-norm is used in the cost function, the tracking error

cost changes quadratically with the current error. The switching cost dom-

inates over the tracking error cost. The difference between the predicted

squared current errors for the various switching states exceeds the switch-

ing cost, then a switching transition occurs from the past time interval k−1

and the current time interval k to reduce the current error. Consequently,

closed-loop stability is ensured [80]. When the switching cost outweighs the

relative reduction in the tracking error, then switching is avoided regardless

of the absolute tracking error. As a result, the current error increases, the

controller tracking performance deteriorates and stability issues arise. As a

rule of thumb, the sampling frequency should be about two orders of mag-

nitude higher than the resulting switching frequency [82]. To achieve high

sampling frequencies, control platforms based on field-programmable gate

arrays (FPGA) are well suited, because operations can be highly pipelined
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and parallelized.

4.3.4 Prediction Saturation

Another term defined in (4.8) can be added in the cost function to secure

the drive functioning within certain current magnitude boundaries.

gsat =

0 if
√[

ik+1
d (n)

]2
+
[
ik+1
q (n)

]2 ≤ isat

∞ if
√[

ik+1
d (n)

]2
+
[
ik+1
q (n)

]2
> isat

(4.8)

where isat is the maximum current tolerated by the drive. In this way all

the actuating variables that predicts current over the imposed threshold are

discarded resulting in similar way as the saturation scheme for standard

controllers.

4.4 Chapter Conclusions

In this chapter, a detailed overview of the design choices for the implemen-

tation of the FCS-MPC is reported. The accuracy of the mathematical

model used to predict the system’s behaviour is of paramount importance.

Furthermore, the classical formulation of FCS-MPC has been improved by

introducing integral terms to increase the system robustness versus parame-

ters’ mismatches. Finally, the choice of introducing a control effort weight-

ing factor to reduce the current distortions has been described. Thanks

to these design choices, it will be shown how the classical formulation of

FCS-MPC can be easily outperformed.
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Chapter 5

FCS-MPC: Simulation and

Experimental Results

In this section, simulation and the experimental results of the proposed

FCS-MPC scheme applied to SyRel motor driven by a 2L-VSI are shown.

The block diagram of the FCS-MPC method is presented in Fig. 5.1. It is

assumed that the SyRel motor is driven by a prime mover and controlled

in the current control mode. Two of the phase current components ib and

ic and the rotor angle θr are measured and used to predict the system’s

behavior at the next time step k + 1 for each feasible actuating command

(n) according to (4.1). Given the actual d-and q-current components (i.e.,

ikd and ikq), as well as the d-and q-current reference signals (i.e., i∗d and i∗q),

the cost function defined in (4.7) is evaluated for all the feasible voltage

vectors, and the one that minimises (4.7) is selected and the corresponding

gate signals Sg are sent to the 2L-VSI.

The steady-state performance metrics adopted here to evaluate the effec-

tiveness of the proposed FCS-MPC algorithm are the average switching

frequency f̄sw, and the current total demand distortion (TDDi), shown in
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Figure 5.1: Block diagram of FCS-MPC for a SyRel Motor drive.

the equations below:

f̄sw = lim
ℓ→∞

1

νℓTs

ℓ−1∑
z=0

||∆Sabc(z)||1 (5.1a)

TDDi =

√∑
n̸=1 i

2
n

In
(5.1b)

Above, in the definition of fsw, ℓ is the number of samples, and ν is the num-

ber of power switches of the used converter, which are six for a 2L-VSI. The

estimation of the average switching frequency in real time presents some is-

sues. The instantaneous switching frequency pattern over time corresponds

to a non-casual finite impulse response filter. The average computation as

presented in (5.1a) suffers the limit of having finite storage constraints and

the impossibility to implement such a non-causal filter in real-time. In [83],

the switching frequency is computed online utilizing an infinite impulse re-

sponse filter and considered as a controllable state variable. In a similar

approach, in this thesis, a low-pass filter LPF is introduced to calculate

online the moving average switching frequency (5.1a). The mean value is
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post-processed and computed over an integer number of electrical periods.

The reason behind the use of a LPF is justified by the fact that communi-

cation issues might occur during real-time acquisition between the control

platform and the host computer, especially at high sampling frequencies,

forcing to down-sample of the data to facilitate the acquisitions. The same

approach was considered in simulations.

Regarding the TDDi definition is well established that the reference track-

ing terms in (4.7) are proportional to the current distortion, thus it is

calculated by taking into account the energy spread over all harmonics ex-

cept for the fundamental. The denominator is based on the rated current

In. The TDDi is also calculated in a post-processing stage over an integer

number of electrical periods and averaged over the three phases. An alter-

native measure of the current distortions is the total harmonic distortion

(THD). This is defined as:

THDi =

√∑
n̸=1 i

2
n

i1
. (5.2)

As can be observed, the nominator of the current (THD) expression is the

same as that of the TDDi (see (5.1b) and (5.2)), but the denominator of

the (THD) accounts for the amplitude of the fundamental current (i.e., i1).

As a result, when the current is low the THD tends to infinity, while the

TDDi remains approximately constant. Moreover, the practical impact of

current harmonics is mostly independent of the actual current (i.e., the

fundamental). For these reasons, the TDDi rather than the THD was

chosen to assess the quality of the output current.
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5.1 FCS-MPC Simulation Results

The simulation results are presented by taking into account the real flux-

versus-current characteristics and the resulting apparent and incremental

inductance described in Sect. 3.3. The identified magnetic model was con-

sidered in the model of the SyRel motor and included as LUTs such that

the current prediction can perfectly match the plant. The 2L-VSI model is

based on (3.1), and the dead-time effects are neglected. The disturbance

introduced by the dead-time effect of the 2L-VSI is tackled by the introduc-

tion of the integrating terms. One of the main reasons why the use of FCS-

MPC with a SyRel motor is beneficial over linear controllers resides in how

the dynamic performance is independent of the operating point. Standard

PI controllers need an accurate evaluation of the controller gains to guaran-

tee the desired performance and stability margins over the whole operating

region. In Fig. 5.2, it is shown how the dynamic performance achieved by

employing the FCS-MPC with a classical formulation of the cost function

such as in (4.2) does not change by moving the operating point. In fact,

the achieved d-and q-axis step responses performed at constant speed (i.e.

ωr = 400 rpm) present identical trends. Three different operating points

corresponding to three different level of electromagnetic torque according

to the trajectory (i.e., Tem = 1Nm, Tem = 6Nm, Tem = 14Nm) were

considered. Being the quadrature inductance lower than the inductance

on the d-axis, the q-axis step response (see Fig. 5.14d) is typically faster

than the d-axis behavior (see Fig. 5.14d). It can also be observed how the

d-current tracking starts tracking the reference command slowly until when

the corresponding q-axis current is unsettled.

In the following, firstly, an explanation of the switching frequency calcu-

lation is given. Secondly, the inclusion of the integrating terms will be
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(a)

(b)

Figure 5.2: FCS-MPC dynamic performance comparison (fs = 48 kHz, ωr =
400 rpm, Vdc = 300V)(a) d-current tracking. (b) q-current tracking.

assessed with a sensibility analysis over a few parameter variations. Fol-

lows the investigation of the impact of the control effort weighting factor on

the controller steady-state performance. Finally, the operating conditions

such as the current, and the rotational speed are changed to observe how

the performance varies over the operating domain.

5.1.0.1 Switching Frequency Calculation

The switching frequency is the first key metric used to evaluate the perfor-

mance of the FCS-MPC. Its computation will be here described through

simulation results achieved by setting the controller in current-control mode

at a constant speed. Referring to the control scheme illustrated in Fig. 5.1,

the d- and the q-current components are controlled at 1A, while the speed
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(a) (b)

(c) (d)

(e) (f)

Figure 5.3: Switching frequency calculation. (a) Switching frequency. (b) a-
phase current tracking. (c) Switching state. (d) b-phase current tracking. (e)
Optimum vector. (f) c-phase current tracking.

was kept constant at 1500 rpm by the prime mover. The instantaneous

switching frequency was calculated over time as follows:

fsw =
[Sa(n

∗)− Sa(n
−)]

2
+ [Sb(n

∗)− Sb(n
−)]

2
+ [Sc(n

∗)− Sa(n
−)]

2

νTs
(5.3)

In (5.3), Sa, Sb and Sc stand for the switching states on the leg ”A”, ”B”,

and ”C”, respectively. The value of Sa, Sb, and Sc are logic variables set to

”high” to enable the upper switches of the corresponding leg. Meanwhile,

the lower switch on the corresponding leg is enabled. The actuating vector

selected in the previous time step is denoted n−, while n∗ denotes the

actual optimum vector. The moving average of the instantaneous switching

frequency f̂sw was computed online using a LPF whose equation in the
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discrete-time domain is reported as follows:

f̂sw(n) = [1− Tsωcofsw(n)]f̂sw(n−) + Tsωcofsw(n) (5.4)

In (5.4), Ts is the time sampling, f̂sw(n−) represents the moving average in

the previous time step, while ωco = 2πfco is related to the cut-off frequency

fco set to 25Hz. The term fco is selected by considering a trade-off between

having a quick settlement to the mean value with limited oscillations.

The calculated instantaneous switching frequency as well as its moving

average are plotted over time in Fig. 5.3a. In the same time interval, the

line-to-line voltages and the corresponding selected voltage vector, denoted

as in Tab. 3.1, are shown in Figs. 5.3c and 5.3e, respectively. It can

be verified how the instantaneous switching frequency was zero during the

first four samples as the computed optimum vector did not change. When

the commutation occurs, a peak in the instantaneous switching frequency

is observable. The higher the number of commutations, the higher the

resulting peak. The threshold is reached when three switches change state

during a time step, and the resulting instantaneous switching frequency

would be fs/2. When two switching events occur the calculated fsw results

fs/3. When only one switching commutation occurs, the computed fsw

would be fs/4. On the other hand, when the switching state is constant, the

instantaneous switching frequency is zero. Typically, the average switching

frequency can vary from fs/5 to fs/10 [82]. The a-, b-, and c-phase current

tracking are also shown for one electrical revolution in Figs. 5.3b, 5.3d and

5.3f, respectively.

It is well established that the higher the sampling frequency and, subse-

quently, the average switching frequency, the better performance in terms

of current distortions can be achieved. The typical trend of the switch-
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Figure 5.4: TDDi versus f̄sw trend for Tem = 14Nm MTPA.

ing frequency fsw versus the TDDi is shown in Fig. 5.4 obtained by

running several simulations at increasing sampling frequencies for a fixed

operating point. Specifically, demanding a specific torque reference (i.e.,

Tem = 14Nm), the d-and q-current references are evaluated according to

the MTPA trajectory. The rotational speed was fixed by the prime mover

to 1500 rpm and the dc-link voltage was fixed to 600V. The sampling fre-

quencies varied from 15 to 50 kHz with 5 kHz step between a simulation and

the next one. The control effort term and the integral gains were disabled,

and the cost function was defined as (4.2). The results of the eight simula-

tions show that the higher the sampling frequency, the lower the resulting

current distortions with a hyperbolic trade-off. Referring to the TDDi

versus f̄sw trade-off curve shown in Fig. 5.4, two results obtained at 25 kHz

and 50 kHz corresponding to f̄sw ≈ 3.8 kHz and f̄sw ≈ 5.2 kHz, respectively,

are reported in Fig. 5.5. Specifically, the d- and q-current tracking is shown

during transient and at steady-state in Figs. 5.5a and5.5c for fs = 25 kHz,

respectively. The subsequent a-, b-, c-phase current tracking is achieved

by employing the Clark and Park transformations to the feedback and the

reference signals, whose results are reported in Fig. 5.5e, and the cor-

responding harmonic spectra in Fig. 5.5g. Similarly, the same results are
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.5: (a) dq-current tracking transient response at fs = 25 kHz. (b) dq-
current tracking transient response at fs = 50 kHz. (c) dq-current tracking at
fs = 25 kHz. (d) dq-current tracking at fs = 50 kHz. (e) abc-current tracking at
fs = 25 kHz. (f) abc-current tracking at fs = 50 kHz. (g) Harmonic spectra at
fs = 25 kHz (h) Harmonic spectra at fs = 50 kHz

shown for fs = 50 kHz in Figs. 5.5b, 5.5d, 5.5f, and 5.5h. It can be observed

how the current ripple on the d- and q-axis is higher at 25 kHz than 50 kHz,

as well as the corresponding a-, b- and c-phase current harmonic content.

In both cases, the most significant current harmonic content is bounded

within the first side-band harmonic with a nondeterministic pattern.
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5.1.0.2 Integral Terms Inclusion and Robustness Analysis

The effectiveness of the integral error term and the corresponding weighting

factor to address current prediction errors will be proved by means of sim-

ulations run at 50 kHz. The system was aimed to be torque-controlled (i.e.,

Tem
∗ = 14Nm) taking into account the MTPA and subsequently the re-

sulting d- and q-current references (i.e., i∗d = 3.77A, i∗q = 6.53A) at a fixed

rotational speed (i.e., ωm = 1500 rpm). The control effort weighting factor

was set to zero to highlight the sole effect of integral error term when cur-

rent prediction errors are intentionally introduced. In particular, errors of

+50% on the d-flux and −50% on the q-flux were considered, and the step

response curves are shown for several integral weights in Fig. 5.6c for the

d-current component, and in Fig. 5.6e for the q-current component. The

integrals over time of the errors between references and feedback current

components were also computed to highlight the presence of steady-state

errors and their evolution over time. They are shown in Fig. 5.6d, and 5.6f

for the d- and q-current errors, respectively.

When the integral of the error over time presents an average constant trend,

it proves the absence of steady-state errors. On the other hand, the integral

of the error shows an increasing trend. In Figs. 5.6a and 5.6b are shown

the transient response on the d- and q-axis for three different Wd (i.e.,

Wd = 0, 20, 80 [1/s]) and Wq (i.e., Wq = 0, 40, 160 [1/s]). It can be

noticed how the rise time results are equal for the three cases examined,

while higher overshoots are observable when the integrals of the error gains

are set higher. In addition, referring to Figs, 5.6c and 5.6e, whenWd andWq

are both set to zero, steady-state errors are observable on both the d- and q-

axis, highlighted by the increasing trends of the integral of the errors shown

in Figs. 5.6d and 5.6f for the d- and q-axis, respectively. It is also possible to
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notice how greater weights lead to faster model mismatch compensations.

When the weights are set to Wd = 80 and Wq = 160 [1/As], the integrals

of the errors on the corresponding axis settle much faster than the other

cases considered. Higher weighting factors also present higher overshoots.

In Fig. 5.6g and 5.6h have also been shown the a-phase current tracking

for the three considered cases, and the corresponding harmonic spectra,

respectively.

Trial-and-error procedures can be carried out to select the weights to achieve

the desired dynamic and steady-state performance [84]. In the cost func-

tion, it is possible to distinguish primary terms (i.e., reference tracking

terms) and secondary terms(i.e., the control effort weighting factor). The

first step of the procedure consists of setting the secondary terms weighting

factors to zero. The second step is establishing measures such as the value

of the current reference tracking and TDD as performance metrics to eval-

uate the performance achieved by gradually increasing the weighting factor

starting from λu = 0. The achieved performance is recorded for each value

of the selected λu, and the one that achieved satisfactory s and TDDs is se-

lected. In the case study, when the model accuracy is high, lower values for

the weighting factors can be selected to keep the dynamic behavior of the

system unchanged. Further investigations would be required to study the

stability of the system resulting from the introduction of the integral error

term in a predictive controller frame (here not addressed). In this work,

the stability of the system was guaranteed by trial-and-error procedures.

Another simulation with the same control settings as the one described in

Fig. 5.6 was run to analyze the effect of the inductance variations (i.e.,

Ldd, Lqq). Errors of +50% and −50% on both the d- and the q-axis incre-

mental inductance were considered. Variations of the mutual inductance

terms (i.e., Ldq, Lqd) were not considered as they are about an order of
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.6: Effects of the flux vector variations on (a) d-current tracking dur-
ing transient, (b) q-current tracking during transient, (c) d-current tracking at
steady-state, (d) integral of the d-current tracking over time, (e)q-current track-
ing at steady-state, and (f) integral of the q-current tracking over time, (g)
a−current tracking for the three cases, and (h) the corresponding harmonic
spectra.

magnitude smaller than the self-axis inductance components. Referring to

Figs. 5.7a and 5.7b, the d- and q-current reference tracking are shown as

well as their corresponding integral of the error over time in Fig. 5.7c and

5.7d, respectively. In particular, three-step response curves are shown: one

describes the case of considering a +50% error in both Ldd and Lqq; the

second case describes the case in which the actual self-axis incremental in-
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(a) (b)

(c) (d)

(e) (f)

Figure 5.7: Effects of the flux vector variations on (a)d-axis current step response
curve, (b)q-axis current step response curve, (c)integral of the d-current tracking
over time, (d) integral of the q-current tracking over time, (e)a-phase current
tracking, and (f) the corresponding harmonic spectra.

ductance components are decreased by 50%; finally, it also shown the case

of inductance components closely matching the identified ones. In all the

cases considered, the integral action was disabled (i.e. Wd = 0, Wq = 0. It

can be noticed how the step response curves show quite similar behavior

in the three cases and their corresponding integrals are approximately con-

stants, proving that reference tracking errors do not depend on inductance

inaccuracies. On the other hand, by performing the Fourier analysis on

the resulting phase current waveform shown in Fig. 5.7e and observing the

resulting harmonic spectra, it is possible to observe how these inaccura-

cies lead to higher ripples, thus higher current TDDi than the case with a

perfectly estimated inductance matrix (see Fig. 5.7f). Therefore, the best
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performance in terms of current distortion can be achieved if the model of

the system is accurately identified.

The voltage drop due to the stator winding is the last significant aspect to

consider. However, stator resistance variations are omitted since the effect

is more significant at lower speeds, and conceptually it is characterized by

the same effect on steady-state performance as flux variations.

5.1.0.3 Control Effort Weighting Factor Variation

As described in the model of the drive in the Chapter 3, a set of simulations

are performed with the SyRel motor in current-control mode while keeping

the rotational speed and the dc-link voltage fixed. For a given sampling

frequency, the control effort weighting factor is varied and the procedure

is repeated for several sampling frequencies. The steady-state performance

described in (5.1) is evaluated for each simulation. In Fig. 5.8, the result-

ing trade-off curve between the TDDi and the average switching frequency

f̄sw are shown considering conventional FCS-MPC (i.e. λu = 0), and the

proposed cost function which include the control effort and the integral

terms at two sampling frequencies, i.e. fs = 24 kHz, fs = 40 kHz. It is

clear that the introduction of the control effort term (i.e. when λu > 0)

allows achieving a lower current distortion over a wide range of switching

frequencies and for different sampling frequencies with respect to the per-

formance obtained with λu = 0. Indeed, considering the same switching

frequency, i.e. f̄sw ≈ 4 kHz, about 25% improvement of the TDDi is ob-

tained. The advantage in terms of TDDi over the conventional approach

increases as λu increases for a given sampling frequency fs. Increasing the

latter allows to achieve a wider switching frequencies range, indeed the blue

line is wider than the dark green line, both calculated considering the same
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Figure 5.8: Trade-off curve between TDDi and switching frequency at various
λu and full-load (id = iq = 5.5A; ωm = 1500 rpm, 0 < λu < 0.056).

(a) (b)

(c) (d)

Figure 5.9: (a) dq-current reference tracking (fs = 40 kHz, f̄sw ≈ 4020Hz, and
λu = 0.0384). (b) dq-current reference tracking transients. (c)b-, c-phase cur-
rents reference tracking. (d) b-, c-phase current harmonic spectra.

range of λu. The simulations have been done at full load, i.e., the current

references set to 5.5A on both d- and q-axis, with the dc-link at 600V, and

the mechanical rotational speed at 1500 rpm. The current control tests are

performed within a time window of 0.76 s, lasting long enough to have a

periodicity over one mechanical turn.

The d- and q-current reference tracking are shown for fs = 40 kHz and

λu = 0.0384 in Figs. 5.9a and 5.9b, respectively. Moreover, in Figs. 5.9c
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Figure 5.10: Comparative analysis between the FCS-MPC and the PI-based
FOC control method.

and 5.9d are reported the a-, b- and c-phase current reference tracking and

the harmonic spectrum of the phase currents, respectively, confirming the

low current TDDi.

To show the potential of the weighting factor term in the cost function, in

Fig. 5.10 a comparative analysis between the FCS-MPC and the standard

FOC-based control method is shown (blue line). It can be observed how

the performance of the system surpasses the PI-based control approach for

switching frequencies above 17 kHz when the sampling frequencies were set

above 70 kHz and control effort weighting factor was λu < 0.002. This be-

havior is justified by the improved granularity of the switching aspect that

makes the controller closer to a continuous time controller. This compari-

son was considered just on simulations due to the complexity of achieving

such high switching frequencies on DSP. The described comparison can be

performed by experimental tests if the described control strategy is entirely

implemented on FPGA and that was not the purpose of this work.

Referring to the results shown in Fig. 5.10, a deeper comparison has been

performed at 8.2 kHz switching frequency, showing further details of the

system’s behaviour with the two controllers. In particular, the d-current

control step response is reported in Fig. 5.11a for both the FCS-MPC and
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(a) (b)

(c) (d)

(e)

Figure 5.11: Comparative analysis of FCS-MPC versus PI-based FOC control
at f̄sw = 8.2 kHz (a)d-current reference tracking. (b) q-current reference track-
ing. (c) Phase current reference tracking achieved by the FCS-MPC. (d) Phase
current reference tracking achieved by the PI-based FOC control. (e) a-phase
current harmonic spectra comparison.

the PI-based FOC control. The q-current step response curve is shown for

both controllers in Fig. 5.11b. The phase-current tracking is illustrated in

Fig. 5.11c and 5.11d for the two cases while the harmonic spectra referred

to the phase ”a” is also reported in Fig. 5.11e. In general, it can be no-

ticed that the dynamic of the FCS-MPC slightly surpassed the PI-based

FOC control method. Despite the similar current distortion, it can also be

observed that the harmonic spectra of the PI-based FOC control method

showed significant harmonic content at lower frequencies (i.e., 8.2kHz and

multiples). For this reason, the FCS-MPC outperformed standard PI con-

trollers at the cost of an increased computational cost.
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Figure 5.12: Steady-state performance variations due to changing the current
command.

5.1.0.4 Current Variations

Given the importance of introducing the control effort weight greater than

zero, a further analysis was carried out by means of simulations to investi-

gate how the steady-state performance is affected by changing the operating

point in the entire d-q current plane for two different values of the control

effort weighting factor (i.e., λu = 0 and λu = 0.005). The rotational speed

of the system was set to 400 rpm, the dc-link voltage was set to 300V,

while the sampling frequency was set to fs = 48 kHz. Both the current

components id, iq vary from 1.5A to 5.5A, assuming a 1A step between

two consecutive points. With the aim of comparing these results, a compre-

hensive performance metric ck is considered which is defined as the product

between TDDi and the inverse of the granularity of switching i.e., f̄sw
fs

.

ck = TDDi
f̄sw
fs
. (5.5)
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The latter takes into account both the effect of the switching frequency and

the TDDi. Lower ck values mean better overall performance. In Fig. 5.12,

the obtained ck are represented for the two cases studied. First of all, it can

be observed how ck presents lower value of ck when λu = 0.005. In addition,

ck is mostly affected by variations due to d-current component. The reason

behind this behavior is found in the inductance variations. Specifically,

variation due to the d-axis current cause more significant Ldd drop than

Lqq variations (see Fig. 3.16), making the system more sensible to d-axis

current variations.

5.1.0.5 Speed Variations

When the drive operates at different rotational speeds, the overall perfor-

mance might change. In particular, the cross-coupling terms in (3) depend-

ing on the rotational speed alter the calculation of the current prediction

whose cost function is dependent. Few simulations were run to quantify

how the performance varies with the rotational speed. Specifically, several

current control simulations were run to identify the importance of the rota-

tional speed variations when considering two different values of the control

effort weighting factor (i.e. λu = 0, λu = 0.005). The sampling frequency

was fixed to fs = 48 kHz and both current references id, iq were set to 1.1A.

The rotational speed varied from 100 rpm to 900 rpm with 100 rpm speed

step between two consecutive simulations. Referring to Fig. 5.13a, the f̄sw

trend over speed is represented in blue for λu = 0, while it is represented

in violet when λu = 0.01. In the same figure, the TDDi trends for the

rotational speed ωm are also represented. In both cases, lower switching

frequency and lower TDDi are observable when the control effort weighting

factor is greater than zero. Furthermore, Fig. 5.21b shows the trend of ck

over speed in the two cases studied. Lower ck is observable with λu = 0.005.
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(a) (b)

Figure 5.13: (a) dq-current reference tracking (fs = 40 kHz, f̄sw ≈ 4020Hz,
and λu = 0.0384). (b) dq-current reference tracking transients. (c)b-, c-phase
currents reference tracking. (d) b-, c-phase current harmonic spectra.

It can be deduced how lower ck can be obtained by setting the λu = 0.005.

Furthermore, the rate of difference between the two trends in Fig. 5.13b

is higher at higher speed, justifying the introduction of the control effort

weighting factor. The absence of a standard procedure to tune the con-

trol effort weight make the controller design process more complex and it

remains an open topic for future investigations.

5.2 Experimental Results

The test rig for this set of experiments is described in appendix A. During

tests the average dc-link was 300V fixed by a dc-power supply, and limited

by the industrial drive rated voltage. The following aspects have been

assessed: the impact of the integral term inclusion on reference tracking;

the improvement of the steady-state performance due to the control effort

weighting factor variations for a fixed operating point, and over the entire

d-q current domain; effects on steady-state performance have also been

evaluated at different speed and torque.
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(a) (b)

(c) (d)

Figure 5.14: (a) d-current tracking with and without integral (b) q-current track-
ing with and without integral. (c) Numerical integration of the d-current error
over time with and without integral. (d) Numerical integration of the q-current
error over time with and without integral.

5.2.1 Integral Terms Assessment

Two current-control tests at a constant speed (ωm = 100 rpm) have been

performed to show the impact of including integral terms when a +50%

error is introduced in both flux vector components ψd, ψq in the current

predictions. In Figs. 5.14a and 5.14b the d− and q-current reference track-

ing are shown in both cases when the integral term is considered (green

lines) and not considered (blue lines). The numerical integration of the

current errors (see (4.5)) is also computed and plotted in Figs. 5.14c, and

5.14d to make the results clearer. Analyzing these figures, it is evident that

including the integral term in the cost function allows for achieving zero

steady-state current error, even in the presence of model inaccuracies. As a

result, a high degree of robustness is achieved and potential parameter vari-

ations, model mismatches, etc., are successfully tackled by the controller.

It is worth underlining that the integral of the current vector error is calcu-

93



5.2. EXPERIMENTAL RESULTS

lated considering the current reference and the feedback signals of all the

past measurements. The cross product between (4.4) and the integral of

(4.5) in 4.7 makes the selection of the optimum actuating voltage vector

dependent on the integral of any detected steady-state error. By doing

so, the inclusion of the integrals of the error terms does not introduce sig-

nificant computational complexity compared to the methods based on the

predictions and on augmenting the state of the system. The integral is per-

formed only once per current component, making the integral calculation

model-free but keeping the model-based terms as a proportional action.

The integral calculation is performed by storing and summing up the past

current errors
∑ℓ

j=1 i
k−1
dq,err with the actual current error ikdq,err in (4.7). The

result is then multiplied by the sample time and the weighting factors.

An experimental comparison with the method introduced in [3] is also per-

formed. The purpose of the integral action introduced in [3] aimed to

compensate for inter-sampling errors due to the discrete-time prediction

model, temperature-dependent parameters drifting or aging factors, and

model mismatches. The method consists of evaluating the integral of the

error terms (i.e., I(n)) from the reference command and the current pre-

diction as follows:

I(n) =

∫ τ

0

[i∗dq − ik+1
dq (n)]dt ≈ Ts

m∑
j=0

ik+1−j
dq,err (n) (5.6)

With the above, the (simplified) cost function considered in [3] is

J(n) =
∥∥ik+1

dq,err(n)+
∥∥2
2
+W ∥I(n)∥22 (5.7)

The integral of the error calculation is based on the current prediction error

(i.e., ik+1−j
dq,err = i∗dq − ik+1

dq (n)) at the next time step k + 1, where Ts is the

sampling interval, and τ represents a generic time instant during the test/-
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operation. The integral action is the sum of the previous output and the

new error that is amplified by the integral gain. Hence, the integral action

allows for the accumulation of errors over time. The value m introduced

in (4.7) expresses this accumulation action. In essence, it represents the

number of samples during the tests. Hence, it starts from 0 at time zero

(i.e., when the test begins) and it increases during the experiment. Nev-

ertheless, m is initialized to zero at the beginning of each period (due to

the 2π-periodicity) to avoid potential overflow problems occurring during

prolonged operations. In other words, m represents the step at which the

discretized integral of the error is calculated.

[3] investigated how the effectiveness of the integral action is affected by

varying m. In particular, it is shown that larger time windows allow to

achieve better compensation of the model mismatches. Nevertheless, the

proposed integration method does not make any difference from a com-

putational perspective whether the whole test/operation is considered or

merely a limited time window. This is because the previously stored val-

ues are updated at each new iteration of the controller, i.e., only one new

operation is the performance at each sampling interval.

Given the above, for a fair comparison between the method proposed and

the one presented in [3], the same time window (i.e., the whole test/oper-

ation time window) was considered. The results are shown in Fig. 5.15.

As can be seen from the figure, both methods achieve similar robustness to

parameter variations, albeit the proposed one exhibits somewhat shorter

settling times. Note that only the tracking behavior on the q-axis is shown

for reasons of compactness; the behavior on the d-axis is similar. Even

though both the proposed FCS-MPC scheme and the one in [3] include an

element of integrating nature in the cost function, this is done differently.

Specifically, the proposed method introduces the product between the pre-
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dicted and accumulated errors—see (4.4) and (4.5), respectively—that can

enable faster transient responses. To verify this, the tests were carried out

by considering that the flux was overestimated by 30% while operating in

the current-control mode and at a constant speed. The d-and q-current ref-

erences were set to id = 2.6A, and iq = 3.7A, respectively, corresponding

to a torque command of Tem = 7Nm. Moreover, the rotational speed was

800 rpm, and the dc-link voltage 300V. Finally, the sampling frequency was

24 kHz, and the control effort weighting factor was chosen as λu = 0.0040.

For the first test, the integral of the current error was excluded from the cost

function; the corresponding tracking of the q-component of the current ref-

erence is shown in Fig. 5.15. In the same figure, the tracking performance

of the proposed FCS-MPC method is shown when the integrating term

is active. Finally, for comparison purposes, the behavior of the method

in [3] is depicted. As can be observed, both FCS-MPC methods success-

fully compensate for the error introduced in the prediction model due to

the flux variation, but the proposed method exhibits better dynamic per-

formance. Finally, it is worth mentioning that the integral of the current

error is calculated considering the predicted current error (see (4.4)) and

the integral of the past errors (see (4.5)). As these depend on the (known)

current reference and the (already computed) accumulated steady-state er-

ror, respectively, it can be seen that the additional computational overhead

is very small, especially as compared with methods that rely on an aug-

mented state or an exhaustive prediction of the state. Hence, the proposed

method, not only selects the optimal actuating voltage vector by account-

ing for the past steady-state error (and thus by introducing an integrating

element that improves the robustness), but it also comes with a relatively

low computational complexity.

96



5.2. EXPERIMENTAL RESULTS

Figure 5.15: Assessment of the effectiveness of the integrating action of the
proposed FCS-MPC scheme and its comparison with the method described in
[3].

5.2.2 Control Effort Assessment

In the following, more experimental evidence on the SyRel drive is reported.

In this test campaign, the SyRel motor run in current-control mode at a

constant speed set by the prime mover, and with the dc-link voltage set by

the dc-power supply. The control effort weighting factor is varied at several

sampling frequencies and the steady-state performance metrics described

in (5.1) are evaluated.

5.2.2.1 Tests at rated current

Due to the hardware limitation on the dc-link bus voltage, the following

tests were arbitrarily chosen to meet the hardware limitations while guar-

anteeing no voltage saturation. The current references on the d- and q-axis

were set equal to the rated value while the speed was fixed by the prime

mover to 100 rpm. Fig. 5.16 reports the results in terms of current TDDi

of the test campaign carried out for three different values of sampling fre-

quency: fs = 32, 40, 48 kHz over a wide range of λu. Each test lasts enough

to acquire at least twenty electrical periods for accurate computation of

the current TDDi to assess the effectiveness of the proposed FCS-MPC to
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Figure 5.16: Trade-off curve between TDDi and switching frequency (id = iq =
5.5A; ωm = 100 rpm, 0 < λu < 0.032).

(a) (b)

(c) (d)

Figure 5.17: (a) dq-current reference tracking (fs = 48 kHz, f̄sw ≈ 3.2 kHz,
and λu = 0.0160). (b) dq-current reference tracking transients. (c)b-, c-phase
currents reference tracking. (d) b-, c-phase current harmonic spectra..

guarantee zero steady-state reference tracking errors, and a reduced TDDi

compared to conventional FCS-MPC. Similar to the simulation studies

(see Fig. 5.8), the trend based on the experiments is the same, i.e., the

proposed FCS-MPC outperforms the conventional one, thanks to the fine

granularity of switching. The trial-and-error procedure was considered to

tune the control effort weighting factor to show the obtained results. Fig.

5.17 reports the dq-current tracking, the phase-currents, and the phase

current spectrum for the given operating point.
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Figure 5.18: Trade-off curve between TDDi and switching frequency at various
λu (id = iq = 1.1A; ωm = 400 rpm, 0 < λu < 0.08).

5.2.2.2 Tests at 20% of the Rated Current

In another test campaign, the dq-axis current references were chosen to be

20% of the rated current, while the rotational speed was set to 400 rpm.

As for the previous set of tests, the trend illustrated in Fig. 5.18 shows

that a more favorable TDDi can be achieved with the proposed FCS-MPC

algorithm. Differently, from the former case, the trends for the three tested

sampling frequencies fs = 16, 24, 32 kHz show a higher margin of improve-

ment. Furthermore, the trends are not monotonically decreasing as the

switching frequency increases but they present minimums. This difference

can be justified by the non-linear inductance variations with the current

which is an intrinsic characteristic of the SyRel. The higher the load cur-

rent, the lower the corresponding inductance, thus the importance of the

tracking term over the control effort in 4.7 prevails. However, the effects

due to current and speed variations are further discussed in the following

subsections. Also in this case, the dq-reference current tracking, the phase

currents and their spectrum are shown in Fig. 5.19.
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(a) (b)

(c) (d)

Figure 5.19: (a) dq-current reference tracking (fs = 24 kHz, f̄sw ≈ 2 kHz, and
λu = 0.0160). (b) dq-urrent reference tracking transients. (c)a-, b-, c-phase
currents reference tracking. (d) b-, c-phase current harmonic spectra.

5.2.3 Tests over the entire d-q current plane

The following reports an experimental investigation of the steady-state per-

formance over the entire d-q current plane for two different values of the

control effort weighting factor, i.e., λu = 0 and λu = 0.0160. The rota-

tional speed was fixed at 400 rpm while the sampling frequency was set to

fs = 48kHz. Both the current components id, iq vary from 1.5A to 5.5A,

assuming an 1A step. To compare these two series of tests, a compre-

hensive performance metric ck as defined in (5.5). The latter takes into

account both the effect of the switching frequency and the TDDi. Lower

ck values mean better overall performance. In Fig. 5.20, the obtained ck

are plotted for the two cases λu = 0 and λu = 0.016. It can be noticed how

the ck variations are mostly due to d-current component variation (see Fig.

5.20 contour plots) as the Ldd variation over the tested current domain is

more significant than Lqq variations (see Fig. 3.16). Furthermore, higher

performance is achievable in the whole explored current domain by setting

λu > 0.

100



5.2. EXPERIMENTAL RESULTS

(a) (b)

Figure 5.20: (a) Overall steady-state performance over the current domain given
ωm = 100 rpm, fs = 48 kHz, λu = 0. (b) Overall steady-state performance over
the current domain for ωm = 100 rpm, fs = 48 kHz, λu = 0.016.

5.2.4 Tests at different speeds

Speed variations also have an impact on the overall performance. For

this reason, current control tests were performed to quantify the impor-

tance of this variation for two values of the control effort weighting factor

(λu = 0, λu = 0.0160). The tests were performed with a fixed sampling

frequency (fs = 48 kHz) and both current references id, iq set to 1.1A,

while the rotational speeds varied from 100 rpm to 900 rpm with 100 rpm

speed step. Referring to Fig. 5.21a, the TDDi and f̄sw trends with respect

to the rotational speed ωm are represented showing advantageous results

when λu = 0.0160. Fig. 5.21b shows the ck trend over speed in the two

cases. Lower ck is observable with λu = 0.0160 when wm > 750 rpm. This

is because the back-electromotive force term in (3.5) makes the reference

tracking term in (4.7) more important than the control effort. Combining

the results of increasing the load current and the rotational speed, a lower

margin of improvement is observable due to the reduced importance of the

control effort term over the reference tracking term.
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(a) (b)

Figure 5.21: (a) TDDi and f̄sw trends with respect to the speed for a fixed λu = 0.
(b) TDDi and f̄sw trends with respect to the speed for a fixed λu = 0.016.

5.2.5 Tests at MTPA conditions

Considering the same current controller, consisting of the proposed cost

function that accounts for the current tracking error, an outer block was

considered to calculate the current reference commands corresponding to a

specific electromagnetic torque. The operations in current or torque mode

indicate the functionality of the outer loop. Operating in both modes

enables the examination of different scenarios, and thus the assessment

of the performance of the proposed FCS-MPC scheme at more operating

points. Specifically, in current mode, the reference currents are set directly.

On the other hand, in torque mode, the current references are calculated

from the MTPA’s LUTs, where the torque command corresponds to a

specific pair of current coordinates, selected according to the MTPA shown

in Fig. 3.19. Finally, it is worth mentioning that testing a control scheme

by alternating between the two operating modes is a common practice in

the industry as well.

Two torque control tests (Tem = 1.4Nm, and Tem = 12.6Nm) were per-

formed and compared for various fs and λu in Fig. 5.22. Lower TDDi is
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achieved for lower torque when considering the same switching frequency.

In addition, a lower margin of improvement can be achieved by varying

λu when considering high torque values. Indeed, with higher torque, the

current reference tracking term in (4.7) dominates the control effort, de-

creasing the margin of improvement. It is like the whole lower torque

Figure 5.22: TDDi and switching frequency trade-off for two torque references
(ωm = 100 rpm, 0 < λu < 0.032).

trend rotates and moves toward the left reducing the resulting switching

frequency range. This behavior is justified by the fact that as the current

components rise, especially on the d-axis (see the MTPA Fig. 3.19), the

corresponding inductance decreases causing the reference tracking term in

(4.7) to be more important than the case at lower torque reducing the

margin of improvement.

5.3 Chapter Conclusions

In this chapter, extensive simulation and experimental analysis have been

conducted to show the performance of the proposed FCS-MPC. The first

step consisted of evaluating the system’s robustness against parameter vari-

ations. In particular, model mismatches have been introduced in the pre-

diction model to observe the effectiveness of the introduced integral terms

in the cost function without affecting the dynamic performance. This study

103



5.3. CHAPTER CONCLUSIONS

has been considered in both simulations and then validated experimentally.

The second step consisted of evaluating the impact of the introduced control

effort weighting factor in the cost function aimed at improving the steady-

state performance. It has been shown that the use of the control effort

weighting factor properly tuned enabled lower current distortion in both

simulations and experimental tests.

Finally, the impact of changing the operating point has been investigated

highlighting the fact that an accurate magnetic model and optimum tra-

jectories are highly recommended to enhance the proposed controller per-

formance.
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Chapter 6

SyRel Drive:

Modulated-Model Predictive

Control

In this section, the proposed M-MPC is derived. It belongs to the family

of M-MPC controllers.

The proposed method solves the control and modulation problems in one

computational stage in an optimal, coordinated manner. Moreover, it has

an inherent mechanism to address the over-modulation problem. Thanks

to these two characteristics, it can fully utilize the available dc-link voltage

and compute the optimal application times of the optimal switch positions.

For PI-based field-oriented control (FOC) and deadbeat control methods,

control and modulation are two decoupled entities that act independently

from each other, i.e., in an uncoordinated manner. Moreover, in case of

overmodulation, a dedicated mechanism is required to saturate the com-

manded voltage. The above implies that when the voltage synthesized by

the modulator is different from the voltage commanded by FOC, the best
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possible dynamic performance is not guaranteed because the basic current

transition phenomena are neglected [85].

Based on the above, the main advantages of the proposed method are: 1)

Full utilization of the available dc-link voltage thanks to the coordinated

control and modulation. 2) Simpler controller design as control and mod-

ulation are considered together, while there exists an inherent mechanism

to address the overmodulation problem. Moreover, no significant tuning is

required, as for the case with PI controllers, where the gains are chosen for

specific operating points, and then gain scheduling is performed to make

the controller suitable for a wide range of operations.

The block diagram of the proposed M-MPC is illustrated in Fig. 6.1. The

phase currents (i.e. ia, ib), the dc-link voltage (i.e. Vdc), as well as the rotor

angular position θr are measured and used to predict the current vector in

dq coordinates at the next time step k+1. The angle was measured utilizing

an optical encoder. The electrical speed ωr was numerically computed from

the rotor angle considering the number of pole pairs specified in Table A.1.

The calculated electrical speed was then filtered by a low-pass filter to

reduce the ripples caused by quantization error introduced by the encoder

and provide higher robustness and relatively constant speed [86].

Another common practice that was adopted in the present work relates to

the compensation for the encoder inter-sampling errors [87]. In the real-

world setting, at the beginning of the sampling interval, the actual rotor

angle is measured, and a one-step delay occurs between measurements and

actuation. During this interval, when the motor rotates at a constant speed,

the rotor position changes. For a given sampling interval, more significant

rotor displacements occur at higher speeds. Consequently, an error in the

current reference tracking is observable as the controller is designed in the
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synchronously rotating dq reference frame. This inter-sampling angle offset

can be compensated for by considering the following:

θc = θr +
1

2
Tsωr (6.1)

In (6.1), θc is the rotor angle that compensates for the inter-sampling error

due to the rotation of the drive at ωr, θr is the rotor angle measurement

and Ts the sampling interval. The such compensated angle can be used

in the Park and the inverse Park transformations to switch from the sta-

tionary to the synchronous reference frames without affecting the steady-

state performance. This aspect is beneficial, particularly for the introduced

model-based control strategy.

6.1 Evaluation Function

The typical MPC approach consists of selecting the best actuating variable

based on the definition of a cost function which is by definition a positive

scalar. The cost function is then evaluated as many times as the number

of configurations the actuator (i.e., a 2L-VSI) can assume, and the config-

uration corresponding to the minimum cost function is selected to control

the drive system. The cost function typically includes the 2-norm of the

error tracking terms. Differently from the rigorous definition of a cost func-

tion, defined as a positive scalar, an evaluation function has been defined

such that it can assume both positive and negative values. The control

problem has been tackled geometrically evaluating the vectors that comply

with specific geometric conditions. The defined evaluation function divided

into two scalar components is introduced and evaluated from the current

reference signals i∗d, i
∗
q, and the current predictions (4.1).
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Figure 6.1: Block diagram of M-MPC for SyRel motor drive.

Subsequently, the duty cycles (i.e. dabc) are computed based on an on-

line optimization problem and sent to a modulation stage to generate the

switching signal Sg of the 2L-VSI to control the SyRel at the desired oper-

ating point. The current prediction components are calculated as in (4.1)

considering the flux and the inductance terms as functions of the current

vector as described in Sect. 3.4. The design of the proposed evaluation

function was done such that the following three goals are achieved. Firstly,

to enable the integration of the tracking error in the same fashion as in

the PI-based controllers. In doing so, improved tracking performance and

increased robustness can be achieved, as demonstrated in the following.

Secondly, to introduce a self-saturation mechanism to the computation of

the target coordinates. This is achieved with the adoption of the geometric

criteria according to (6.5a), (6.5b) and (6.5c). And lastly, to facilitate a

greater controller design simplicity by avoiding the use of weighting factors.

Differently for the standard cost function, the components of the evaluation

function can assume both positive and negative values. Furthermore, the

classical formulation of the cost function does not allow for such flexibil-

ity unless additional constraints are included in the optimization problem.
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This, however, would complicate the controller design and increase the

size of the optimization problem, and thus its computational complexity.

Moreover, the weighting factor selection criteria are based on empirical and

iterative processes [88].

With the use of traditional cost functions, nonlinear systems such as the

considered SyRel drive exhibits high saliency. As a result, the level sets

of the (convex) cost function are ellipsoidal, see Fig. 4.2. This implies

that for equally good tracking of the two current references (on the d- and

q-axis) a weighting factor in the cost function is required to turn the level

sets into circular ones. As the choice of the weighting factor, it is not

trivial, and a poor choice may lead to suboptimal performance. In the

case study, the optimization problem is tackled geometrically to bypass the

aforementioned difficulties. With this choice of the evaluation function, no

such weighting factors are needed and the problem is tackled by adopting

a geometric approach.

The voltage vector selection is affected when using a quadratic cost function

as compared with the evaluation function proposed in this thesis. The

study is done based on simulations where a current controller is assumed

at constant speeds. For the quadratic cost function, one similar to the one

described in [4] is considered to evaluate the pair of optimal voltage vectors.

These pairs are then compared with the ones calculated by the proposed

evaluation function. The comparison is shown in Fig. 6.2. It is noticeable

how the vector selection computed by the quadratic cost function follows

the correct trend but it is less accurate and, inevitably, it will lead to higher

current ripples. Hence, such methods will achieve inferior performance

compared to that achieved with the cost function proposed in this work.

The evaluation function, whose components can assume positive or negative

values admits a pair of switching commands, and the optimum solution is
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(a) (b)

Figure 6.2: Optimum vector selection by means of (a) the proposed M-MPC (b)
and [4].

found by a vectorial analysis as described in detail in the following.

The evaluation function is defined as follows

g(n) =

gd
gq

 =

ik+1
d,err(n) + Tswd

∑m
j=0

(
ik−jd,err

)
ik+1
q,err(n) + Tswq

∑m
j=0

(
ik−jq,err

)
 , (6.2)

The error tracking terms (i.e., ik+1
d,err(n), i

k+1
q,err(n)) are evaluated as the dif-

ference between the the reference signal i∗d, i
∗
q and the predictions ik+1

d (n),

ik+1
q (n) evaluated for each feasible voltage vector that the 2L-VSI can pro-

vide (i.e., n = v⃗0, v⃗1, ...v⃗7), see Fig. 3.2).

ik+1
d,err(n) = i∗d − ik+1

d (n) (6.3a)

ik+1
q,err(n) = i∗q − ik+1

q (n) (6.3b)

Just considering these addends in the evaluation function components, the

algorithm results to be a proportional-like controller, whose steady-state

performance is highly dependent on the accuracy of the model used in the

prediction stage. To address the issue, the integral of the actual error be-

tween the references and the feedback signals (i.e., ikd,err, i
k
q,err) are included

in the evaluation function components to compensate for any occurring

steady-state errors due to model inaccuracies. In (6.2), Ts represents the

sampling interval set to execute the algorithm, m is the number of samples
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used to evaluate numerically the integral of the current error components

ik−jd,err, i
k−j
q,err. Two weighting factors wd, wq have been included to make

the evaluation function components physically consistent. They are tuned

in a trial-and-error fashion and their variation can enhance the dynamic

performance of which the system can compensate for model mismatches.

6.2 Duty Cycle Calculation

According to the above definition of the evaluation function (6.2), given

the current references, the eight switching configurations of the 2L-VSI

enable the calculation of eight pairs of coordinates shaping a hexagon into

the gd, gq plane as shown in Figs. 6.3a and 6.8a. The vertices represent

the achievable steady-state errors at the next time step by applying the

corresponding active vectors indicated as v⃗1, . . ., v⃗6, while the zero vectors

(v⃗0 and v⃗7) lay in the hexagon center. It is important to describe the

behavior of the controller during steady-state and transients.

6.2.0.1 Steady-state Operation

To achieve zero steady-state error operations, the origin of the axis of the gd,

gq plane is the target to be reached (i.e. td = 0, tq = 0). The behavior here

outlined refers to the operation described in Sect. 7.1 (i.e. i∗d = 5.5A, i∗q =

5.5A, Ts = 10ms, Vdc = 600V, ωm = 1500 rpm). The target coordinates

can be reached through a linear combination of two of the active voltage

vectors and one of the zero vectors. The sum of the time application of

the two of the selected active voltage vectors and the zero vector must be

one, meaning that in one sample time, three voltage vectors are applied.

Referring to the Figs.6.3a and 6.3b, the target coordinates (i.e. red dot) is
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reachable by applying a linear combination of the vector v⃗1 and v⃗6, where

d1(i, j) and d2(i, j) are the computed duty cycles corresponding to the

time application of the vectors v⃗1, and v⃗6 over the sampling interval Ts,

represented by the orange, and the blue segments respectively in Fig.6.3b.

It is possible to derive the pair of voltage vectors geometrically by solving

the following linear problem for all the feasible pairs of consecutive voltage

vectors.

d1(i, j)
d2(i, j)

 =

gi,d − g0,d gj,d − g0,d

gi,q − g0,q gj,q − g0,q


−1 td − g0,d

tq − g0,q

 (6.4)

In (6.4), the two components of the evaluation function gi,d, gi,q, gj,d, gj,q

were evaluated for each pair of adjacent vectors (i, j) among the set (1, 2),

(2, 3), (3, 4), (4, 5), (5, 6), (6, 1). The terms g0,d, g0,q are the evaluation

function coordinates for the zero vectors, while td, tq are the target coor-

dinates both set to zero. Among all the calculated duty cycles, the unique

pair solution that meets the following constraints is the one that allows

the machine to be controlled at the desired operating point, resulting in a

three-vector voltage actuation.

d1(i, j) ≥ 0 (6.5a)

d2(i, j) ≥ 0 (6.5b)

d1(i, j) + d2(i, j) ≤ 1 (6.5c)

The inequalities described in (6.5) are geometrical constraints to be verified

so that the solution d1(i, j) d2(i, j) lays withing one of the six triangles

boundaries (see Fig. 6.3a). For a specific time instant during which the

drive operates at a steady state, all the computed duty cycles are depicted

in Fig. 6.4 in the gd, gq plane to observe graphically the uniqueness of the

112



6.2. DUTY CYCLE CALCULATION

(a)
(b)

Figure 6.3: (a) Evaluation function gd, gq coordinates for the feasible configura-
tions of a 2L-VSI during steady state operation; (b) duty cycle representation.

solution.

Fig 6.4a represents the optimal solution where the zero steady-state targets,

depicted by the red dot in the origin of the gd, gq plane, lie within the

triangle highlighted in green. The time application for the identified voltage

vectors meets the requirements in (6.5) where both the duty cycles result

positive and their sum is less than one.

In Fig 6.4b, the triangle depicted by evaluating (6.4) considering the voltage

vectors v⃗1 and v⃗2. In this case, the duty cycle corresponding to the vector

v⃗2 results negative, i.e., in the direction of v⃗5. This means that to achieve

the desired target, v⃗1 and v⃗5 could be considered. However, this pair of

voltage vectors results in a higher amount of switching states, and thus

this solution is discarded.

A further case analysed the evaluation of (6.4) considering v⃗2 and v⃗3 rep-

resented in Fig. 6.4c. As for the previous case, the commutation from

two non-consecutive voltage vectors causes higher switching losses in the

system. In addition, the time application of the vectors v⃗2 and v⃗6 with

their corresponding blue segments violates the constraint on the sampling
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interval described by (6.5c).

In Fig. 6.4d, it is shown the duty cycle calculated when the voltage vectors

v⃗3 and v⃗4 are applied. In this case, as both the time application for v⃗3 and

v⃗4 result negative, the constraints (6.5a), (6.5b) and (6.5c) are all violated.

In Fig. 6.4e, the vectors v⃗4 and v⃗5 are considered. This case study is similar

to the one described in Fig. 6.4b.

Finally, when the vectors v⃗5 and v⃗6 are applied the resulting triangle is the

one highlighted in cyan in Fig. 6.4f. This case study shows similar time

applications as for the case described in Fig. 6.4c.

This pattern can reduce the number of iterations required to identify the

optimum pair of voltage vectors and the corresponding duty cycle applica-

tion. In fact, instead of evaluating six pairs of duty cycles, three consecutive

pairs of voltage vectors would suffice to seek the optimum solution. Given

the symmetry to the hexagon center between the case described in Figs.

6.4a and 6.4d, the optimal solution can be found when either of the two

cases are identified. The only difference when the solution described in

Fig.6.4d is found consists of referring the duty cycles applications to the

voltage vectors symmetrical to the hexagon center of symmetry. In such a

way, the number of iterations can be halved, and the same optimal solu-

tion can still be found. Thanks to the vector analysis conducted on the gd,

gq plane and the resulting patterns, the M-MPC can be computationally

lighter and more competitive than standard FCS-MPC. The last observa-

tion on the depicted hexagon at steady-state resides in the gd, gq axis scales.

It can be seen how the gq axis range is wider than the gd axis. The rea-

son behind this difference is due to the inherent d- and q-axis inductance

difference. Higher inductance on the d-axis signifies a lower error range

reachable on the gq axis. On the other hand, the lower inductance value
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(a) (b)

(c) (d)

(e) (f)

Figure 6.4: (a) Evaluation function gd, gq coordinates for the feasible configura-
tions of a 2L-VSI during steady state operation; (b) duty cycle representation.

on the q-axis amplifies the error observed on the gd axis.

An ordinary steady state operation with the available control commands
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Figure 6.5: Distance from voltage actu-
ation to the target at steady state.

Figure 6.6: Evolution of (6.6) over time.

Figure 6.7: Optimum voltage vector se-
lected.

is depicted in Fig. 6.5 for a specific time instant. In order to prove the

uniqueness of the duty cycle’s steady-state solution, the segments d1 . . . d6

representing the distance of each hexagon vertex from the target coordi-

nates (i.e., the red dot) are illustrated. The sum of the magnitude of two

consecutive segments can be calculated as

d̄ = di + dj (6.6)

where the suffixes i, j belongs to the set (1, 2), (2, 3), (3, 4), (4, 5), (5, 6),

(6, 1). The evolution of this quantity for a fixed-speed drive consists of a

rotating hexagon around its center. The trend of the hexagon vertices over

time is reported in Fig. 6.6. The corresponding voltage vector for the same

time interval is reported in Fig. 6.7. Based on Fig. 6.5, and as shown in

Fig. 6.6, it is straightforward to show that the minimum value of (6.6) is

achieved by a unique pair of voltage vectors.
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(a)
(b)

Figure 6.8: (a) Evaluation function gd, gq coordinates for the feasible configura-
tions of a 2L-VSI during transient; (b) duty cycle representation.

6.2.0.2 Transient Operation

It might occur during transients that the conditions (6.5) are not satisfied

for any pair of adjacent voltage vectors, meaning that the zero steady-state

error is not obtainable, and the target coordinates lay outside the hexagon.

Referring to the same operation as described in Sect. 7.1, but considering a

time instant corresponding to the transient operation, it is noticeable how

the resulting hexagon is displaced from the zero steady-state targets (see

Fig. 6.8a). In this specific case scenario, a new target, displaced from the

origin of the axis, has to be calculated. First of all, the closest triangle

to the origin of the axis is identified by finding the voltage vectors whose

corresponding duty cycles meet the requirements (6.5a) and (6.5b). In

Fig. 6.8b, the resulting voltage vectors are v⃗1 and v⃗2. The new target is

calculated by finding the intersection between (a) the line segment that

connects the origin of the gd,gq plane, and the zero vector coordinates,

and (b) the line segment that connects the coordinates of the evaluation

function obtained for the two neighboring active vectors that satisfy the

condition (6.5c), see Fig.6.8b. Analytically, the new target is calculated as
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follows 
t̄d = g0,d + d1(i, j)(gi,d − g0,d) + d2(i, j)(gj,d − g0,d)

t̄q = g0,q + d1(i, j)(gi,q − g0,q) + d2(i, j)(gj,q − g0,q)

(6.7)

Solving again (6.4), accounting for the renewed target coordinates (i.e.

t̄d, t̄q), the pair of duty cycles that satisfies the conditions (6.5), are the

ones applied to the machine. During transients, as the achievable target

lies on the hexagon boundaries, the control action results in two-vectors

voltage actuation, and the zero-vectors are never applied under these cir-

cumstances. The purpose is to make the hexagon center approach the zero

steady-state error as quickly as possible and the operation goes back to

the case described previously. Choosing a different target than the one

described might lead to instability problems. Once the new target coor-

dinates are calculated, the duty cycles corresponding to all the pairs of

adjacent voltage vectors can be evaluated. The uniqueness of the solution

also in this case during transient is proven graphically in Fig. 6.9. The first

case illustrated in Fig. 6.9a shows that the pair of voltage vectors v⃗4 and v⃗5

whose corresponding operating area is highlighted in yellow does not allow

to reach the target coordinates (i.e., red dot on the hexagon edge). The

duty cycle corresponding to the application of v⃗4 results negative, mean-

ing that the pair v⃗1 and v⃗5 should be considered instead. The number of

computations might be reduced considering this symmetry.

In Fig. 6.9b the pair v⃗5 and v⃗6 does not allow the system to reach the

target. The pair v⃗6 and v⃗2 shall be used instead against the time constraint

(6.5c). The optimum solution is represented in Fig. 6.9c the target lies

on the edges of the triangle shaped by the vectors v⃗6 and v⃗1. Moreover,

the sum of the resulting duty cycle is one, meaning that no zero vectors

are considered and the solution presented is physically doable. The case
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(a) (b)

(c) (d)

(e) (f)

Figure 6.9: (a) Evaluation function gd, gq coordinates for the feasible configura-
tions of a 2L-VSI during steady state operation; (b) duty cycle representation.

illustrated in Figs. 6.9d and 6.9e are similar to the cases shown in Figs.

6.9a and and 6.9f, respectively. The last case shown in Fig. 6.9f depicts

how the application of the voltage vectors v⃗3 and v⃗4 result in negative duty

119



6.2. DUTY CYCLE CALCULATION

cycles. The symmetrical vector to the hexagon center shall be used instead

of making this case related to the optimal solution described in Fig. 6.9c.

The same considerations on reducing the number of iterations needed to

identify the optimal solution can be assumed in this case as well. The only

difference is that a few more calculations need to be performed to find the

new target coordinates.

Also in this case, the difference between the gd- and gq-axis is notable.

The lower inductance axis increases the range of errors obtainable on the

corresponding axis. Finally, the reference voltage vector synthesized by the

modulator is calculated as

v⃗ij = d1(i, j)v⃗i + d2(i, j)v⃗j + d0v⃗0, (6.8)

where

d0 = 1− [d1(i, j) + d2(i, j)]. (6.9)

As for the steady-state operation, during transient as well a unique pair

of voltage vectors is found to control the system. Fig. 6.10 shows the

actuating voltage hexagon for an overmodulation operation. The evolution

over time of (6.6) for the possible switching states is reported in Fig. 6.11

with the corresponding voltage vectors represented in Fig. 6.12 in the

same time interval. It can be observed how the renewed target coordinates

guarantee a unique pair of voltage vectors satisfying the aforementioned

conditions.

In Fig. 6.13, the turnaround time of the implementation of the described

M-MPC on DSP was measured and the results are shown in Fig. 6.13.

It can be observed how the time execution required for all the stages to

evaluate the next actuation command takes about 12µs. while the sampling

interval was 0.1ms.
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Figure 6.10: Distance from voltage ac-
tuation to the target during transient.

Figure 6.11: Evolution of (6.6) over
time.

Figure 6.12: Optimum voltage vector se-
lected.

Figure 6.13: Turnaround time of the M-MPC implementation.

6.3 Chapter Conclusions

In this chapter, a detailed description of the introduced M-MPC has been

described, and the corresponding flowchart is represented in Fig. 6.14. The

geometrical formulation of the control problem has been tackled geomet-

rically, enabling the inclusion of integral terms for enhanced robustness

and accurate control. The target coordinate formulation permitted clearly

distinguishing overmodulation and steady-state operations.

121



6.3. CHAPTER CONCLUSIONS
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End

Figure 6.14: M-MPC flowchart.
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Chapter 7

M-MPC Results

In this chapter, simulation and the experimental results for the M-MPC

introduced in chapter 6 are shown for the same SyRel drive. The block

diagram of the M-MPC method is presented in Fig. 6.1. It is assumed that

the machine under test rotational speed was set by a PM speed-controlled,

and the SyRel was current-controlled for operation below the base speed.

7.1 Simulation Results

In this section, simulation results show will show further details of the intro-

duced control algorithm. First of all, the results of two sets of simulations

in two different operating points are shown considering a perfect identified

magnetic model as described in Sect. 3.3, and the integral of the error in-

clusion is neglected. Another set of simulations has been run to conduct a

robustness analysis over a few of the most significant parameter variations

over the identified magnetic model. It will be shown how the inclusion of

the integral of the error tackles the model mismatches and compensate for

them guaranteeing zero steady-state error. The same aspects have been

123



7.1. SIMULATION RESULTS

(a) (b)

Figure 7.1: Simulation results of the d- q-current step response. (a) d-current
tracking. (b) q-current tracking.

tested experimentally to validate the proposed control technique.

7.1.1 Current Control at constant speed

The implemented control strategy is studied in the current control mode for

fixed-speed applications set by a prime mover. The characteristics of the

SyRel are illustrated in the tab. A.1. The rotational speed was set to the

rated speed ωm = 1500 rpm, the dc-link voltage was selected to Vdc = 620V;

the sampling frequency was set to fs = 10 kHz, and the current references

chosen to be tracked were the ones laying on current limit circle delimited

by the rated current i∗d = 5.5A, and i∗q = 5.5A. Referring to Fig.7.1, the

step response curves are highlighted, where the current references change

from zero to 5.5A simultaneously at the time instant t = 0.1 s.

The resulting hexagons for two different time instants, t = 105.5ms and

t = 700ms , are depicted in the gd, gq plane of Figs. 6.3a and 6.8a.

The former case illustrates the graphical duty cycle calculation at steady-

state; the latter shows the controller behavior at the transient, where the

reachable target calculated lays on the hexagon edge. In both cases, the
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7.1. SIMULATION RESULTS

(a) (b)

Figure 7.2: Duty cycles trend over time. (a) Transient operation. (b) Steady-
state operation.

(a) (b)

Figure 7.3: Target trend over time during transient. (a) d-component target.
(b) q-component target.

orange and violet segments in Figs. 6.3b and 6.8b represent the calculated

duty cycles, while the red dot indicates the target that has to be reached.

The duty cycles’ time-domain trends are represented over several ms in

Figs. 7.2a, 7.2b during transient and steady-state operation, respectively.

Before the current command was triggered, how mostly the zero vectors

were applied. After the command trigger, the two-voltage-vectors actuation

is the control action selected by the controller during the transient, indeed

the zero-duty component d0 is zero up to t ≈ 104ms. Due to the rotation,
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7.1. SIMULATION RESULTS

Figure 7.4: Hexagon evolution over time during transient.

the hexagon faces a specific sector towards the origin of the axis. The

corresponding time applications for the selected active voltage vectors show

the opposite trend. One vector’s duty cycle progressively increases while

the second vector’s time application proportionally diminishes.

The target coordinates evolution over time during transient have been

shown in Fig. 7.3. During the same time interval, the hexagon evolu-

tion over time has been shown in Fig. 7.4. It can be noticed that while the

SyRel motor rotates the resulting hexagon, evaluated from (6.2), rotates,

translates, and changes its size progressively approaching the origin of the

axis (see Fig. 7.4).

The coordinates of the evaluation function gd and gq have also been shown

in Figs. ?? and 7.5b for each feasible actuating voltage vector. Once

the system reaches the steady state after the application of a current step

change, the sinusoidal waveforms of two adjacent vectors result in sixty

degrees phase shift one with each other. In the same figure, the calculated

reference voltage vector is represented in the same time interval (see Fig.
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(a) (b)

(c) (d)

Figure 7.5: M-MPC Simulation results. (a) d-current predictions for each feasible
voltage vector. (b) q-current predictions for each feasible voltage vector. (c)
Phase-voltages. (d) Rotational speed.

7.5c, and the rotational speed is shown in Fig. 7.5d.

7.2 Experimental Results

The implemented control strategy was tested experimentally and the test

bench configuration is described in Appendix A (see Fig. A.1).

The implemented control strategy was studied in the current-control mode

for fixed-speed applications. Several operating points were tested. For

all the tests described in the following, the rotational speed was set by
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7.2. EXPERIMENTAL RESULTS

the prime mover, the dc-link voltage source was set to Vdc = 300V by

a dc power supply, and the sampling frequency of the control platform

was set to fs = 10 kHz. For the tests, two current measurements (16 bits

resolution), the dc-link voltage (16 bits resolution), and the angle detected

by an absolute encoder (18 bits resolution) are the available feedback signals

aimed to compute the switching commands sent to the 2L-VSI through an

optic signal. The compensation angle as described in (6.1) was considered

as well as an LPF to smooth the speed ripple and achieve higher robustness

[86].

To evaluate the goodness of the presented M-MPC, a comparison in terms

of total harmonic distortion (THD) against the benchmark was conducted.

The control reference scheme used for comparison was the one implemented

in [89] based on PI controllers tuned with the pole-placement method,

by setting the damping ratio (ξ = 0.707) and the controller bandwidth

(f0 = 180Hz). The current THD definition is reported below:

THDi =

√∑
j ̸=1 i

2
j

i1
(7.1)

where i1 is the fundamental of the current waveform, and ij is the jth

harmonic content.

7.2.1 Linear Modulation: Test 1

The first experimental test consists of tracking the d- q-current references

while the rotational speed was fixed by the prime mover (i.e., ωm = 900 rpm,

see Fig.7.6c). The resulting d- and q− current step response curves both

with PI and M-MPC are shown in Figs. 7.6a, 7.6b. The line-to-line voltages

Vab, Vbc, Vca, as well as the measured dc-link voltage obtained by employ-
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7.2. EXPERIMENTAL RESULTS

(a) (b)

(c) (d)

Figure 7.6: Experimental results of the d-, q-current step response at 900 rpm.
(a) d-current step response M-MPC versus PI. (b) q-current step response M-
MPC versus PI. (c) Rotational speed transient. (d) Line-to-line computed volt-
ages.

ing the M-MPC are shown in Fig. 7.6d. It can be observed from the step

response curves that a comparable rise time is achievable with both the

controllers, with a faster settling time achieved by adopting the M-MPC,

noticeable especially on the q-current component.

The duty cycle calculation was also shown during the transient and steady-

state in Figs. 7.7a, 7.7b respectively, as well as the optimum voltage vectors

v⃗opt1 , v⃗opt2 selection (see Figs. 7.7c, 7.7d). Referring to Fig. 7.7a, it can

be observed how the zero duty d0 was about zero until when the transient

is extinguished when the zero duty is non-zero, and the null steady-state
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(a) (b)

(c) (d)

Figure 7.7: Duty cycles trend over time. (a) Transient operation. (b) Steady-
state operation. (c) Optimum vectors selection during transient. (d) Optimum
vectors selection during steady state.

error target, lying within the hexagon boundaries, is feasible. During the

steady state interval, the duty cycles are also shown (see Fig.7.7b). Each

time a new pair of adjacent vectors is applied, the d1 component increases

at the expense of the d2 component.

The measured b-,c-phase current waveforms obtained by employing the M-

MPC are shown in Fig.7.8a, whose harmonic spectra is reported in Fig.

7.8b. The measured b-,c-phase currents harmonic spectra achieved by PI

controllers are shown in Fig. 7.8c. The resulting THD obtained with the M-

MPC is about 50% lower than the one calculated employing PI controllers,
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7.2. EXPERIMENTAL RESULTS

(a) (b)

(c)

Figure 7.8: (a) M-MPC a-, b-, c-phase measures at 900 rpm. (b)b- c-phase cur-
rents harmonic spectra M-MPC (THD= 0.57%). (c)b-c-phase currents harmonic
spectra PI (THD= 1.48%).

and faster dynamic performance is achievable.

7.2.2 Linear Modulation: Test 2

Another d- q-current step response test comparison was conducted for the

same current references id = 5.5A, iq = 5.5A, but at lower rotational speed

(ωm = 300 rpm). As shown in Figs. 7.9a, 7.9b, the dynamic performance

of M-MPC are slightly superior than PI controllers. The measured b- and

c-phase currents are also shown in Fig. 7.10a with the harmonic spectra

in Figs. 7.10b, and 7.10c respectively. Also in this case an improvement

in the THD is obtained when the M-MPC is employed, precisely, a drop of

about 60% can be obtained by choosing to implement the studied control

algorithm.

Comparing simulation and experimental results (e.g., Figs. 7.2 and 7.7)

higher duty cycle fluctuations can be noticed in the experimental results

because they are affected by the noise in the measurements. In addition,

differently from the simulation model, the current and the voltage sensors
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(a)

q
(PI)

(M-MPC)q

q

(b)

Figure 7.9: Experimental results of the d-, q-current step response at 300 rpm.
(a) d-current step response M-MPC versus PI. (b) q-current step response M-
MPC versus PI.

(a) (b)

(c)

Figure 7.10: (a) M-MPC, b-, c-phase measures at 300 rpm. (b)a-, b-, c-phase
currents harmonic spectra M-MPC (THD= 0.30%). (c)a-, b-, c-phase currents
harmonic spectra PI (THD= 0.65%).

were acquired with 16 bits of accuracy. Furthermore, the position of the

rotor used for the coordinate transformations was also characterized by a

finite accuracy (i.e., 18-bit). In addition, the speed was calculated from

the mechanical angle through a discrete differentiation leading to further

variable fluctuations affecting the system predictions. All the practical as-

pects described above do not add any meaningful concept to the simulation

results, besides the increased complexity. For this reason, they have not
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(a) (b)

(c) (d)

Figure 7.11: Overmodulation test results. (a) abc-current tracking. (b) abc-
current harmonic spectra. (c) Voltage actuation hexagon. (d) Target coordinates
evolution over time.

been modelled and the discrepancy between simulation and experimental

results can be considered acceptable.

7.2.3 Overmodulation: Test 3

Another test was run to show the SyRel drive operating in the overmod-

ulation region with the voltage command saturated. The test was car-

ried out considering the same setup settings as for the previous tests (i.e.,

Vdc = 300V, i∗d = i∗q = 5.5A, fs = 10 kHz). The PM fixed the rotational

speed at 950 rpm, and the phase-current component tracking curves are
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(a) (b)

Figure 7.12: Experimental results of the d- q-current behavior in overmodula-
tion with the proposed M-MPC method. (a) d-current tracking. (b) q-current
tracking.

shown in Fig. 7.11a, and the corresponding harmonic spectra of the mea-

sured current are represented in Fig. 7.11b. It can be observed how the cur-

rent distortion significantly increased compared to the former cases, given

the saturation of the voltage command, and the lower number of voltage

pulses. The voltage actuation hexagon in the stationary reference frame is

shown in Fig. 7.11c, proving how the applied reference voltage vector over

a mechanical period mostly lies on the edges of the hexagon. Looking at

the introduced target coordinates evolution over time, shown in Fig. 7.11d,

it can be deduced how mostly the two-voltage actuation is applied when

the current commands are triggered. The target coordinates oscillation is

due to the rotational speed and dc-link voltage fluctuations. The d- and

q-current reference tracking are shown in Fig 7.12. The same high current

distortion trend is noticeable in the synchronous reference frame. In control

methods such as PI-based FOC and deadbeat, the output of the controller

and the modulation stage are two decoupled entities acting independently

from each other, i.e., in an uncoordinated manner. Thus, when the voltage

synthesized by the modulator is different from the voltage commanded by

standard controllers, the best possible dynamic performance is not guar-
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(a) (b)

Figure 7.13: Experimental results with deadbeat control in linear modulation
region. (a) dq-current tracking. (b) abc-reference voltage.

anteed because the basic current transition phenomena are neglected. On

the other hand, the proposed M-MPC enables the full exploitation of the

available dc-link voltage, acknowledging the coordinated control and mod-

ulation achieved by means of the introduced target coordinates.

Under the same conditions, the SyRel drive was also tested by using the

deadbeat control algorithm [18], where the system model is the same as

the one used for the proposed M-MPC. The results are reported in Fig.

7.13a. It can be observed how the controller is not able to operate the

drive at the desired operating point; the drive operates exclusively in six-

step operation as can be seen in Fig. 7.13. Finally, the FOC based on

PI controllers failed to track the references under the same conditions, as

indicated by the results shown in Fig. 7.14.

7.2.4 Linear Modulation: Test 4

In this set of tests, a comparative analysis was conducted to take into

account two further aspects. First of all, the third harmonic injection

was considered downstream of the reference voltage vector calculation. In
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(a) (b)

Figure 7.14: Experimental results with FOC control in linear modulation region.
(a) dq-current tracking. (b) abc-reference voltage.

this way, the drive could be run at higher speeds for the same dc-link

voltage level without saturating. The M-MPC experimental results are

shown in Fig. 7.15. It consists of a current control mode at constant

speed (i.e. ωm = 950) with the dc-link voltage set to Vdc = 300V, and the

sampling frequency set to fs=10 kHz. The measured three-phase current

components are shown at steady-state in Fig. 7.15a and the corresponding

harmonic spectra in Fig. 7.15b. In the same figure, the THD calculation for

each phase-current component is also reported. In Fig. 7.15c, the phase

reference voltages are shown as well as the upper and the lower limits

given by the dc-link measurement. Differently from the previous results, a

common-mode signal based on the third harmonic injection was considered.

Finally, in Fig. 7.15d it is shown the d- and q−current components reference

tracking. The d-current command was set to id = 3.5A while the q−current

reference was set to iq = 6.96A whose resulting magnitude corresponds to

the rated current In = 5.5 A (RMS). The results achieved for the Deadbeat

control are also shown in Fig. 7.16. In particular, Figs. 7.16a and 7.16b

report the current waveform and the corresponding harmonic spectra for

the Dead-beat control. The reference voltage are shown in Fig. 7.16c,
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(a) (b)

(c) (d)

Figure 7.15: Experimental results with the proposed M-MPC method. (a) abc-
current tracking. (b) abc-current harmonic spectra. (c) abc-reference voltage.
(d) dq-current tracking reference.

and the dq-current tracking is depicted in Fig. 7.16d. The same test was

performed for the PI-based FOC control and the results are shown in Figs.

7.17a, 7.17b, 7.17c and 7.17d. From the shown results can be deduced that

the proposed controller is able to provide lower current distortions (about

15% less than the standard controllers) in the considered operating region.
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(a) (b)

(c) (d)

Figure 7.16: Experimental results. (a) deadbeat abc-current tracking. (b) dead-
beat abc-current harmonic spectra. (c) deadbeat abc-reference voltage. (d) dead-
beat dq-current tracking reference.

7.2.5 Integrals inclusion and Robustness Analysis

The integral action is the previous output plus the integral gain times the

new error. Considering the previous output is the output of 2Ts ago plus

the gain times the previous error, we can imagine that an integral action

contains the accumulation of errors of each sampling period. The symbol

m introduced in (6.2) is to express this accumulation action. It represents

the number of the sample during the test and it starts from 0 at time zero

and then increments during the whole experiment. It is initialized to zero

at the beginning of each period (due to the 2π-periodicity of the pattern)
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(a) (b)

(c) (d)

Figure 7.17: (a) FOC abc-current tracking. (b) FOC abc-current harmonic spec-
tra. (c) FOC abc-reference voltage. (d) FOC dq-current tracking reference.

to avoid overflow problems occurring during prolonged operations. In other

words, this symbol is not a parameter to tune. It is included to express the

accumulation action of common integral action.

As for the tuning of the weights, it is done by trial and error in this thesis.

In Fig. 7.18 are shown the effect of the weighting factors wd and wq on

the dynamic performance after introducing a +50% error on both d- and

q-flux components. The figure shows on the q axis how the introduced

error without the integral action (i.e wd=wq = 0) leads to a reference

tracking error. By considering increasing values of the integral weights, the

system converges to the reference value. Higher weights corrects the model
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(a) (b)

Figure 7.18: Dynamic current errors’ correction for 50% overestimated magnetic
flux for various correction weights’ pair. (a) d-current component. (b) q-current
component.

inaccuracy faster.

The effectiveness of the inclusion of the integral terms in (6.2), will be as-

sessed to prove how the controller responds to model mismatches in the

prediction. As far as the variables in (3.5) are concerned, the incremen-

tal inductance matrix L was not chosen to be included in the robustness

analysis, since the sole effect of varying the incremental inductance matrix

increases the current ripple, without affecting the reference tracking, as

stated in [71]. The stator resistance influences the reference tracking, but

its effect is more significant at low speed. Hence, errors of +50% on the d-

and the q-flux components were introduced in the prediction calculations,

and a set of tests was launched by varying the integral weighting factors

wd, wq.

The achieved d- and q- step-response curves are shown in Figs. 7.18a and

7.18b, respectively. It can be noticed, especially from the q−current com-

ponent, how the higher the weighting factor, the faster the system state

converges to the references. Without the integral action (wd = 0, wq = 0),

the system is not able to deal with the introduced model mismatch. The

reason why the q-components show a higher impact on the reference track-

ing than the d-axis current is due to the difference of inductance compo-

nents Ldd, Lqq inherent in SyRel.
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(a) (b)

Figure 7.19: Steady-state errors with a 50% overestimated magnetic flux. (a)
d-axis current error. (b) q-axis current error.

Another set of tests was run to prove how the inclusion of integral terms

leads to lower steady-state error in the whole current operating domain at

a fixed speed (ωr = 900 rpm). The d- and the q-current error are computed

as root-mean-square (RMS) errors normalized with respect to the rated

current In as

ed[%] =
1

N

√∑N
k

(
i∗d − ikd

)2
In

100 (7.2a)

eq[%] =
1

N

√∑N
k

(
i∗q − ikq

)2
In

100 (7.2b)

and the results are shown in Figs. 7.19a 7.19b.

It can be evinced that the inclusion of the integral terms effectively deals

with the model inaccuracies. The errors observed in the case of disabling

the integral terms are due to a lack of the converter non-linearities charac-

teristics, and magnetic model mismatches. The q-axis error is larger than

the d-axis due to the fact that the q-axis incremental inductance is smaller

than the d-axis component, and variation in the q-flux components leads

to wider current predictions’ fluctuations.
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7.3 Chapter Conclusions

In this chapter, simulation and experimental analysis have been conducted

to validate the proposed M-MPC. Standard step response tests have been

shown in both simulation and experimental results to highlight the in-

troduced formulation of the duty cycles, the introduced concept of target

coordinates, and the integral terms included in the evaluation function.

Comparative analysis towards benchmark control algorithms such as the

PI-based FOC and the deadbeat control methods have been performed.

Higher steady-state performance as well as the dynamic response can be

achieved with the proposed controller. Further comparisons in the over-

modulation region have highlighted that the proposed controller uses the

dc-link bus voltage better than its counterparts because of the introduced

saturating mechanism relying on the target coordinates.
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Chapter 8

Conclusions

In this thesis, two control approaches have been investigated aimed at im-

proving the dynamic and the steady-state performance of a SyRel motor

drive. The difficulty of dealing with a highly non-linear system has been

tackled. In particular, the non-linear characteristics have been identified

through a standard procedure for PMSM drives, and the results were in-

cluded in the implemented control algorithms as look-up tables.

An improved FCS-MPC was implemented and tested showing how the

performance of a non-linear motor can be significantly improved. The

controller relied on the definition of a cost function consisting of three

terms: reference tracking terms, integral terms, and a control effort term.

The drive was investigated and tested in current-control mode at a fixed

speed set by the prime mover.

The proposed integral term into the cost function can compensate for any

system non-idealities and unmodeled dynamics which would negatively af-

fect the system performance while keeping low computational complexity.

In particular, the flux vector model mismatches were introduced in the

143



system prediction to test the effectiveness of the introduced integral terms.

Results showed that model inaccuracies can be successfully balanced. Fur-

thermore, straightforward weighting factors selection can be followed. The

general guidance for this tuning relies on how accurately the model is iden-

tified. Higher weights adjust the reference tracking offset more aggressively

but if they are set too high, instability issues might appear. Lower weights

compensate for the inaccuracies slower.

Lower output current distortion and granularity of switching are achieved

enabling smoother operations with minimized power losses thanks to the

inclusion of a control effort weighting factor within the cost function. Also,

the control effort weighting factor tuning is tuned in a trial-and-error fash-

ion.

An extensive test campaign endorses the proposed control approach assess-

ing its validity for a wide variety of operating conditions. The system was

tested in the whole current operating region and the performance varia-

tion showed that the higher-axis inductance is the most sensible axis for

performance variations with the operating point. Operation on the MTPA

should always be considered given the narrower d-axis current range where

the drive will operate.

Given the non-constant switching frequency feature of the FCS-MPC, an

innovative M-MPC was investigated. A novel duty cycle formulation was

studied also to bypass the tuning difficulty of the cost function weight-

ing factor. Simulation and experimental tests are carried out and the re-

sults proved the effectiveness of the proposed duty cycle computational

approach, and how it can outperform standard controllers such as PI-

based and deadbeat controllers achieving lower THD, and faster dynamic

response. Also, in this case, integral terms have been included to deal with
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model inaccuracies, addressing an inherent predictive controller drawback

over some variable uncertainty, supported by a robustness analysis con-

ducted via experimental tests. The achieved performance makes the pro-

posed control technique an alternative solution for non-linear systems such

as SyRM drives.

Some aspects of the proposed controllers need further analysis. For in-

stance, the tuning procedure for the introduced integral of the error terms

ideally should be based on procedures widely recognized, standardized, and

applicable. The trial-and-error method is well-suited for the case study, but

the optimum output design is not straightforward. These aspects should

be considered for future investigation on this topic to simplify the design

of these control methods.

Powerful recursive observers such as EKF in combination with the de-

scribed control algorithms could be considered to avoid magnetic identifi-

cation procedures.

The same FCS-MPC implementation on FPGA devices would enable higher

granularity of switching. Furthermore, the FPGA computational power

enables longer prediction horizons. Previous studies (see [44]) have shown

how this aspect combined with the control effort term can enhance the

steady-state performance further.

Another important issue not considered in this thesis but of high interest in

SyRel motor drives is the low power factor. A few works on the topic have

been recently published where it has proved the feasibility of dual-inverter

topologies aimed at compensating the reactive power while extending the

constant-torque curve. However, the additional complexity would make

standard controller design even more troublesome. For this reason, the

predictive controllers explained in this thesis can be adapted to enable
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operations at low power factor and extended constant torque operations.
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Appendix A

Experimental Setup

In this appendix, the experimental setup, as well as the standard control

strategies adopted to control the prime mover and the SyRel under tests,

are briefly described.

The experimental rig (Fig. A.1) consists of a surface-mounted synchronous

machine servo motor acting as a prime mover PM coupled to the SyRel

and driven by a 2L-VSI industrial drive (ID). Similarly, the SyRel motor is

driven by a SiC 2L-VSI prototype ([90]). The SiC 2L-VSI prototype em-

ployed to drive the SyRel was selected in order to guarantee safely operation

at high switching frequencies especially when the FCS-MPC is performed.

The two drives share the same dc-links sourced by a dc-power supply. In

such a way the energy flow recirculates from the PM to the SyRel and

vice versa, with one of the machines acting as a motor and the other one

as a generator, absorbing from the grid what is necessary to compensate

the power losses. The SyRel motor has an absolute encoder (Tamagawa

encoder) mounted on its shaft to detect the angular position signal needed

to perform rotor-oriented control algorithms. For the same reason, also the
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Figure A.1: Test bench configuration.

Figure A.2: Ucube control Platform.

PM servo drive incorporates an incremental encoder (IE) in its structure.

The control platform employed to control both PM and SyRel is the one

introduced in [91] (Ucube) and it is based on a Microzed board from Avnet,

a low-cost development board based on the Xilinx Zynq-7000 where a DSP

is used in conjunction with a FPGA device. The FPGA is electrically

interfaced with sensors and transceivers using a series of expansion boards:

one is aimed to host 24 fiber optics channels to send the switching signal to

the converter; a second board hosts 16 analog-to-digital-converters ADC,

the third board is instead oriented to motor controlling applications and

provides for a sin-cos resolver interface and absolute/incremental encoder

interface.

A simplified scheme of the control platform used in this work is shown
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A.1. PRIME MOVER CONTROL

Figure A.3: PM speed control scheme.

in Fig. A.2. The FPGA is connected to Hall sensors through expansion

boards aimed at converting the analog measurements (i.e., currents and

voltages) to digital signals. Also, the incremental encoder (IE) and the

absolute encoder (AE) signals are sent to the FPGA through expansion

boards as input signals. The control algorithms have been implemented on

the DSP whose output duty cycles are sent to the modulator implemented

on the FPGA with a clock frequency of 200MHz. The duty cycles are then

sent to the inverter through fiber optic signals to generate the actuating

command for the drive. The signals are visualized and stored in Matlab

in a circular buffer through a serial communication cable. The computed

signals can be sent from DSP to FPGA and vice versa through real-time

registers and configuration registers.

Next section is dedicated to the prime mover description, while the follow-

ing section describes the control scheme for theSyRel motor.

A.1 Prime Mover Control

The block diagram to control the PM in speed control mode is represented

in Fig. A.3. It is described by an outer speed loop whose torque output

T ∗
PM is entirely provided by the PM q-axis current i∗qPM

, calculated through

the torque constant depending on the number of pole pairs pPM = 2 and
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the permanent magnets flux ψPM = 254.7Vs as

i∗qPM
=

2T ∗
PM

pPMpPM
, (A.1)

while the d-axis current reference was set to zero. The PI speed controller

gains are calculated by setting the natural frequency fPM and the dumping

ratio ξω considering the pole placement method of a plant characterized by

an inertia coefficient of JPM = 20.5 kg cm2 and a friction friction coefficient

BPM as follows:

KPω = (2πfPMξPMJPM)−BPM (A.2a)

KIω = (2πfPMJPM)2 ; (A.2b)

In the same way, the current controller gains are calculated considering the

pole placement method of a first-order electrical system characterized by a

stator resistance of RPM = 0.47Ω and an inductance LPM = 4.15mH. All

the reported numeric values of the parameters of the PM were available in

the motor manufacturer catalog.

A.2 SyRel FOC

The block diagram of the employed control algorithm is shown for a current

control mode in Fig. A.4. Given the d and qcurrent references i∗d and

i∗q, as well as the measured d and q current components (id, iq), and the

measured dc-link voltage Vdc, the PI controllers compute the d and q voltage

references v∗d, v
∗
q , respectively. The Clarke and the Park transformation are

used to compute the abc voltage references v∗a, v
∗
b and v∗c by means of the

measured rotor angle θr and the pole pairs p. A modulation stage based on
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A.2. SYREL FOC

Figure A.4: Rotor-oriented FOC block diagram for SyRel motor.

Variable Symbol Value Unit

Stator Resistance Rs 3.15 Ω

Rated Torque Tem 14 Nm

Rated Speed ωm 1500 rpm

Rated Power Pn 2.2 kW

Rated Current In 5.5 A

Rated Voltage Vn 400 V

Pole Pairs p 2 #

Table A.1: SyRel motor nameplate.

S-PWM synthetizes the desired voltage vector generating six gate signal

Sg for the 2L-VSI power switches to control the system at the specified

operating point. This control scheme was considered during the magnetic

model identification procedure where the PI controller gains were tuned

according to the pole placement method setting the natural frequency fn

and the dumping ratio ξ according to the following formula:

KPd
= 2πfnξLd −Rs , KId = (2πfnLd)

2 (A.3a)

KPq = 2πfnξLq −Rs , KIq = (2πfnLq)
2 (A.3b)

assuming the inductance calculated as graphically explained in (3.8) given

the SyRel nameplate whose characteristics are reported in Table A.1) The

closed-loop linear controller based on pole cancellation, i.e., by adopting the

modulus optimum method guarantees the desired dynamic performance.
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