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Self-Prior Guided Pixel Adversarial Networks for
Blind Image Inpainting

Juan Wang∗,Chunfeng Yuan∗,Bing Li†,Ying Deng, Weiming Hu, Stephen Maybank

Abstract—Blind image inpainting involves two critical aspects, i.e., “where to inpaint” and “how to inpaint”. Knowing “where to inpaint”
can eliminate the interference arising from corrupted pixel values; a good “how to inpaint” strategy yields high-quality inpainted results
robust to various corruptions. In existing methods, these two aspects usually lack explicit and separate consideration. This paper
fully explores these two aspects and proposes a self-prior guided inpainting network (SIN). The self-priors are obtained by detecting
semantic-discontinuous regions and by predicting global semantic structures of the input image. On the one hand, the self-priors are
incorporated into the SIN, which enables the SIN to perceive valid context information from uncorrupted regions and to synthesize
semantic-aware textures for corrupted regions. On the other hand, the self-priors are reformulated to provide a pixel-wise adversarial
feedback and a high-level semantic structure feedback, which can promote the semantic continuity of inpainted images. Experimental
results demonstrate that our method achieves state-of-the-art performance in metric scores and in visual quality. It has an advantage
over many existing methods that assume “where to inpaint” is known in advance. Extensive experiments on a series of related image
restoration tasks validate the effectiveness of our method in obtaining high-quality inpainting.

Index Terms—Blind image inpainting, semantic-discontinuity detection, layout map prediction, pixel generative adversarial network

F

1 INTRODUCTION

IMAGE inpainting is an active topic in computer vision,
and numerous applications benefit from it. Image inpaint-

ing methods generally require a clear knowledge about the
location of any corrupted regions. This knowledge is typical-
ly represented using a binary mask. Most image inpainting
methods assume the mask to be known in advance. We call
this case non-blind setting. However, accurate masks are
not available in many scenes. Blind image inpainting aims
to inpaint an image with unknown corrupted regions. This
blind setting is more effective in real-world applications.

Due to the lack of masks, a greater challenge is posed
for blind image inpainting. It is required to decide “where
to inpaint”, i.e., the location of corruptions. In applications
the “corruption” can be divided into two types. The first
type does not exist in the original image. It is imposed by
external factors in applications, such as repairing corrupted
artworks, restoring old photos or removing watermarks.
The corruption may be splatted inks, creases or watermarks,
respectively. The second type includes corruptions that be-
long to the original image, such as distracting objects and
occlusions. In this paper, we mainly focus on the first type
of “corruption”.

Existing works usually regard the blind inpainting prob-
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lem as an image restoration problem. Leveraging the power-
ful representation ability of convolutional neural networks
(CNNs), they directly map a corrupted image to a complete
image [1], [2], [3], [4]. However, the uncertainty of the size,
shape, color and transparency of the corruption set a huge
barrier for these methods, and the inpainted results are often
accompanied by color discrepancies and blurring especially
when the corrupted regions are large. Other methods sepa-
rate the image and the corruption by capturing their pattern
differences. For example, three decoders are adopted in [5]
to predict the mask, the clean image and the corruption
simultaneously. A two-stage network is designed in both
[6] and [7], where a mask is firstly estimated and then it is
used to guide the inpainting.

In addition, both blind and non-blind inpainting face the
“how to inpaint” problem, especially when the regions to
be inpainted take up a large part of the image. Traditional
methods usually sample and paste similar patches from
databases or from the image into the corrupted regions [8],
[9] or propagate background data into the corrupted regions
by following a diffusion process typically implemented
using differential operators [10], [11]. However, their gen-
erated inpaintings are often unnatural and implausible due
to insufficient semantic information. In recent years CNNs
have produced remarkable advances in inpainting, but there
is still a lot of room for improvement. Some CNNs-based
methods employ additional networks. For example, Nazeri
et al. [12] and Xiong et al. [13] respectively introduce an edge
map and a saliency map to boost inpainted results. Good
performance is obtained. However, the inpainted results
of [12] are sensitive to the parameter settings of the edge
detector. In addition, some methods progressively repair
large corrupted regions, working from boundary to centre or
from coarse to fine [14], [15], [16], [17]. These methods gener-
ally divide the image inpainting process into several stages



2

and input the result of the current stage to the next stage
for refinement. In these methods, different stages typically
share the same model. However, due to the variations in the
data distribution in different stages, it is difficult to make
the training converge. More recently, there have emerged
some works utilizing transformers [18] for image inpainting
[19], [20], [21], which achieve competitive and even better
performance compared with CNNs-based methods.

Based on the above analysis, blind image inpainting
involves two critical aspects, i.e., “where to inpaint” and
“how to inpaint”. This is a ill-posed problem, making it
necessary to leverage prior information for assistance. Tra-
ditionally, the priors are designed manually and rely on
human assessment. In this paper, “where to inpaint” and
“how to inpaint” are obtained automatically from the input
image. They are defined as self-priors [22]. Consequently, a
novel blind image inpainting model with two self-priors
is proposed. As shown in Fig. 1, our model contains the
following three innovative parts:
• Self-prior learning networks. They learn the two impor-
tant self-priors. One is a semantic-discontinuity detection
network (SDN) for estimating a soft mask. This mask shows
the inpainting network “where to inpaint” by capturing the
pattern difference between corruptions and images. Another
is a layout prediction network (LPN) for providing a layout
map. This map guides the inpainting network “how to
inpaint” by inferring the global semantic structure.
• Self-prior guided inpainting network (SIN). The corrupt-
ed regions are inpainted using an encoder-decoder archi-
tecture integrated with the two learnt self-priors. Guided
by the estimated mask, the encoder can adaptively extract
useful context information. Guided by the estimated layout
map, the decoder can synthesize more realistic textures.
• Self-prior embedded loss functions. They improve the
semantic continuity and the perceptual consistency of the
inpainting. To achieve this, the two self-prior learning net-
works are reused to provide feedback signals for optimizing
the SIN.

Overall, the proposed three modules, i.e., the SDN, LPN
and SIN, form a united framework in which the learnt self-
priors play an important role in guiding and optimizing the
inpainting network. We conduct experiments on multiple
challenging datasets. Both the quantitative and qualitative
results demonstrate that our model generates more accurate
and visually appealing results than many existing models,
even when the existing models are provided with masks.
The way in which the accuracy of the self-priors affects
the inpainting performance is discussed. Furthermore, we
extend our model to two related image restoration tasks,
i.e., image super-resolution and old photo restoration. It is
proved that the proposed self-priors are effective in improv-
ing the performance of these tasks.

The rest of this paper is organized as follows: Sec. 2
summarizes recent work on image inpainting. Sec. 3 intro-
duces the proposed self-prior learning networks in detail.
Sec. 4 gives an elaborate description for integrating self-
priors into the inpainting process. Sec. 5 presents the self-
prior embedded loss functions and formulates the overall
optimization objective. In Sec. 6, we provide implementa-
tion details, performance comparisons, ablation studies as
well as extended applications. Sec. 7 is a conclusion.

2 RELATED WORK

Recent years have witnessed significant advances in image
inpainting with the help of CNNs. In the early stage, most
methods aim to solve “how to inpaint” in a non-blind set-
ting. With the real-world applications increasing, more and
more works also take “where to inpaint” into consideration,
and a series of blind image inpainting methods have been
proposed. In the following, we briefly review related work
of both non-blind and blind image inpainting.

2.1 Non-Blind Image Inpainting
Given the mask, traditional image inpainting methods
which rely on hand-crafted features fail to handle “how to
inpaint” for large holes, since they lack high-level structural
understanding. By learning from a large corpus of data,
deep learning based methods can understand the semantic
structure of the input image and hence they are able to
generate more content semantically consistent with the sur-
rounding. In the following, we review the non-blind image
inpainting methods related to our work. These methods
include variants of convolutions, progressive inpainting and
GANs-based inpainting.

Variants of Convolutions. In the vanilla convolution,
the convolutional filters are shared among all the input
pixels. This sharing can lead to visual artefacts, such as color
discrepancy and blurring, due to interference by corrupted
pixel values. To address this problem, some works propose
various variants of convolutions, which are typically uti-
lized with the mask. For example, Liu et al. [23] propose a
PConv, in which the convolution is masked and normalized
to be conditioned only on clean pixel values. Yu et al. [24]
propose a gated convolution, which learns a soft mask based
on a dynamic feature gating mechanism. Navasardyan et al.
[25] design an onion convolution. They carry out an onion-
peel patch match to preserve feature continuity between
corrupted and uncorrupted regions. In our work, we also
propose a novel variant of convolutions, which is integrated
with our automatically estimated soft mask to adaptively
decide how much attention is paid to each location.

Progressive Inpainting. Inpainting large corrupted re-
gions is particularly challenging, since there is often very
limited context information. In this case the model has to
infer global structure and local texture at the same time.
To address this challenge, a series of works resorts to pro-
gressive models, which allow the inpainting of corrupted
regions to be completed step by step. For example, Zhang et
al. [26] adopt a curriculum learning idea, which divides the
image inpainting process into multiple sub-region inpaint-
ing phases. Oh et al. [25] propose an onion-peel network
that completes the image from boundary to center. Zeng
et al. [27] propose to complete the image by using only
high-confidence pixels at each iteration and focusing on the
remaining pixels in the next iteration. Both Yu et al. [14] and
Ma et al. [16] present coarse-to-fine image inpainting frame-
works. In addition, some methods first obtain a structure,
such as an edge map [12], [13], [28], and then employ the
structure for content filling. The most relevant work to our
method is [29], which also generates a segmentation map
to guide the subsequent inpainting. In contrast with [29],
we design a new segmentation generation and embedding
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Fig. 1. Overview of our proposed blind image inpainting model, which consists of three critical parts: self-prior learning networks, self-prior guided
inpainting network and self-prior embedded loss functions.

method, and present an improved loss function based on
the segmenter.

GANs-based Inpainting. Recently, GANs-based image
inpainting methods have yielded promising results. In these
methods, the inpainting network generates plausible con-
tents for the corrupted regions and a discriminator is in-
troduced to provide the generator with a learning signal
to synthesize realistic images. Pathak et al. [30] are the
pioneers that introduce GANs into the image inpainting.
For the generator, the size of the receptive field should be
large enough to ensure that the model can access a complete
scene. For this purpose, the dilated convolution (DC) [14],
[31], non-local operation [16], [32], attention mechanisms
[14], [33] and multi-scale networks [34], [35] are widely used
to obtain long-distance information. The discriminator is
usually a network which classifies the input image as real or
fake. However, a single fake/non-fake signal is not sufficient
to learn the distinction between natural images and synthe-
sized images. For this reason, PatchGANs [36] are adopted
in [31], [36], [24], [28], [34], [35] to decide whether each small
patch is real or fake. In this paper, we extend PatchGANs to
pixel-GANs in order to provide pixel-wise feedback to the
generator to remove boundary artefacts, which often appear
in the border of inpainted regions.

2.2 Blind Image Inpainting

In blind image inpainting the mask that indicates the loca-
tion of corrupted regions is unknown. Therefore, the blind
setting requires an extra consideration about “where to
inpaint” before “how to inpaint”. To address this issue,
Xie et al. [37] adopt a deep neural network with a pre-
trained sparse denoising auto-encoder and demonstrate its
ability in blind image inpainting. Cai et al. [1] propose a
lightweight network called BICNN, which takes a corrupt-
ed image of any size as input. They first estimate which
pixels are contained in the corruption and subsequently
reconstruct a latent image. Wang et al. [6] propose a two-

stage framework consisting of mask prediction and robust
inpainting. A discriminative model is first employed to
predict semantically inconsistent areas. The predicted mask
is used to guide the inpainting process. Kim et at. [38] train
a video decaptioning model by a residual learning algo-
rithm to automatically detect corrupted pixels and prevent
global tone distortion. Watermark removal and old photo
restoration are two important applications of blind image
inpainting. For the watermark removal, both Hertz et al. [5]
and Liu et al. [7] propose to separate the watermark from
the image to avoid the color discrepancy. For the old photo
restoration, Wan et al. [4] train two variational autoencoders
to map old photos and clean photos into two latent spaces
and learn their translation. Furthermore, they develop a
recurrent transformer network [39] to exploit the hidden
knowledge learned from the adjacent frames to infer the
occluded information for old film restoration.

Most of these methods take the corrupted image as
an input, but this may cause unpleasant visual artefacts.
Our method is closest in spirit to [6], where a soft mask
is estimated. The main difference is that we combine the
soft mask with our proposed variant of convolutions for
adaptive attention.

3 SELF-PRIOR LEARNING NETWORKS

Let I ∈ RH×W×3 be an input image, which is a degrad-
ed version of the ground truth image Igt ∈ RH×W×3
corrupted by visual signals N ∈ RH×W×3 (e.g., constant
values, random noise and watermarks) in some regions. Let
M ∈ RH×W denote a binary mask, indicating the locations
of N , where each pixel M(i, j) is 0 for a corrupted pixel or
1 for a clean pixel. Mathematically, the degraded image I is
formulated as:

I = Igt �M︸ ︷︷ ︸
uncorrupted regions

+ (1− φ)Igt � (1−M) + φN � (1−M)︸ ︷︷ ︸
corrupted regions

,

(1)
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where� denotes the Hadamard product, and 0 < φ ≤ 1 is a
scalar denoting the intensity ofN , φ = 1 ifN is opaque, oth-
erwise φ ∈ (0, 1) if N is semi-transparent. Let Î ∈ RH×W×3
be the output image after inpainting. The aim of an image
inpainting model is to make Î as close as possible to the
ground truth, i.e., minimizing L(Î , Igt), where L denotes a
metric evaluating the discrepancy between Î and Igt.

Blind image inpainting is more intractable than the non-
blind setting, since the lack of the mask M makes it difficult
to distinguish between trustworthy and unreliable regions.
Inpainting is even more difficult if the corrupted signals N
cover a large part of I . In our model, two types of prior
information are automatically learnt from the input image
to solve these two difficult problems. On the one hand, a
“where to inpaint” prior is learnt to guide the inpainting
network to bypass corrupted regions. On the other hand, a
“how to inpaint” prior is exploited to allow the inpainting
network to progressively inpaint the corrupted regions from
coarse to fine. In the following, we introduce the two self-
prior learning networks in detail.

3.1 Learning “Where to Inpaint”

The corruption pattern of the matrix N in Eq. (1) is typ-
ically random and irregular. It is substantially different
from the ground truth image pattern [6], making it possible
to locate the corrupted regions. Since the corruption pat-
tern breaks the semantic structure of the image, we frame
learning “where to inpaint” as a semantically-discontinuity
detection problem. In the proposed model, we construct
a semantically-discontinuity detection network (SDN) to
estimate a soft mask, i.e., fSDN : I → M , by distinguishing
the two different patterns, i.e., the image pattern and the
corruption pattern, in a corrupted image.

Semantic-discontinuity detection is a dense prediction
task, where each pixel is judged whether it has a value
continuous with its surroundings from the perspective of
global semantics. Intuitively, we adopt a U-Net [40] archi-
tecture for SDN, which is composed of an encoder and a
decoder. The encoder takes a corrupted image as input and
exploits its latent representations by perceiving the inherent
semantic structure. The decoder finds the semantically-
discontinuity regions using the latent representations. It
then outputs a soft mask such that each pixel value is
equal to the probability that the corresponding pixel in
the image is clean. The encoder consists of four conv-BN-
ReLU modules (conv: convolution, BN: Batch Normalization)
except that the first does not have a BN layer. In each
module, strided convolutions are adopted to down-sample
an image into a compact latent representation. With the
encoding feature map down-sampled with a factor of 2 by
strided convolutions, its channel number gradually grows
in size from 64 to 512. The decoder contains four upsample-
concat-conv-BN-LeakyReLU modules (concat: concatenation).
In each module, a skip connection is adopted to concatenate
the decoding features and the corresponding-scale encoding
features along the channel. With successive up-sampling
with a factor of 2, the decoding feature map gradually grows
in size. Meanwhile, the channel number decreases from 512
to 64. Finally, a sigmoid activation layer follows the last
decoder module to map the data to the range of [0,1].

The loss function of SDN is defined as the binary cross
entropy (BCE) between the ground truth mask M ∈ RH×W
and the network output M̂ ∈ RH×W . Let R and R denote
the corrupted and uncorrupted regions, respectively. The
loss function is formulated as follows:

LSDN(M, M̂)

= −
∑
(i,j)

[M(i, j) log(M̂(i, j)) + (1−M(i, j)) log(1− M̂(i, j))],

= −[
∑

(i,j)∈R

log(M̂(i, j)) +
∑

(i,j)∈R

log(1− M̂(i, j))],

(2)
where (i, j) denotes the coordinates of each pixel.

3.2 Learning “How to Inpaint”

Although CNNs-based image inpainting methods surpass
traditional methods by a long way, they still struggle to
recover vivid details, especially if there are large holes.
The proposed method reduces this problem by disentan-
gling the inference of global structure and the synthesis
of local details into two separate steps. Image structure is
well represented in the layout map, which contains a set
of segments. The pixels in a given segment all belong to
the same category. The layout map draws the outline of
the objects with different categories, providing an explicit
guidance for the subsequent inpainting. Consequently, a
layout prediction network (LPN) is constructed to learn a
mapping from the corrupted image to the layout map S,
i.e., fLPN : I → S, as a prior to guide the progressive
inpainting. Compared with learning a mapping from I to
Igt, learning a mapping to S is much easier, since it only
involves the inference of high-level semantics and it is free
from the synthesis of low-level details.

DeepLabV3Plus [41] (V3Plus is omitted later for sim-
plicity) is a well-known image segmentation algorithm.
Benefiting from a detailed architecture design, it produces
accurate predictions along object boundaries. Nevertheless,
this model has a limited ability to produce a complete layout
map for a corrupted image. To obtain more accurate maps,
we increase the network depth and employ the improved
model as our LPN. Since the corrupted regions of the
input image can degrade the prediction accuracy, we simply
binarize the estimated soft mask and multiply the binarized
version with the image in order to remove corrupted signals.
The resulting image is input to our LPN for complete layout
prediction. Post processing is employed to remove noise and
smooth edges using morphological operators.

The loss function of the LPN is defined as the multi-
category focal loss [42] between the ground truth layout
map S ∈ RH×W×C and the network output Ŝ ∈ RH×W×C ,
where C > 1 denotes the number of categories, including
the background category. Each element S(i, j) is a one-hot
encoding, where the location of the correct label is 1 and
otherwise 0. The loss function of the LPN is formulated as
follows:

LLPN(S, Ŝ) = −
C∑
c=1

(1− Ŝ(i, j, c))γ log(Ŝ(i, j, c)), (3)
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Fig. 2. Network architecture of our SIN, where SPConv (lower left-hand side) and SSEU (lower right-hand side) are critical components to utilize
the two self-priors for inpainting.

where γ ≥ 0 is a focusing parameter and (1 − Ŝ(i, j, c))γ

is a modulating factor, which is used to down-weight easily
classified pixels and focus training on hard pixels.

4 SELF-PRIOR GUIDED INPAINTING NETWORK

With the soft mask and layout map, a SIN is constructed to
utilize the two important self-priors M̂ and Ŝ to generate a
complete image I , i.e., fSIN : I, M̂ , Ŝ → Igt. The network
architecture of SIN is an encoder-decoder based U-Net
formulation, as shown in Fig. 2. Moreover, an improved con-
volution operation called soft-partial convolution (SPConv) is
proposed to embed M into the encoder for guiding SIN
“where to inpaint”; a novel unit architecture called semantic
structure embedding unit (SSEU) is proposed to embed S into
the decoder for guiding SIN “how to inpaint”. Specifically,
the encoder adopts seven SPConv-BN-ReLU modules except
that the first BN layer is omitted from the first module.
Each SPConv adopts a stride of 2 to down-sample an image
and gradually increases the channel number from 64 to 512.
The decoder is also composed of seven modules, and each
module begins with an up-sampling layer with a factor of
2, which is followed by a SSEU ResNet block (SRB). Sym-
metrical to the encoder, the decoding feature map gradually
grows its size and decreases its channel number from 512
to 64, which are finally consistent with the input image I .
In the following, we describe the critical components of the
SIN, i.e., SPConv and SSEU, in detail.

4.1 Soft-Partial Convolution

Recall that by detecting the semantic-discontinuity regions,
our SDN estimates a soft mask M̂ in which each pixel value
is in the range of [0,1]. Each pixel in I has a score which is
large if the pixel is likely to be in an uncorrupted region.

The SPConv computes the weighted response of each pixel
according to the score. The corrupted pixel values have low
scores and contribute less to the response. The pixels with
high scores dominate the response.

The flow chart of SPConv is shown in the bottom left of
Fig. 2. It takes a feature map x and a dynamic mask m as
input, and implements the following two steps:
(i) Mask convolution. In the vanilla convolution, the con-
volutional filters are shared among all the input pixels.
This sharing can lead to visual artefacts, such as color
discrepancy and blurring, due to interference by corrupted
pixel values. In contrast, the proposed SPConv adaptively
extracts information from each pixel according to the score
of the pixel. Let xwin and mwin denote the current region
covered by the convolution window W on x and m. Let b
denote the bias. Then the value of the output feature map
xout at the (u, v)-th position is given by:

xout(u, v) = WT (xwin �mwin)

∑
(i,j)∈Rwin

(1(i, j))∑
(i,j)∈Rwin

(mwin(i, j))
+ b,

(4)
where Rwin denotes the current region, and 1 has the same
shape as W .
(ii) Mask update. After mask convolution, some corrupted
regions are filled with generated contents computed from
surrounding pixels with different scores. Correspondingly,
the mask should also adjust the score to cater for the
updated feature map. Intuitively, the higher score a pixel
has, the greater the contribution it makes to the updated
value. Consequently, we update the mask by selecting the
maximum score in the current window, i.e.,

mout(u, v) = max
(i,j)∈Rwin

m(i, j). (5)

With successive mask updates, the pixel values with higher
scores are gradually propagated into the corrupted regions.
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Note that the dynamic mask m is initialized to the
estimated soft mask M̂ at the first SPConv layer of our SIN.
After each update, the output mask is used as the input of
next layer. After being processed by seven SPConv layers
in the encoder, the corrupted regions will gradually shrink
away.

4.2 Semantic Structure Embedding Unit
Each semantic item, such as eyes, nose and mouth for face
images, or dog, tree and boat for natural-scene images, has
an inherent structure, which makes modeling the images
possible. However, modeling images with complicated se-
mantics is still challenging, since the model is required to
infer the semantics and synthesize semantically consistent
details at the same time. Fortunately, we have obtained the
predicted layout map Ŝ, which contains high-level seman-
tics. Under its guidance, the SIN only needs to focus on
synthesizing the low-level details.

In order to embed Ŝ in the SIN for guiding the in-
painting, we design the semantic structure embedding unit
(SSEU). The core technique of the SSEU is the adaptive
affine transform (AAT) [43], which has been widely used for
transferring the style information from an image to another
image. Inspired by this, we resort to the AAT to transfer the
semantic information contained in Ŝ to the corrupted image
I . The first step of the SSEU is to transform Ŝ into a feature
representation. To this end, we train a non-linear mapping
function flatent to learn the feature representation of each
semantic item. The mapping function network consists of
8 multi-layer perceptrons (MLP), which takes a normally
distributed noise vector z ∼ N(0, I) as input and out-
puts the latent code w. The code w has C channels, i.e.,
w = [w1, ..., wC ], where C denotes the number of semantic
categories, including the background category. Each channel
wc, which corresponds to one semantic code, is a vector with
the dimension of 512. We call w the semantic-aware latent
codes. Then we broadcast wc to its corresponding semantic
regions in Ŝ and form a new matrix A ∈ RH×W×512. The
construction of A is formulated as:

A(i, j) = wc, if arg max
k∈[1,C]

Ŝ(i, j, k) = c. (6)

As a result, we obtain the feature representation A of Ŝ. By
training, using the inherent structure of each semantic item,
flatent can effectively learn the semantic-aware latent codes,
and thus make A semantically meaningful.

The working mechanism of SSEU is illustrated in the
bottom right of Fig. 2. The SSEU in the l-th decoder module
takes two inputs: i) features fdec

l ∈ Rh×w×n, where h, w
and n denote the height, width and channel number, fdec

l is
output from the upsample layer of the l-th decoder module,
and ii) features al ∈ Rh×w×512, which is a down-sampled
version of A. Then, an AAT is learnt to transfer the semantic
information of al to fdec

l . This is achieved by learning two
affine parameters from al, including a scaling factor γ ∈
Rh×w×n and a bias factor β ∈ Rh×w×n, which are used
to normalize fdec

l . Mathematically, the normalized values of
fdec
l at the k-th channel are formulated as follows:

f̂kl = γk
fkl − µk

σk
+ βk, (7)

where the superscript “dec” is omitted for simplicity, µk ∈
Rh×w and σk ∈ Rh×w denote the mean and standard
deviation of fdec

l in the k-th channel, and γk and βk in (7)
are the k-th channels of γ and β, respectively.

Since the contents in the uncorrupted regions can be
warped after the normalization, we leverage the mask con-
volution defined in Sec. 4.1 to reduce the impact of the
normalization on these regions. We re-use m̂l ∈ Rh×w,
which is obtained by the mask update defined in Sec. 4.1 in
the encoder, to mask the uncorrupted regions in the output
of the SSEU, i.e., f̂l ∈ Rh×w×n. Specifically, taking f̂l and (1-
m̂l) as input, the mask convolution is performed according
to Eq. (4).

Furthermore, we put the SSEU into a block in a simi-
lar form with the residual connection [44], which we call
SRB. As shown in Fig. 2, SRB has two branches. The left
branch adopts the concat-conv-BN architecture as the U-
Net. The right branch contains a SSEU and a mask con-
volution. The proposed SRB can be expressed in the form
fSRB = WT f̂l+fleft as in the ResNet block, whereW denotes
the mask convolution, fleft and fSRB denote the outputs of
the left branch and the SRB, respectively. When W is set
as zero, the SIN degenerates into the vanilla U-Net. The
right branch introduces the high-level semantic information
about the corrupted regions from the layout map, which
facilitates the synthesis of fine-grained details.

5 SELF-PRIOR EMBEDDED LOSS FUNCTIONS

Traditionally, image generation tasks adopt reconstruction
loss, i.e., the `1 or `2 distance between the generated image
and the ground truth in the pixel domain as the optimization
objective. However, it is well-known that reconstruction
loss leads to blurred results. In recent years, perceptual
loss and adversarial loss have greatly improved the quality
of generated images, with sharp edges and rich details.
Nevertheless, when the two losses are employed in the
image inpainting task, unpleasant visual artefacts, such as
boundary artefacts and semantic inconsistencies still occur.
To alleviate these problems, two self-prior embedded loss
functions, pixel adversarial loss and semantic structure loss, are
defined by reusing the self-prior learning networks. In the
following, we introduce the two losses in detail and finally
define the overall loss function for the SIN.

5.1 Pixel Adversarial Loss

In the current state-of-the-art GAN models, the discrimina-
tor is generally a network which classifies the input image
as real or fake. However, there is too little information in
one bit to classify the image. In image inpainting, boundary
artefacts frequently occur at the edge of inpainted regions
and can easily fool the discriminator, but are evident to a hu-
man viewer. An improved dense-prediction discriminator is
defined to provide a pixel-wise feedback to the generator
for removing the boundary artefact.

The SDN is a pixel-wise binary classification network,
which estimates a soft mask by distinguishing the corrupted
pixel values from the uncorrupted pixel values. In addition,
we expect that the SDN can also discriminate between
the synthesized pixel values and the uncorrupted pixel
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values in an inpainted image. To this end, we construct
improved GANs called pixel-GANs, where the SIN plays
a role as a generator G, and the SDN is employed as the
dense-prediction discriminator D. During their adversarial
training, the SIN maps a corrupted image I to a clean image,
while the SDN classifies the input image as real or fake in
a pixel-wise manner. By learning to discriminate the syn-
thesized and uncorrupted pixel values based on multi-level
semantics, the SDN can effectively recognize the boundary
artefact, which often appears in the boundary between the
synthesized and uncorrupted regions.

Let D(I(i, j)) denote the decision of the discriminator at
pixel (i, j). Let R and R denote the corrupted/synthesized
regions and uncorrupted regions, respectively. The loss for
D is computed as the mean over all the pixels as follows:

LD(I, Î, Igt) = − 1

Φ

∑
(i,j)

log[D(Igt(i, j))]

− 1

Φ
[
∑

(i,j)∈R

log[D(Î(i, j))] +
∑

(i,j)∈R

log[1− [D(Î(i, j))]]]

− 1

Φ
[
∑

(i,j)∈R

log[D(I(i, j))] +
∑

(i,j)∈R

log[1− [D(I(i, j))]]],

(8)
where Φ is the number of pixels in the image I . The first
term in Eq. (8) denotes that when the input is ground truth
image Igt, D learns to classify each pixel as real (labelled
by 1). The second term denotes that when the inpainted
image Î is input, D learns to classify the synthesized and
uncorrupted regions, in which the pixels are labelled by
0 and 1, respectively. To prevent the SDN from losing the
ability to estimate the soft mask, the loss function of the SDN
defined in Eq. (2) is used as the third term of Eq. (8), where
D(I) = M̂ . Correspondingly, the objective of adversarial
training for G is defined as:

Lpix-adv(Î) = − 1

Φ

∑
(i,j)

log[D(Î(i, j))], (9)

which we call pixel adversarial loss.

5.2 Semantic Structure Loss
To compute the perceptual loss, the VGG network [45] pre-
trained on the ImageNet dataset [46] is typically adopted to
extract feature maps from two images. However, there may
be a semantic gap if the target dataset for training the SIN
is very different from the ImageNet dataset. For example,
the target set could be face images (CelebA dataset [47])
or cityscape images (CityScapes Dataset [48]). To narrow
the semantic gap, we use the pre-trained LPN, which is
optimized for layout map prediction on the target dataset,
as a substitute for the VGG network. The pre-trained LPN
incorporates rich semantic structure information in its pa-
rameters, thus we call the LPN-based perceptual loss the
semantic structure loss.

Let f tLPN(x) denote the t-th layer output of the LPN for
the input x. The formulation of the semantic structure loss
is mathematically expressed as follows:

LSS(Î , Igt) =
T∑
t=1

1

Θt
||f tLPN(Î)− f tLPN(Igt)||1, (10)

where T is the total number of layers used to calculate
LSS, Θt is the number of elements in the t-th layer output.
Concretely, we adopt the ResNet-101 [44] as the backbone of
the LPN and extract the features of the 2-nd, 3-rd and 4-th
pooling layers to compute LSS.

In contrast with the VGG network, our LPN provides a
more specialized semantic structure similarity measuremen-
t, which is not only more effective in obtaining inpainted
images semantically consistent with the ground truth, but is
also more effective for training.

5.3 Overall Loss Function for SIN
The overall loss function for the SIN is the sum of the four
losses: i) reconstruction loss Lrec using the `1 distance for the
pixel consistency, ii) semantic structure loss LSS for the se-
mantic consistency, iii) global adversarial loss LGL-adv for the
distribution consistency, which is achieved by constructing
a global discriminator1, and iv) pixel adversarial loss Lpix-adv
for removing the boundary artifact. This can be formulated
as follows:

Loverall(I, Î, Igt) =
1

N

N∑
n=1

[Lrec(Î , Igt) + εLSS(Î , Igt)

+ ρLGL-adv(Î) + µLpix-adv(Î)],

(11)

where the hyper-parameters ε, ρ and µ specify the trade-off
among the four losses, and each loss is normalized by the
batch size N .

6 EXPERIMENTS

We introduce the experimental datasets and the parameter
settings in Section 6.1 and Section 6.2, respectively. Then
we compare our method with the state-of-the-art image
inpainting methods in Section 6.3. The ablation studies and
a discussion of our method are in Section 6.4 and Section
6.5, respectively. Finally, we extend our method to several
related tasks in Section 6.6.

6.1 Datasets
We evaluated our method for image inpainting on multi-
ple public datasets: CelebA-HQ [47], CityScapes [48], Paris
Street View (PSV) [30], ImageNet [46], Places2 [49], CLWD
[7] and Pascal VOC [50] datasets. All the images are resized
to 256×256. In the CelebA-HQ and CityScapes datasets,
each image has ground truth semantic segmentation maps
with 19 categories (i.e., C=19). These semantic segmentation
maps can be used for the LPN training. The PSV dataset is
similar to the CityScapes dataset. Therefore the two datasets
share the same LPN, which is trained on CityScapes. For
other datasets, we use SBD [51], which is a well-known se-
mantic segmentation dataset with 21 categories (i.e., C=21),
for training the LPN.

In addition, we employ three types of masks and three
types of visual signals to generate corrupted images I . The
three masks include: i) quick draw irregular mask dataset2,
ii) irregular mask dataset3 and iii) randomly generated

1. More details are provided in the appendix
2. https://github.com/karfly/qd-imd.git
3. https://nv-adlr.github.io/publication/partialconv-inpainting
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TABLE 1
Quantitative comparisons of different image inpainting methods (] means the non-blind methods with ground truth masks, and otherwise the blind

methods; † means a higher score is better and ∗ means a lower score is better)

Metrics Mask
CelebA-HQ Paris Street View

CA] [14] PC] [23] GC] [24] EC] [12] PDGAN ] [52] Ours PC] [23] GC] [24] EC] [12] PRVS] [28] Ours
10-20% 2.48 0.83 0.88 0.85 0.90 0.79 1.23 1.26 1.11 1.05 1.12

`∗1 (%) 20-30% 3.98 1.46 1.54 1.54 1.45 1.43 2.12 2.07 1.95 1.82 1.97
30-40% 5.64 2.36 2.33 2.37 2.68 2.09 3.09 3.00 2.87 2.66 2.61
40-50% 7.35 4.01 3.29 3.37 3.02 2.99 4.21 4.06 3.93 3.63 3.57
10-20% 25.32 33.05 32.69 32.53 32.40 33.13 30.76 31.42 31.05 32.00 31.14

PSNR† 20-30% 22.09 29.10 29.45 29.19 29.64 29.78 27.62 28.12 28.05 28.79 28.65
30-40% 19.94 27.24 27.01 26.72 27.23 27.77 25.51 25.80 25.98 26.62 26.79
40-50% 18.41 23.46 24.98 24.67 24.39 25.51 23.81 23.93 24.29 24.87 24.99
10-20% 0.888 0.978 0.976 0.978 0.847 0.986 0.953 0.959 0.956 0.964 0.962

SSIM† 20-30% 0.819 0.956 0.954 0.957 0.808 0.971 0.910 0.920 0.917 0.928 0.928
30-40% 0.750 0.926 0.927 0.928 0.748 0.942 0.858 0.873 0.869 0.885 0.887
40-50% 0.678 0.839 0.892 0.891 0.687 0.909 0.780 0.815 0.811 0.832 0.834
10-20% 13.74 7.63 25.49 5.03 18.32 4.72 27.21 53.68 27.66 21.04 20.11

FID∗ 20-30% 17.78 8.74 29.68 7.37 21.02 5.69 41.97 82.41 41.72 25.32 23.17
30-40% 24.07 19.21 70.37 10.66 24.63 10.27 55.79 137.49 60.28 40.51 32.56
40-50% 37.35 27.11 75.04 14.53 27.12 13.13 66.72 182.02 86.52 46.70 41.19
10-20% 3.43 3.44 3.32 3.42 3.09 3.97 3.02 2.88 2.97 3.03 3.11

IS† 20-30% 3.34 3.42 3.17 3.34 3.02 3.84 3.01 2.82 2.94 3.00 3.07
30-40% 3.10 3.25 3.06 3.13 2.90 3.61 2.95 2.56 2.92 2.99 3.01
40-50% 3.01 3.06 2.88 2.94 2.70 3.35 2.87 2.48 2.91 2.81 2.97
10-20% 0.043 0.037 0.080 0.028 0.070 0.028 0.045 0.112 0.047 0.056 0.044

LPIPS∗ 20-30% 0.078 0.056 0.116 0.051 0.094 0.043 0.067 0.172 0.071 0.123 0.062
30-40% 0.127 0.101 0.192 0.074 0.129 0.070 0.107 0.267 0.118 0.268 0.102
40-50% 0.195 0.143 0.261 0.106 0.173 0.098 0.159 0.384 0.173 0.305 0.134

Metrics Mask
Places2 CityScapes ImageNet

PC] [23] EC] [12] PRVS] [28] Ours PIC] [33] SN] [53] PHD [54] Ours PC] [23] PIC] [33] PHD [54] Ours
10-20% 1.18 1.50 1.25 1.19 0.83 0.88 0.97 0.85 1.77 1.25 2.35 1.84

`∗1 (%) 20-30% 2.07 2.59 2.25 2.11 1.46 1.54 1.70 1.54 2.30 2.00 2.67 2.21
30-40% 3.19 3.77 3.37 3.28 2.36 2.33 2.36 2.09 3.31 3.51 3.42 3.27
40-50% 4.37 5.14 4.66 4.28 4.01 3.29 3.36 2.99 3.86 4.18 4.11 4.07
10-20% 27.71 27.95 28.87 28.48 33.05 32.69 31.23 32.53 35.06 37.32 33.19 35.21

PSNR† 20-30% 24.54 25.92 25.66 25.84 29.10 29.45 29.13 29.08 33.95 35.14 32.83 34.68
30-40% 22.01 24.92 23.46 24.68 27.24 27.01 26.98 27.27 32.63 32.90 32.12 33.09
40-50% 20.34 21.16 19.29 21.79 23.46 24.98 24.34 25.11 31.95 31.94 31.28 32.07
10-20% 0.867 0.920 0.936 0.912 0.978 0.976 0.972 0.976 0.911 0.903 0.886 0.905

SSIM† 20-30% 0.775 0.861 0.904 0.901 0.956 0.954 0.952 0.961 0.866 0.846 0.854 0.869
30-40% 0.681 0.799 0.823 0.830 0.926 0.927 0.921 0.932 0.785 0.732 0.787 0.790
40-50% 0.583 0.731 0.737 0.742 0.839 0.892 0.895 0.909 0.737 0.669 0.729 0.745
10-20% 2.00 2.55 3.66 2.04 47.05 34.99 44.52 33.82 8.00 17.60 8.07 7.64

FID∗ 20-30% 4.02 5.07 5.89 3.89 48.54 36.69 46.11 35.99 10.68 23.14 9.67 9.22
30-40% 6.65 6.32 7.24 5.69 58.49 51.12 55.32 47.21 22.66 54.29 17.27 15.31
40-50% 11.45 7.01 10.17 6.38 64.31 66.58 63.90 59.22 27.64 64.08 24.36 22.06
10-20% 18.32 18.29 18.33 18.37 2.59 2.39 2.48 2.62 82.52 69.41 82.27 84.07

IS† 20-30% 17.37 17.75 18.03 18.19 2.48 2.38 2.42 2.55 80.78 65.67 81.79 81.88
30-40% 17.36 17.72 17.97 18.02 2.43 2.37 2.32 2.50 64.74 40.70 69.81 70.03
40-50% 17.32 17.63 17.80 17.90 2.41 2.32 2.26 2.43 61.40 35.44 66.45 67.89
10-20% 0.031 0.035 0.027 0.025 0.132 0.084 0.132 0.085 0.049 0.066 0.052 0.047

LPIPS∗ 20-30% 0.055 0.044 0.051 0.031 0.168 0.106 0.160 0.106 0.071 0.101 0.066 0.062
30-40% 0.071 0.056 0.074 0.043 0.239 0.198 0.203 0.163 0.123 0.207 0.109 0.099
40-50% 0.088 0.067 0.092 0.057 0.293 0.257 0.245 0.221 0.147 0.245 0.145 0.136

rectangular masks with various scales and aspect ratios. The
three visual signals are: i) constant value, ii) Gaussian noise
and iii) watermark logos [7].

6.2 Parameter Settings
To enable reliable prior-guidance for the SIN, we adopt the
following training strategies: we first train the SDN and the
LPN separately, and finally integrate the two pre-trained
networks for the SIN optimization. Specifically, we train the
SDN for 20 epochs with the learning rate of 10−3. The Adam
optimizer with β1 = 0.9 and β2 = 0.999 is adopted and the
batch size is set to 16. For the LPN training, we use a mini-

batch of 16 images for 100 epochs and an initial learning
rate of 10−3. The learning rate is multiplied by 0.1 every
40 epochs. The SGD optimizer with momentum of 0.9 and
weight decay of 5 × 10−4 is adopted. As for the focusing
parameter defined in Eq.(3), we set it to γ = 2. After pre-
training the SDN and LPN, we use the two networks to
generate estimated masks and layout maps, which are used
as the input of the SIN. Then we adopt the SDN as the
discriminator, which is fine-tuned for the SIN training. We
adopt the Adam optimizer with β1 = 0.9 and β2 = 0.999
and with a learning rate of 10−4 for G (SIN) and D (SDN).
The model is trained for 100 epochs with the batch size of 8.
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Fig. 3. Qualitative comparison of different image inpainting models. The images from top to bottom are respectively from CelebA-HQ, PSV,
ImageNet, Places2 and CityScapes datasets. From left to right, (a) input images, (b) ground truth images, the inpainted results of (c) CA] [14],
(d) PC] [23], (e) EC] [12], (f) PIC] [33] and (g) SN] [53], (h) PHD [54], (i) our generated layout maps and (j) our inpainted results (] means the
non-blind methods with ground truth masks, and otherwise the blind method).

TABLE 2
Comparison of model complexity of different image inpainting models (]
means the non-blind methods with ground truth masks, and otherwise

the blind methods; ∗ means a lower value is better)

Model Params∗ (MB) Flops∗ (GB) Inference time∗ (ms)
CA] [14] 3.60 22.47 13.99
PC] [23] 51.55 18.95 27.23
GC] [24] 25.46 137.97 39.43
EC] [12] 21.54 122.55 21.43
PIC] [33] 6.03 4.04 29.28
SN] [53] 54.41 18.16 9.25

WDNet [7] 20.07 69.99 15.22
PHD [54] 182.43 68.89 7.56

Ours 54.30 46.82 31.63

The hyper-parameters of the three loss functions defined in
Eq.(11) are set to ε = 0.05 and µ = ρ = 1.

6.3 Comparison to State-of-the-Art

Quantitative Evaluation. Table 1 lists the quantitative com-
parisons with state-of-the-art methods on five datasets with
different mask ratios, which are number of pixels in the
corrupted regions (i.e. with mask value 0) divided by the
total number of pixels. For more comprehensive evaluation-
s, we adopt six metrics to measure the inpainted results,
including three image fidelity evaluation metrics, i.e., `1
error, peak signal to noise ratio (PSNR), structure similarity
index (SSIM), and three image perceptual quality evaluation
metrics, i.e., Frechet Inception Distance (FID) [55], Inception
Score (IS) [56] and Learned Perceptual Image Patch Similar-
ity (LPIPS) [57]. The compared methods include advanced
non-blind image inpainting models, i.e., CA [14], PC [23],

GC [24], EC [12], PIC [33], SN [53], PRVS [28] and PDGAN
[52], which all require known masks as input. In addition,
we compare our method with PHD [54], which is a classical
image translation model. Here we use it for blind image
inpainting.

FID measures the similarity between two datasets of
images. It is proven to correlate well with human judgement
of visual quality and is often used to evaluate the quality
of samples of GANs. FID is obtained by computing the
Frechet distance between two Gaussians fitted to feature
representations of the Inception network [58]. From Table
1, we can see that the FID scores of each model have
large differences on different datasets. The differences are
especially high for the PSV and CityScapes datasets. The
reason may be that the data distribution of the two datasets
is very different from the data distribution of the pre-
trained dataset of the Inception network. IS also adopts
the pre-trained Inception network, but it directly measures
the distribution of the generated images instead of using
the ground-truth images as references. It can be seen from
Table 1 that the IS scores are particularly high on ImageNet.
The reason may be that this dataset contains more semantic
categories and diverse scenes. For the LPIPS, we employ
the AlexNet [59] pretrained on BAPPS [57], a large-scale
perceptual similarity dataset, which contains a large set of
distortions and real algorithm outputs. The LPIPS is known
to be highly effective in measuring the perceptual distance
of two images.

Table 1 shows that our model achieves competitive
performance with the non-blind image inpainting methods,
which include ground truth binary masks as the input. Our
model also obtains remarkably better scores than the blind
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TABLE 3
Ablation studies on critical architecture components and loss functions of our model († means higher is better, while ∗ means lower is better)

Variant Model
Components CelebA-HQ CLWD

soft mask layout SPConv Lpix-adv LGL-adv LSS PSNR† SSIM† LPIPS* PSNR† SSIM† LPIPS*
w/o mask X X X X 26.96 0.921 0.102 22.23 0.787 0.086
w/o layout X X X X X 27.81 0.933 0.091 24.01 0.845 0.057

w/o SPConv X X X X 28.92 0.939 0.069 24.75 0.852 0.052
w/o Lpix-adv X X X X X 28.21 0.923 0.089 25.08 0.869 0.047
w/o LGL-adv X X X X X 28.75 0.930 0.081 25.26 0.871 0.044

w/o LSS X X X X X 28.02 0.921 0.098 23.92 0.841 0.063
Full X X X X X X 28.97 0.942 0.067 25.42 0.893 0.029

Fig. 4. Qualitative comparison between the variant models and our full model. From left to right, (a) input images, (b) estimated masks, (c) estimated
layout maps, (d) ground truth images, inpainted results of the variant models (e) w/o mask, (f) w/o layout map, (g) w/o SPConv, (h) w/o Lpix-adv, (i)
w/o LGL-adv and (j) w/o LSS, and inpainted results of (k) our full model. (Zoom in for more details)

method PHD. The performance of our model in terms of
the fidelity metrics is not as prominent as the performance
in terms of perceptual metrics. The fidelity metrics evaluate
the image quality in a pixel-wise manner, while the per-
ceptual metrics measure the visual quality of images, and
they are more consistent with the human evaluation. The
result indicates that the inpainted images obtained by our
model have a better perceptual consistency with the ground
truth images than the inpainted images obtained by the
competing models. Moreover, as the mask ratio increases,
our model degrades more slowly and even surpasses the
competing models when the mask ratio is 30-50%. This
indicates that our model is more robust under changes of
the mask.

Qualitative Evaluation. In Fig. 3, we provide a visual
comparison on five datasets. It can be seen that there exist
prominent artefacts in the results of the models chosen for
the comparison. For example, CA [14] and EC [12] fail to
synthesize a plausible human face; PConv [23] and SN [53]
suffer from blurring in the edges; PIC [33] fails to restore
the partially masked person and generates unpleasant arte-
facts in the city street image. Originally, PHD [54] was not
proposed for inpainting, but it surpasses many non-blind
image inpainting methods in terms of visual quality. How-
ever, PHD suffers from blurry artefacts when the corrupted
regions are large. In contrast, our model obtains better

inpainted results with coherent structures and fine-grained
details. Inpainting images with diverse semantics in datasets
such as ImageNet and Places2 is considered challenging.
Nevertheless, our model performs well on these datasets.

Model Complexity Evaluation. To evaluate the com-
plexity of the inpainting models, parameter numbers
(params), floating point operations (Flops) and inference
time for an image with a resolution of 256×256 are comput-
ed. According to the results shown in Table 2, the inference
time of our model is 31.63 ms. Our model requires more time
than most of the competing models but not too much more,
even though our model contains multiple stages to compute
the soft mask and the layout map, while most of the other
models require known masks. Meanwhile, our model is
at an intermediate level with regard to parameters and
Flops. It is comparable with and even has lower complexity
than many non-blind models. More importantly, our model
surpasses most of the competing models in terms of the
quantitative and qualitative performance, as shown in Table
1 and Fig. 3. Therefore, our model achieves a good trade-off
between the inpainting performance and the efficiency.

6.4 Ablation Study

In order to validate the contributions that key components
make to our proposed model, we train a series of variant
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TABLE 4
Quantitative comparison of watermark detection accuracy in terms of
F1 score, AUC and MAE and removal performance in terms of PSNR
and SSIM on CLWD dataset († means higher is better, while ∗ means

lower is better)

Model WDNet [7] Ours
φ 0.3 0.5 0.7 0.3 0.5 0.7

F1† 0.841 0.856 0.835 0.909 0.912 0.873
AUC† 0.970 0.971 0.933 0.974 0.987 0.949
MAE∗ 0.040 0.035 0.047 0.023 0.015 0.034
PSNR† 33.11 35.09 29.47 34.88 35.74 31.66
SSIM† 0.959 0.969 0.951 0.976 0.983 0.959

Fig. 5. Qualitative comparison of watermark detection and removal
performance. From left to right, (a) watermarked images (with intensity
of 0.3, 0.5 and 0.7 from top to bottom), (b) estimated masks of WDNet,
(c) watermark removal results of WDNet, (d) estimated masks of our
model and (e) watermark removal results of our model, respectively.

models: i) w/o (without) mask, where the soft mask is re-
moved from the input of the SIN, and correspondingly, the
proposed SPConv cannot be applied. We replace SPConv by
vanilla convolution; ii) w/o layout, where the layout map is
removed from the input of SIN, and correspondingly, the
SSEU branch is removed from the SRB; iii) w/o SPConv,
where the SPConv is replaced by the partial convolution
(PConv) [23] in the SIN, and the soft mask is binarized using
a threshold of 0.5. We also investigate how the loss functions
affect the performance. To this end, we train another three
variant models: w/o Lpix-adv, w/o LGL-adv and w/o LSS, which

remove the pixel adversarial loss, global adversarial loss
and semantic structure loss, respectively from the overall
loss function of the SIN. We train the above variant models
on CelebA-HQ and CLWD datasets. The CLWD dataset
contains 60,000 watermarked images, which are made by
adding logos with different transparencies in the range (0.3,
0.7) to clean images. Each generated watermark image has
a corresponding binary mask indicating the location of the
logo. All the parameter settings are kept the same as those
for our full model, as explained in Sec. 6.2.

Quantitative and qualitative comparisons between the
variant models and our full model are demonstrated in
Table 3 and Fig. 4, respectively. According to the results,
all the variant models are inferior to our full model. The
performance of the w/o mask decreases the most since there
is no mask for indicating the corrupted regions. As Fig. 4 (e)
shows, the inpainting is visually unrealistic. The w/o layout
also performs badly. Fig. 4 (f) shows that the inpainted
image regions are blurred. For the w/o SPConv, the scores
achieved on the CelebA-HQ dataset compare well with the
scores obtained by the full model. This is because the cor-
ruptions are simple, and our SDN accurately detects them
with high scores. In this case, there is almost no difference
between the SPConv and PConv. However, when the PConv
is employed on the CLWD dataset, its performance shows a
clear drop because i) semi-transparent watermarks increase
the difficulty of the SDN, ii) the estimation error produced
by binarization is propagated to the inpainting process, and
iii) the PConv ignores the latent image information under
the semi-transparent watermarks. As we can see in Fig. 4
(g), the PConv generates consistent results with our full
model on CelebA-HQ dataset, but fails to remove all of
the watermarks from the bottom two images. For another
three variant models, i.e., w/o Lpix-adv, w/o LGL-adv and w/o
LSS, removing Lpix-adv or LSS has a larger impact on the
metric scores than removing LGL-adv. This indicates that the
proposed two loss functions contribute more to our model.

6.5 Discussion

Analysis on Semi-Transparent Corruption Detection. Our
SDN can accurately detect the corrupted regions filled
with the constant values or random noise. However, the
accuracy is reduced when these regions are corrupted by
semi-transparent signals, it largely increases the detection
difficulty since image patterns are mixed in it. To investigate
how the transparency of the corruption signal impacts the
detection accuracy of the SDN, we apply the logos of the
CLWD dataset to generate watermarked images by setting
the logo transparency in the range of [0.1, 0.9]. Recall that
in Eq.(1), φ denotes the intensity of the corruption signal.
Here, we use 1 − φ to denote the transparency of water-
marks. We evaluate the performance of the SDN using three
metrics, namely F1 score, area under curve (AUC) and mean
absolute error (MAE). All three metrics are widely used for
saliency detection.

Detection accuracy with varied corruption intensity φ in
terms of F1 score, AUC and MAE, and the corresponding
inpainting performance in terms of PSNR and SSIM are
listed in Table 4. We use a state-of-the-art watermark re-
moval method, i.e., WDNet [7], for comparison. The WDNet
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Fig. 6. Quantitative comparison between the variant w/o layout and our
full model with different mask ratios. The shadow denotes the standard
deviation.

Fig. 7. Qualitative comparison between the inpainted results of the
variant model w/o layout and our full model. From top to bottom, the
images have mask ratios of 10-20%, 20-30%, 30-40% and 40-50%.
From left to right, (a) input images, (b) ground truth images, (c) inpainted
images of w/o layout, (d) inpainted images of our full model and (e)
generated layout maps by our LPN.

uses a two-stage process. The first stage generates a coarse
removal result, a potential watermark and its location. The
second stage centers on the watermarked area to refine the
result. According to Table 4, our SDN achieves a better
watermark detection accuracy than the WDNet across all
the three values of φ. In addition, we observe that the
decrease of detection accuracy has a negative impact on
the watermark removal. We show more examples in Fig.
5. From the comparison, we can see that our model not
only generates more accurate masks, but also is more robust
to the varying watermark intensities. Moreover, the mask
estimation error has a significant influence on the results of
the WDNet. Benefit from the proposed SPConv, our model
is more resistant to the mask estimation error.

Analysis on the Impact of Layout Map. One of the im-
portant roles the layout map plays is to relieve the difficulty
in inpainting the images with large corrupted regions by
guiding the synthesis of semantically consistent textures. To
investigate how much we could exploit the layout map to
improve the inpainting, we compare the performance of the
variant model w/o layout and our full model with different
mask ratios. The metrics in terms of SSIM and LPIPS in

Fig. 8. Quantitative comparison between using the edge map and the
layout map as extra inputs to the EC [12] with different mask ratios. The
shadow denotes the standard deviation.

Fig. 9. Qualitative comparison between the inpainted results using the
edge map and the layout map as extra inputs to the EC [12]. From top to
bottom, the images have mask ratios of 10-20%, 20-30%, 30-40% and
40-50%. From left to right, (a) input images (b) ground truth images (c)
edge maps (d) inpainted results using the edge map as the input (e)
layout maps and (f) inpainted results using the layout map as the input.

Fig. 6 show that the performance of the variant w/o layout is
always inferior to the full model across all the mask ratios,
i.e., with a lower SSIM mean value, a higher LPIPS mean
value and higher standard deviations. From their qualitative
comparison, shown in Fig. 7, we observe that when 10-20%
regions are corrupted, both models show visually plausible
results. When 20-30% regions are corrupted, the inpainted
image of the variant w/o layout shows some unrealistic
details, such as the noise in the second row in column (c). If
the mask ratios are increased, the quality of the inpainting
degrades more seriously, while our full model still produces
reasonable images. From the generated layout maps shown
in column (e), we can see that the predicted layout map is
more robust to the increase of the mask ratio than directly
predicting the inpainted image. Given this self-prior, our
model can complete the image inpainting more easily.

Furthermore, we also substitute the edge map input
of the EC [12] for the layout map predicted by our LPN.
From Fig. 8 we observe that substituting the edge map for
the layout map improves the metrics. From Fig. 9 we see
that as the mask ratio is increased, both models generate
acceptable inpainted images, as they benefit from the extra
input information. However, it is clear that the results using
the layout map are more plausible, while the results using
the edge map are less sharp, for example as shown by the
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Fig. 10. Qualitative comparison of inpainted results using the generated
and ground truth layout map. From left to right, (a) input images, (b)
generated layout maps by our model and (c) inpainted images condi-
tioned on them, (d) ground truth layout maps and (e) inpainted images
conditioned on them and (f) ground truth images.

eyes and mouth. The reason may be that the edge map only
describes the outlines while the layout map provides more
semantic context information, which makes it possible to
inpaint large corrupted regions.

Here, we further investigate the impact of the layout
map quality on the inpainting performance. Specifically, we
substitute the ground truth layout map for the layout map
generated by our LPN. The quantitative results show that
the PSNR and SSIM of inpainted images increase by 0.74
and 0.031, respectively. From the qualitative results shown
in Fig. 10, we can see that the ground truth layout map
improves inpainting by restoring correct expressions (e.g.,
smile) and recovering lost attributes (e.g., sunglasses and
earrings). We note that when face attributes or objects are
not included in the predefined categories, our method is
unable to recover them. See for example the cigarette in the
bottom right side of Fig. 10. In the future work, our model
will be trained on more diverse-category datasets to make it
more practical.

6.6 Extension Verification
In this section, we extended our method to three relat-
ed tasks, namely object removal, image super-resolution
and old photo restoration, to prove the advantages of our
method in generating semantically consistent and visually
pleasing images.

6.6.1 Extension to Object Removal
The layout map can be used for object removal. Image
inpainting models are employed to fill the holes left when
undesired objects are removed. Since the undesired objects
are not corrupted by any visual signal (e.g., watermarks,
constant values or random noise), it is infeasible for our
SDN to detect them. The layout map contains explicit
boundaries for each object. It is thus straightforward to
select the objects to be removed. Specifically, our LPN
generates a layout map for an original image. Then users
indicate the undesired object on the layout map. Next, the

Fig. 11. Examples of object removal results on CelebA-HQ (top two
rows) and CLWD (bottom two rows). From left to right, (a) original
images, (b) layout maps for the original image, (c) masked images, (d)
inpainted results of PHD [54], (e) inpainted results of our model and (f)
layout maps for the masked image.

TABLE 5
Quantitative evaluation on image super-resolution performance

Metrics
CelebA-HQ Places2

SRGAN PHD Ours SRGAN PHD Ours
`1(%)∗ 2.257 3.735 2.086 4.331 4.852 3.852
PSNR† 29.12 25.97 32.02 27.26 24.55 28.71
SSIM† 0.949 0.857 0.952 0.863 0.835 0.891

undesired object is masked. The LPN is then employed
again to generate a complete layout map for the masked
image. Finally, the masked region is inpainted under the
guidance of the complete layout map. In this way, the users
can efficiently label undesirable objects and avoid costly
pixel-wise annotation.

Qualitative evaluation of object removal on CelebA-HQ
and CLWD datasets is illustrated in Fig. 11, where PHD [54]
is employed for comparison. For face images, we randomly
remove a face attribute from the 18 attributes used in the
CelebA-HQ dataset. For natural images from the CLWD
dataset, we randomly remove an object in any of the 20
categories defined by the SBD dataset. Fig. 11 shows that
our model produces cleaner face images, while traces of the
sunglasses and beard are obvious in the results of PHD.
In addition, our model also produces perceptually more
plausible and pleasing images than those produced by PHD.

6.6.2 Extension to Image Super-resolution

We apply our method to image super-resolution. Specif-
ically, given a low-resolution image Ilow ∈ RH×W and
an up-sampling factor s, we construct the input image
I ′low ∈ R(sH)×(sW ) as follows:

I ′low(su, sv) =

{
Ilow(u, v), 1 ≤ u ≤ H, 1 ≤ v ≤W
0, otherwise.

(12)
At the same time, we construct a mask M ∈ R(sH)×(sW )

by labelling M(su, sv) = 1 (1 ≤ u ≤ H, 1 ≤ v ≤ W ),
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Fig. 12. Examples of image super-resolution results on CelebA-HQ (top
two rows) and Places2 (bottom two rows). From left to right, (a) input
images, (b) ground truth images, super-resolution results of (c) SRGAN
[60], (d) PHD [54] and (e) our model.

Fig. 13. Results obtained by restoring synthesized old photos on Pascal
VOC. From left to right, (a) input images, (b) ground truth images,
restored results of (c) the method in [3], (d) PHD [54] and (e)our model.

and otherwise 0. Here, we set s = 4 and H = W = 64.
The image I ′low is input to LPN to obtain a layout map Ŝ.
Then, we input Ŝ, M and I ′low to the SIN. The output image
is the required super-resolution image. Note that since the
ground truth masks are the same for all the input images,
we cannot train the SDN effectively. For this reason, the
pixel adversarial loss Lpix-adv is removed from the overall
loss functions. Other configurations are kept the same as
in the blind inpainting task, as explained in Section 6.2.
Our model is retrained on CelebA-HQ and Places2 datasets.
In addition, we retrain PHD [54] and a well-known image
super-resolution model called SRGAN [60] for comparison.

Quantitative evaluations in Table 5 show that our model

Fig. 14. Results obtained by restoring real-world old photos. From left to
right, (a) input images, restored results of (b) the method in [3], (c) PHD
[54] and (d) our model.

achieves better metric scores, especially for the SSIM. Mean-
while, the qualitative evaluations in Fig. 12 demonstrate
that the competing models suffer from blurring and noise
artefacts, while our model generates sharp edges and fine
details, as illustrated in the cropped regions.

6.6.3 Extension to Old Photo Restoration
We further extend our method to old photo restoration
where some defects, such as scratches and blemishes, need
to be removed and completed with reasonable contents
using the inpainting techniques. Following the experimental
setting in [3], we synthesize old photos using images from
the Pascal VOC dataset, and collect scratches and paper
textures to render realistic defects. In addition, random
blurring and random noise are introduced to simulate the
unstructured defects. We use the SDN to automatically
detect the possible scratches, and then we adopt the LPN
trained on the SBD dataset to generate the layout map.
Finally the SIN is employed to restore the artefacts and
output a clean photo. For comparison, we train PHD [54]
on the same dataset. We also compare with the state-of-
the-art old photo restoration model [3]. Their results are
obtained by running their model4 pre-trained on the Pascal
VOC dataset and their collection of old photos.

Qualitative evaluations on synthesized old photos using
the Pascal VOC dataset and real-world old photos collect-
ed from the Internet are shown in Fig. 13 and Fig. 14,
respectively. From Fig. 13, we find that the results of the
two competing models often suffer from blurring artefacts,

4. The pre-trained model is downloaded from https://github.com/
microsoft/Bringing-Old-Photos-Back-to-Life
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and sometimes the scratches are not removed. In contrast,
our model generates more complicated structures and richer
details. From Fig. 14, we observe that both the model in
[3] and our model are better than PHD at dealing with
the realistic blemishes and blurring in real old photos.
Note that the model in [3] collects the real old photos for
training while our model only adopts the synthesized old
photos. This validates the generalization of our model from
synthesized data distribution to real data distribution.

7 CONCLUSION

In this paper we propose a novel blind image inpainting
model, which integrates two learnt priors to guide and op-
timize the inpainting process. To learn a “where to inpaint”
prior, we construct a SDN to estimate for each pixel the
probability that it has a valid value. To learn a “how to
inpaint” prior, we introduce a LPN to predict the global se-
mantic structure in a pixel-wise classification. Furthermore,
we design SPConv and SSEU to embed the learnt priors into
our inpainting network SIN. More importantly, the SDN and
LPN are re-employed to optimize our SIN by pixel adversar-
ial training and semantic structure similarity matching. The
three networks form a united framework. The experimental
results show that our method surpasses many state-of-the-
art non-blind image inpainting methods in terms of both
objective metrics and visual quality. In addition, ablation
studies validate the effectiveness of key components of our
model. Furthermore, extensions to other related tasks show
the advantages of our method in promoting the semantic
consistency and visual quality of generated images. In the
future work, we intend to include more categories in our
layout map, so that we can embed more diverse semantics
into our SIN to boost the performance for images with more
complicated semantic structures.
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