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Abstract
Vehicles are becoming more intelligent and connected due to the demand for faster, effi-
cient, and safer transportation. For this transformation, it was necessary to increase the
amount of data transferred between electronic modules in the vehicular network since it is
vital for an intelligent system’s decision-making process. Hundreds of messages travel all
the time in a vehicle, creating opportunities for analysis and development of new functions
to assist the driver’s decision. Given this scenario, the dissertation presents the results of
research to characterize driving styles of drivers using available information in vehicular
communication network.

This master thesis focuses on the process of information extraction from a vehicular net-
work, analysis of the extracted features, and driver classification based on the extracted
data. The study aims to identify aggressive driving behavior using real-world data col-
lected from five different trucks running for a period of three months. The driver scoring
method used in this study dynamically identifies aggressive driving behavior during pre-
defined time windows by calculating jerk derived from the acquired data. In addition, the
K-Means clustering technique was explored to group different behaviors into data clusters.

Chapter 2 provides a comprehensive overview of the theoretical framework necessary for
the successful development of this thesis. Chapter 3 details the process of data extraction
from real and uncontrolled environments, including the steps taken to extract and refine
the data. Chapter 4 focuses on the study of features extracted from the preprocessed data,
and Chapter 5 presents two methods for identifying or grouping the data into clusters.

The results obtained from this study have advanced the state-of-the-art of driver behav-
ior classification and have proven to be satisfactory. The thesis addresses the gap in the
literature by using data from real and uncontrolled environments, which required prepro-
cessing before analysis. Furthermore, the study represents one of the pioneering studies
conducted on commercial vehicles in an uncontrolled environment.

In conclusion, this thesis provides insights into the development of driver behavior clas-
sification models using real-world data. Future research can build upon the techniques
presented in this study and further refine the classification models. The thesis also ad-
dresses the threats to validity that were mitigated and provides recommendations for
future research.

Key-words: Driver Behavior. Vehicle. Controller Area Network. K-Means. Clustering.
Data Analysis.
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1 Introduction

Technological inventions have profoundly impacted human history, such as the cre-
ation of the automobile. Its influence is mainly due to the unparalleled ease and mobility
it provides for society. This creation impacted the economy, industry, and even American
culture. More than 4.2 million people worldwide work directly in the auto industry, gener-
ating over 2 trillion dollars in the economy every year [7]. On the flip side, with 1.2 billion
vehicles traveling worldwide, accidents happen daily. To bring more safety and efficiency
to vehicles, the development of vehicle electronics has gained significant interest in recent
years.

As the automotive industry transforms, the world is experiencing the age of the
Internet of Things (IoT), where each object can become intelligent through sensing and its
connection to the internet. Although using smartwatches, smart TVs, and other household
items is one of the main applications of IoT, vehicles also play a vital role in this revolution.
In the near future, vehicles will be interconnected throughout the logistics chain, consisting
of the automaker, dealership, insurance company, customer, and highways.

Over the last few decades, the automotive industry has witnessed a surge in the
utilization of electronic modules to facilitate the integration of new technologies in a
connected world. According to a study by Fugiglando in 2019, a modern vehicle now
contains around 70 electronic control units (ECU) [8], which is a stark contrast to the
industry’s beginning when there were none. Moreover, most contemporary cars come
equipped with over 400 sensors that capture various information crucial for the vehicle’s
efficient functioning.

Recognizing the industry’s future lies in the software behind the vehicle rather than
the vehicle itself, automakers worldwide have shifted their focus from selling cars to selling
software [9]. Consequently, it is critical to extract relevant data from the vehicle without
incurring additional costs to the customer to stay ahead in an increasingly competitive
world.

One of the many types of information that can be obtained through data in a
vehicular network is the behavior of the driver in traffic. This information is crucial in
assessing the safety of traffic, as an aggressive driver can put many lives at risk. The
focus of this master’s thesis is to develop an algorithm that can determine whether a
driver is exhibiting aggressive behavior in traffic or not. The algorithm will be based on
existing information in the vehicular communication network, and the aim is to deepen our
understanding of how to accurately identify and differentiate aggressive driving behavior
from safe driving behavior.
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The study will identify and enumerate the differences between safe and aggressive
driving behaviors to gain a complete understanding of a driver’s behavior. While there
have been studies on safe and unsafe behavior, they are limited in number and often
conducted in controlled environments and without commercial vehicles, which pose a
greater potential risk for traffic compared to passenger vehicles.

This work focuses on studying commercial vehicles due to the lack of research in
this area compared to passenger vehicles. While both types of vehicles share similarities, it
is important to consider the differences in commercial vehicles. For instance, commercial
drivers are professionals who are trained and paid for their work. They are also responsible
for transporting cargo and must exercise caution in doing so. However, concerns over
fuel consumption and delivery time can sometimes lead to aggressive driving behavior
in commercial drivers. Additionally, the amount of time spent behind the wheel can also
impact a driver’s performance.

To gain insight into the current situation in Brazil regarding traffic accidents in-
volving commercial vehicles, a survey was conducted in 2018 by the National Transport
Confederation (CNT) [1]. This survey highlighted the number of accidents involving these
vehicles. Figure 1, extracted from the aforementioned survey, illustrates that, despite re-
cent years’ decrease in the number of accidents, the number remains high and pertinent to
the Brazilian context. The blue line represents the number of accidents involving commer-
cial vehicles without casualties, while the red line represents the number of accidents with
casualties. Notably, the red line exhibits greater stability than the blue line, underscoring
the prevalence of fatal accidents in Brazil.

Figure 1. Number of accidents with casualties occurring on federal highways by type of
outcome – Brazil – 2007 to 2018. Extracted from [1]

The aforementioned survey also provided insights into the distribution and leading
causes of accidents. It can be observed that human factors, such as inattention or improper
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driver behavior, are responsible for the majority of accidents. Furthermore, collisions,
particularly resulting from speeding on highways, are the most prevalent type of accident.
These data from 2007 to 2018 are illustrated in Figures 2 and 3. Figure 2 shows that
collisions account for 67.4% of the casualties, making it the most common cause of death
in traffic accidents. This type of accident is often linked to aggressive driving behavior,
highlighting the potential of this research. On the other hand, Figure 3 indicates that
human factors are the leading cause of accidents, with a lack of attention being responsible
for 29% of them.

Figure 2. Distribution of deaths in accidents with victims involving truck racing on
federal highways by type of accident – Brazil – accumulated 2007 to 2018.
Extracted from [1]

Determining drivers’ aggressive behavior can provide valuable insights into their
participation in traffic and help to reduce the societal costs of accidents. The information
generated by this research can also be leveraged by insurance companies and governments
to improve road safety. In fact, some governments, such as Belgium and the Netherlands,
have already initiated campaigns to address this issue. Globally, speeding on highways
remains one of the primary causes of accidents, and this issue could be effectively addressed
through the implementation of a data analysis algorithm capable of detecting unsafe
patterns of driver behavior. Data analysis techniques are crucial for analyzing the vast
and complex data sets generated by vehicular networks.

Recent studies in this field have focused on distinguishing between aggressive and
expected driver behavior. Halim, Kalsoom, and Baig [10] conducted a study demonstrating
that driver behavior can be determined through the integration of data collected from
participants in a driving simulator. The variables considered in this analysis were the
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Figure 3. Distribution of accidents with victims involving a truck that occurred on fed-
eral highways because of the accident – Brazil – accumulated 2007 to 2018.
Extracted from [1]

maximum speed, acceleration, use of the brake pedal, and frequency of horn usage in the
vehicle.

Driving simulators have been extensively used in various research studies to ana-
lyze data on driver behavior in vehicular communication networks, thereby significantly
increasing knowledge in this field [11]. These simulators offer several advantages, including
lower validation costs than actual vehicles, training without posing any real risk to the
driver, and the ability to maintain the test in the same condition for different drivers.
However, there are also certain drawbacks associated with these simulators, the most
significant being that the results obtained are different from those in the real world, as
found in the research by Godley et al [12]. Although it is possible to reproduce a simulator
with a high degree of fidelity, the article indicates that the results obtained only provide
an indication of the direction of human behavior in a given activity, but not the exact
magnitude of this event in real life.

This thesis presents a novel approach to determine the driver’s profile. The pro-
posed methodology involves the collection of precise data from diverse drivers, which will
be subsequently refined to extract a profile that can be utilized by a vehicle fleet.

1.1 Research Context
This study was conducted through a partnership between Volkswagen Truck and

Buses, hereafter referred to as VWCO, and the Federal University of Itajubá - UNIFEI.
VWCO is one of the world’s largest manufacturers of commercial vehicles, and was the
best-selling brand in Brazil in 2021. The automaker produces a range of vehicles, from
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light models such as the Delivery Express, to extra-heavy models such as the Meteor. The
company’s headquarters are located in Resende, in the interior of Rio de Janeiro state,
where all VWCO national vehicles are manufactured. VWCO has been responsible for
significant innovations in the Brazilian market, such as e-Delivery, the brand’s first electric
truck. Safety has always been a critical concern for the company, and thus implementing
an algorithm capable of identifying aggressive driving behavior is of utmost interest.
Furthermore, analyzing driver behavior through the existing data in the vehicular network
presents a significant academic challenge and a powerful resource for future applications
in the vehicular context. This chapter, along with section 1.2, will discuss the motivations
and implications of this information for the automotive industry. Figure 4 displays the
current models in the company’s lineup.

Figure 4. Volkswagen Truck and Bus products. [2]

1.2 Motivation
The increasing demand for low-cost technology integration necessitates that vehic-

ular communication networks accommodate a larger volume of information, offer higher
speeds, and interconnect smart devices while maintaining their reliability.

The main objective of this thesis is to explore a function that has numerous appli-
cations in the automotive field, which is the identification and classification of the driver’s
profile. It is possible to observe differences in the way people use their vehicles on a daily
basis while driving in traffic. Some drivers use the accelerator pedal more abruptly, while
others apply the brake more smoothly, which allows us to identify a unique driver fin-
gerprint. As Ezzini et al. [13] pointed out, the concept of a driver fingerprint obtained
from analyzing existing data on the CAN network is not new, as many studies using
machine learning techniques have demonstrated its feasibility. However, there are only a
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few studies conducted under natural application conditions, particularly for commercial
vehicles.

This work aims to complete the entire process of identifying the driver’s profile by
extracting data from the vehicular network, analyzing the relevance of the extracted data
for composing this analysis, and ultimately determining the aggressiveness of the driver’s
behavior.

In recent years, both the scientific community and industry professionals have
been engaged in developing the next generation of smart vehicles. This drive is largely
motivated by the latest legislation implemented in Europe, particularly laws pertaining to
active safety and autonomous vehicles. Such regulations have a global impact, including
in Brazil where they may become law after an average of five years.

The author identified some possible applications of this research after identifying
driver behavior, especially aggressive behavior:

1. Assist in detecting another aggressive vehicle on the highway by develop-
ing an intelligent vehicle algorithm. In recent years, the subject of intelligent
and autonomous vehicles has gained significant attention. Before delving deeper into
this topic, it is essential to establish a clear definition of what constitutes an intel-
ligent vehicle. As stated by [5], an intelligent vehicle is a system that observes its
driving environment, detects participants and pertinent information about the driv-
ing scene, and interprets these observations with a degree of understanding, enabling
it to make predictions about future occurrences. Various technological advancements
in the field of autonomous or semi-autonomous vehicles and driver assistance sys-
tems, including functions such as adaptive cruise control, pedestrian detection, and
blind spot detection, are being developed by research groups and companies alike.

One company that has been developing a fleet of autonomous vehicles for several
years is Google [14]. They have presented a vehicle that integrates sensory abilities
and allows control through sensors and actuators in vital parts of the vehicle, such as
the gas pedal, steering, and sensors. The company has released several videos and
demonstrated the vehicle’s abilities. Another company that has made significant
progress in this field, including the launch of vehicles, is Tesla. Elon Musk, the CEO
and leader of the company, has conducted a series of interviews and press releases,
highlighting all the advancements made by the company, which is considered one of
the pioneers in automotive innovation today.

To begin with, it is imperative to comprehend the concept of safe driving and
the decisions required to create a successful autonomous vehicle. This study aims
to contribute to this field, as mentioned previously, by introducing an algorithm
capable of detecting aggressive driving behavior. This information can potentially
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aid the decision-making process of an autonomous vehicle, making it a valuable
asset in the future implementation of the Internet of Vehicles (IoV). The IoV is a
concept where all vehicles in the network are interconnected, exchanging valuable
information amongst each other. By advancing autonomous vehicles for society, we
can eliminate one of the most significant causes of traffic accidents, which is human
error. The identification of driver behavior leads to the second application topic for
this research.

2. Increase driving safety through accident prevention. Each year, a significant
number of accidents occur on highways worldwide. According to studies conducted
by the World Health Organization (WHO), traffic-related accidents cause the death
of 1.2 million people annually, with between 20 and 50 million individuals sustain-
ing severe injuries. Adopting a purely economic perspective, these accidents result
in the destruction of infrastructure and the depletion of resources. WHO’s report
further reveals that traffic accidents cost 2.5 trillion reais per year [5]. To provide
a comparison, Brazil invests 129 billion reais in education annually, which is nearly
20 times the investment in all education in the country [1]. The human impact of
these accidents is equally significant, with the loss of life being immeasurable for
families and leading to long-lasting trauma.

Researchers and automakers worldwide have been actively seeking solutions to re-
duce the alarming number of accidents on the world’s highways. While technologies
such as airbags and ABS brakes have significantly helped in reducing these numbers,
they have largely been introduced to minimize the impact of accidents rather than
prevent them. The next step in this field is to focus on preventing accidents from
happening altogether. This can only be achieved by developing a system that can
detect potentially hazardous conditions, determine the likelihood of an accident,
and take appropriate measures to prevent it from occurring.

1.3 Objectives
In order to help the understanding of the entire process for identifying driver

behavior, this thesis has three main goals and objectives:

1. The primary objective is to extract data from a vehicular communication network
and group it to identify the variables and features present on the network.

2. Study these variables and reduce the dimensions of the data obtained in the exper-
iment



Chapter 1. Introduction 21

3. Propose the implementation of data analysis and statistical techniques combined
with time windows and data from the first two objectives to efficiently identify
whether the driver fits into an aggressive driving profile.

1.4 Research Questions
The following questions will be addressed and answered throughout this disserta-

tion:

• RQ1: What clustering algorithms should be used to cluster aggressive driver behav-
iors? Motivation: The reason behind choosing RQ1 is to acquire knowledge about
clustering algorithms. It is also necessary to understand which algorithms could be
applied to the acquired data since they came from actual vehicles.

• RQ2: What is the best time window to determine if the driver was aggressive?
Motivation: The motivation behind RQ2 is to find the solution that delivers the
most confidence interval and reliability to the established problem.

1.5 Dissertation Structure
This dissertation is organized as follows:

Chapter 2 provides an overview of the current state-of-the-art in vehicular com-
munication networks, driver behavior analysis, and unsupervised learning techniques. The
chapter introduces the concept of a Controller Area Network (CAN) and delves into the
techniques used for data extraction and analysis. Chapter 3 explains in detail how data
was extracted from the vehicular network and how it was processed prior to analysis.
Chapter 4 outlines the methodology used to determine the features that were used in this
research. Chapter 5 presents an actual case study, where data from six vehicles operating
in various uncontrolled environments is analyzed, and drivers are classified into different
behaviors and grouped into patterns. Finally, in chapter 6, the main results of this thesis
are summarized, the threats to validity are identified, and recommendations for future
work are provided.
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2 Theorical Revision

This chapter provides an overview of the theoretical concepts essential for com-
prehending the development of this dissertation. Firstly, a concise overview of vehicular
communication networks and the widely adopted CAN protocol in the automotive in-
dustry is presented. Subsequently, the current state-of-the-art studies on driver behavior
are examined, focusing on identifying aggressive behavior in traffic. Lastly, data analysis
techniques are explored to determine the most suitable approach to be applied in this
thesis.

2.1 Data communication network
A data communication network serves as the standard communication environment

between electronic devices. To determine the optimal network for a given application, sev-
eral characteristics can define the way it operates, such as transmission rate and type of
transmission, physical layer, and data encryption. The automotive industry has incor-
porated technological advances from computing and electronics since competitors began
implementing electronic controls in vehicles. Consequently, vehicle controls have become
more complex, distributed, and interconnected through embedded data communication
networks.

In the context of connected devices, information is exchanged through formatted
messages. A message typically consists of two primary fields: overhead, which pertains to
communication control data, and payload, which represents the actual information being
transmitted. The formatting and specific characteristics of these messages depend on the
communication protocol being used for a given application.

2.1.1 Controller Area Network - CAN Bus

The implementation of vehicular communication networks between electronic mod-
ules began in the 1980s with the creation of the Controller Area Network (CAN) by Robert
Bosch Gmbh. The primary objective was to optimize communication between different
electronic modules by multiplexing information on the bus, reducing cabling between
devices.

Initially, research focused on developing a low-speed network for non-critical ap-
plications. However, due to its significant acceptance by the automotive industry, new
specifications were published, defining higher speeds for critical applications. This accep-
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tance was driven by the relevance of functions and parameters for which the concept of
distributed control could be applied.

In the 1990s, the International Organization for Standardization published the
ISO 11898 standard based on work developed by Bosch, making CAN the standard for
implementation in automotive applications.

The CAN Network is a serial communication protocol that efficiently supports
real-time distributed controls with a high level of security.

The CAN network finds its application in various industrial sectors, from manufac-
turing processes, where it is implemented in production lines of manufacturing industries,
to the manufactured goods sector, where it is present in refrigerators, satellites, boats,
and automotive vehicles in general.

SAE has standardized specific protocols for the various vehicle segments in the
automotive industry, where the broadest range of CAN network applications is found. For
example, the SAE J1850 protocol is used for automobiles, while the ISO 11783 standard
is the most commonly used for agricultural machinery. SAE J1939 is the most commonly
used standard for commercial vehicles.

To standardize communication between devices via data communication networks,
the International Organization for Standardization (ISO) defined a model in which com-
munication is distributed across layers, with specific functions assigned to each layer and
a common goal of organizing, prioritizing, and controlling the sending and receiving of
messages. These layers, based on the OSI model and explained in ISO 11898, are:

1. Application: definition of user interface.

2. Presentation: responsible for data format and cryptography.

3. Section: responsible for remote link.

4. Transport: responsible for error handling.

5. Network: responsible for message address.

6. Link: responsible for data transmission format.

7. Physical: establish the main characteristics of the physical network environment.

The control information generated in the respective layers is added to the data to
be transmitted in an encapsulation process.

The CAN network was designed with a simpler structure, where the message has
less overhead and a larger data field. This optimization of the encapsulation process
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ensures that the CAN message contains only the necessary information to control the
communication, in addition to the physical data.

To access the required information on the network, it is essential to first study the
data link layer of the CAN network. This layer is divided into two sublayers: the Logic
Link Control (LLC) and the Medium Access Control (MAC).

The LLC sub-layer is the uppermost layer of the data link layer. It is responsible
for various tasks, including message acceptance filtering, overload notification, message
recovery management in the event of an error, and executing the link between the appli-
cation layer and the MAC sub-layer through specific primitives [3].

The application layer software sends a primitive to the LLC layer, which includes
the identifier information, data field size, and the data itself. The LLC sub-layer then
sorts this information and passes it on to the MAC sub-layer for transmission.

The LLC frame contains three fields, as mentioned earlier:

• Identifier field: This field could be 11-bit or 29-bit for extended frames. It is the
message identifier and its priority holder.

• DLC field: Data Length Code, that is, the size of the data field, in bytes. Four bits
are used.

• LLC data field: It is the data set to be transmitted. It is used from 0 to 64 bits,
depending on the information.

During the reception process, the LLC layer receives the information from the
MAC layer, including the identifier. The LLC layer verifies the identifier and, if necessary,
sends the LLC frame to the application layer to receive the message.

The MAC sub-layer is responsible for encapsulating and de-encapsulating mes-
sages, error management, and accessing the bus. It also performs the serialization or
deserialization of the frame to transmit or receive the message. This sub-layer is consid-
ered the lowest sub-layer of the data link layer. The MAC frame contains the following
information, which is visually detailed in Figure 5 and explained in each bullet point:

Figure 5. Visual representation of a CAN frame. Extracted from [3]
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• Start of Frame (SOF): It is the dominant bit that determines the beginning of
the message.

• Arbitration Field: Contains part of the information from the LLC layer, including
a field that determines the priority and access to the bus. This field is 11 bits in size
for standard frames and 29 bits for extended frames.

• Control Field: Indicates the number of bytes of the data field. It is called data
length code (DLC) and contains four bits.

• Data Field: Data field, which can contain up to 64 bits.

• Cyclic Redundancy Check Field (CRC): It is one of the tools to detect if the
message is correct and contains 16 bits.

• Acknowledge field: Field destined to confirm the receipt of a message by the nodes
and contains 2 bits.

• End of Frame (EOF): Contains six consecutive recessive bits determining the end
of the message.

The MAC sub-layer communicates with the LLC sub-layer through primitives to
build a CAN frame.

2.1.2 Protocol SAE J1939

As mentioned in section 2.1.1, the SAE J1939 protocol was developed by the in-
dustry for use in commercial vehicles. This open standard defines the parameters required
for technologies applied to commercial vehicles, as well as messages, identifiers, priorities,
and parameter grouping with a common characteristic, all aimed at optimizing the use
and transmission of information.

In the context of this protocol, access to the CAN bus is determined by the pri-
ority assigned to each message [32]. This priority is defined by the value of the message’s
identifier. Moreover, the CAN network is non-preemptive, meaning that a message’s trans-
mission is not interrupted by a higher priority message that becomes available for trans-
mission during its transmission. Figure 6 illustrates the division of the CAN frame using
the J1939 protocol. The frame consists of three main parts. The first part is the message
priority, which determines the importance of the message in the network. This prior-
itization ensures that safety and legislation-related messages are given higher priority,
allowing them to be received by other control units promptly. The second part is the
message body, where all the generated and available data information is encapsulated.
This section contains the actual payload of the message, carrying the relevant data that
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needs to be transmitted. The last part of the frame is the source address, which serves
the purpose of identifying the specific control unit responsible for sending the message.
This address helps in establishing the origin of the message and aids in proper routing
and communication within the network.

Figure 6. Visual representation of a CAN frame using Protocol J1939. Adapted from [4]

The SAE J1939 protocol has been published in sixteen volumes. The numbering
of the volumes follows the sequence of the protocol name, which is not sequential. The
main volumes of the protocol that are relevant to this master’s thesis are:

• SAE J1939/11 and SAE J1939/15: refer to the physical layer of the CAN net-
work. The protocol defines the characteristics of this layer and the required physical
environment. Specifically, it mandates the use of a twisted pair with a ground mesh,
as well as two channels: CAN High and CAN Low. The voltage levels and impedance
matching resistors must also conform to the standard. The bus speed can be as high
as 1 Mb/s, although the typical speed for commercial vehicles is 250 kb/s.

• SAE J1939/21: The data link layer is characterized in this volume, specifically
as the exclusive use of extended frames with 29 bits. The frames are pre-defined,
and the physical parameters form the data field of each message. Each parameter
group is assigned a unique number called PGN (Parameter Group Number). The
PGN is directly linked to the priority definition of each message, as it is part of
the identifier. The lower the numerical value of the PGN, the higher the message’s
priority, and therefore the greater its chance of gaining access to the bus.

• SAE J1939/31: The network layer of the SAE J1939 protocol defines the com-
ponents and their respective rules, parameters, and functions. These components
are used to build a network system that allows for communication between differ-
ent electronic control units (ECUs) in a vehicle. The components mentioned in this
layer include bridges, routers, gateways, and repeaters, among others.

• SAE J1939/71: The Vehicle Application Layer volume defines all the significant
parameters for a network application. For each parameter, it specifies the physical
variable, resolution, range, measurement scale, the size of the word that will identify
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it, and the associated parameter group. This volume plays a crucial role in the
data extraction stage of this dissertation since it is necessary to understand the
information that will be transmitted on the network.

• SAE J1939/73: Application Layer - Diagnostics. This volume defines the diagnos-
tic protocol, which enables the system to detect abnormal situations, report them
to the controller, and take appropriate action. To standardize the information, a
unique Diagnostic Trouble Code (DTC) was created for each type of failure. The
DTC allows for consistent and precise identification of the issue, facilitating efficient
and effective troubleshooting.

• SAE J1939/81: Network Management. This volume defines the configuration of
network addresses and the identification of each electronic module on the network.
All modules are assigned a unique network address, which allows for easy identifi-
cation of the message’s origin and destination.

2.2 Driver Behavior Analysis
Defining a proper behavior for drivers is a complex task as there is no clear defini-

tion of what behavior entails. One of the primary objectives of this research is to establish
a methodology to quantify driver aggression.

2.2.1 What is a behavior?

Intelligent vehicles represent a new frontier in the automotive industry, made pos-
sible only through the exponential advancement of technology, sensor implementation,
and increased computing power in embedded modules. Despite this progress, discussions
regarding aggressive behavior towards drivers are still relatively recent. There is no con-
sensus among the scientific community on what constitutes a behavior, how to formulate
it, and how to quantify it [5]. Human beings are one of the most complex machines ever
created, making the definition of driving behavior a challenging task. Researchers often
define driving behavior based on the specific scientific question they want to answer. For
instance, in the article in [33], the authors precisely describe behavior since their main
goal was to model behavior to follow a vehicle.

If we explore other areas of study, we can find additional definitions of behavior.
When referring to a dictionary such as the Michaelis Dictionary, the initial definition
for behavior is "the act of behaving" and "the set of reactions observed in an individual
in their social environment," which are vague definitions that could be subject to vari-
ous interpretations. From a transportation science perspective, as described in [5], driver
behavior encompasses the set of actions a driver takes to reach their destination.
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2.2.2 Representing and Quantifying the behavior

There are several ways to quantify driver behavior, but the representation used
must meet certain requirements to be suitable for the behavior prediction model. The
goal is to find a representation that can capture the driver’s actions in a meaningful way
and convert them into quantities that the system can use to predict behavior accurately.

One of the most fundamental ways to represent driver behavior, in terms of im-
mediate sensor data, is to consider the state of the actuators [5]. To this end, various
information available in the CAN network can be utilized, such as the accelerator pedal,
brake pedal, and engine speed, among others. These quantities can be either real numbers
that vary, such as engine RPM, or binary information, such as the status of the brake
pedal, indicating whether it is applied or not.

The actuation states produce a series of measurable variables, such as positions,
speeds, and accelerations, which can be obtained through sensors and transmitted over
the vehicular network. By grouping sets of data containing position, speed, and acceler-
ation information, time sequences can be formed, representing elementary driver actions
within a given time interval. For example, a 10-second interval can be analyzed to iden-
tify multiple actions performed by the driver during that time. A single acceleration value
does not provide a complete picture of the driver’s behavior. However, a sudden acceler-
ation throughout the entire interval could indicate a potential aggressive behavior and a
tendency towards aggression.

Figure 7 depicts a representation of these moments and the sequence of actuation
states during a period when a driver is attempting to pass a vehicle in front of them. The
figure illustrates all the different variables and states that occur during this time window.

2.2.3 Driver Behavior in the Literature

Since the 1950s, researchers worldwide have shown a growing interest in under-
standing and modeling various driver behaviors [34]. Driver behavior analysis provides
valuable information that could have many applications in industry and everyday life.
For instance, designers of intelligent vehicles need to comprehend driver behavior to de-
sign driver assistance systems that can function appropriately in dynamic traffic situa-
tions. In contrast, traffic engineers require this information to improve road safety and
the reliability of related infrastructure.

The impact of human behavior on specific environments is a crucial factor that
influences and contributes to traffic accidents [35]. Treat et al.[35] found that a driver’s
failure to perceive danger, followed by excessive speed and inattention, are the primary
causes of most accidents. Besides human factors, numerous studies have examined the re-
lationship between human characteristics and road safety. Several articles have attempted
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Figure 7. Illustration of possible situation during a trip and time window analysis of the
driver action. Adapted from [5]

to develop a model that could define and identify safe and unsafe driving behaviors. Ac-
cording to Miller and Taubman [36], younger drivers are more likely to cause or be involved
in traffic accidents than older ones. Kim, Nitz, and Li [37] also discussed that age and
driving experience are significant factors in causing accidents. One reason for this is that
younger drivers are willing to take more risks or may fail to anticipate dangerous events
[[38]]. Due to differences in their ability to anticipate such events, younger drivers may
exhibit high-speed behaviors, while their lack of experience in detecting hazardous sit-
uations increases the likelihood of causing an accident. Therefore, speed is an essential
factor in determining driver behavior.

Events occurring inside and outside the vehicle can also increase the likelihood
of an accident. For instance, the use of mobile phones while driving has substantially
increased in recent years. Research has shown that distractions inside the vehicle increase
the probability and severity of an accident, as the driver’s mental capacity needs to
alternate between different tasks, resulting in behavioral adaptation such as reducing
speed [39]. Once again, speed is a determining factor in characterizing the driver. Other
factors that could also influence a trip include passengers, who can greatly affect a driver’s
concentration and easily distract them [40]. Changing lanes is another example of an
external event that may affect a driver’s attention.

Drivers exhibit a wide range of driving styles, as there are many factors that come
into play when they enter a vehicle and begin their journey. These styles can vary in terms
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of how the driver utilizes the accelerator and brake pedals, how frequently the speed of
the vehicle changes, and even the speed at which the driver turns the steering wheel.
Given this variability, researchers have explored the possibility of using vehicle signals as
input to predict driver behavior.

In the research conducted by Aarts and Van Schagen [41], emphasis was placed
on the role of vehicle speed in determining driver behavior, considering situations both
on highways and in traffic safety. The study discusses the relationship between speed and
the probability of accidents, indicating that high vehicle speed not only results in more
severe collisions but also increases the risk of accidents.

In Fugiglando’s research [8], one of the first analyses of CAN network data was
performed with a large sample of drivers in an uncontrolled environment. The study was
conducted with 64 different drivers in the city of Ingolstadt, where participants were not
given any instructions regarding the route or their driving behavior. The experiment was
carried out over a total of 55 days, during which 2418 signals transmitted on the CAN
network were collected. The following signals were selected for analysis:

• Brake pedal activation

• Gas pedal position

• Engine speed

• Vehicle speed

• Steering wheel position

• Moment of inertia of steering wheel

• Frontal acceleration

• Lateral acceleration

After analyzing which signals are associated with a direct or indirect intervention between
the driver and the vehicle, a signal selection process was conducted. Subsequently, a
methodology consisting of four steps, namely feature extraction, normalization, dimension
reduction, and unsupervised clustering, was applied to the collected data. The K-means
technique was then employed to identify similarities among the various drivers. The results
indicate that an optimal number of clusters can be identified using a combination of
features, which offer exceptional robustness performance [8].

Constantinescu et al. [42] employed data mining techniques to differentiate and
alert drivers about their driving behavior. To gather data, a GPS was developed to collect
information from 23 drivers. Statistical methods and a hierarchical clustering algorithm
were employed to classify drivers based on their speed, acceleration, and braking behavior.
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The researchers also employed the dimension reduction method, Principal Component
Analysis (PCA), to reduce the number of variables. The PCA technique enabled them
to identify and group the main features. The classification resulted in five groups ranked
from non-aggressive to very aggressive.

The research conducted by [43] focuses on analyzing driver behavior at intersec-
tions and traffic lights. The authors propose a classification system that categorizes drivers
as conservative, normal, or aggressive. The methodology comprises two steps. In the first
step, the driver’s speed is checked to see if it exceeds the proposed limit by a certain
percentage. If the speed is found to be higher, the driver is automatically placed in the
aggressive group. The second step involves analyzing the driver’s decision to stop or pro-
ceed at an intersection. If the driver advances on a yellow or red light, they are also
classified as aggressive.

Driver behavior analysis for hybrid vehicles has been explored in the literature [44].
The objective of the authors was to develop a classification system that determines the
optimal switching strategy between hybrid energy sources in the vehicle. The drivers were
categorized into three groups: conservative, moderate, and aggressive, based on empirical
criteria.

The article by [45] proposes a ranking approach to sort drivers based on various
sensor input values recorded during their driving. In addition to the data collected while
driving on test tracks, the categorization of drivers formed the basis for a cost-effective
classification of driving styles.

The research conducted by [46] analyzes drivers based on their fuel consumption
levels. The authors classified the drivers into three categories based on a dynamic factor
that represents the driver’s level of fuel economy. This factor was calculated using the
position of the accelerator pedal and the speed of the vehicle. The three categories of
drivers were defined as economic, moderate, and sports.

The study conducted by [47] provides evidence that driving style can influence
driver safety, particularly if driving style is defined in terms of driver predictability and
consistency in performing maneuvers throughout the trip. The researchers utilized sensor
data from mobile phones to classify drivers into two distinct categories: aggressive and
non-aggressive.

The authors of [48] concur that choosing only two classifications for drivers based
on their predictability and consistency in vehicle dynamics is the best approach to main-
tain generality across all applications.

Based on the research conducted by [49], individuals exhibit varying speed patterns
in various traffic scenarios, and these patterns could be utilized to identify driver behavior
and other physical and psychological states.
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The research conducted by Shi, Zhou, and Qiu [50] analyzed data collected from
real-life driving experiences of various drivers. The researchers selected twelve features
extracted from vehicle data for the experiment. Initially, the data was reduced using PCA
to obtain three main components. Subsequently, a combined algorithm of neural networks
and K-means was proposed to classify the three components with a score. The results of
the experiment suggested that the combination of these techniques is highly effective in
grouping and identifying driver behavior.

In the study conducted by Kalsoom and Halim [51], a comparative analysis was
conducted between the K-Means and Hierarchical clustering techniques for the classifica-
tion of drivers based on vehicle features such as braking frequency, average gear, average
and maximum speed, and other related factors. The drivers were grouped into three
distinct categories, and the results indicated that the K-means technique outperformed
Hierarchical clustering.

The aforementioned researchers classified the driver based on the entire dataset
acquired, treating it as a single trip. However, another approach worth exploring involves
the use of time windows during the trip to analyze the driver’s behavior within each
period. This perspective remains underutilized in the literature, and further investigation
is needed to fully understand its potential benefits.

In the study conducted by Langari and Jong-Seob Won [52], a method was pro-
posed to classify the driver’s style based on the ratio between the standard deviation and
the average acceleration, extracted from the acceleration profile within a time window.
The driver’s behavior was classified as calm if the ratio was less than 50%. If it ranged
between 50% to 100%, the driver was considered to have a regular driving style. On the
other hand, if the ratio exceeded 100%, the driver was classified as aggressive.

In a study by Murphey et al. [6], time windows were used to determine driver
behavior. The study proposed an approach to dynamically classify the driver through
jerk profile combined with drivers’ road condition statistics in specific time windows. The
drivers were classified into three different zones to improve the driver’s fuel consumption
calculation.

Upon reviewing the existing research, several research gaps and open questions
have been identified. Firstly, there is variability in the number of driver behaviors con-
sidered across the different studies, with most studies focusing on three distinct behav-
iors, although this can vary depending on the specific research. Secondly, the selection
of parameters to determine driver behavior also varies among the different works. These
parameters play a crucial role in characterizing driver behavior accurately. This research
aims to address this issue by employing a specific methodology to determine driver be-
havior, providing consistency and comparability across the analysis. Lastly, the choice
of technique utilized for behavior determination varies among the studies; however, it is



Chapter 2. Theorical Revision 33

noteworthy that K-Means clustering emerges as the most commonly employed technique
across the existing research. By examining these gaps and leveraging the strengths of K-
Means clustering, this study seeks to contribute to a more comprehensive understanding
of driver behavior.

The methodology used in this work to classify the driver will also use dimension
reduction and statistical analysis during time windows, taking into account all the refer-
ences discussed until now. To accommodate the dynamics and different conditions faced
by commercial vehicle drivers, four categories for classification will be considered: steady
state, calm, normal, and aggressive.

2.3 Clustering

2.3.1 Introduction to Clustering

Machine Learning is a subfield of Artificial Intelligence, commonly referred to as
AI, that facilitates the ability of machines to learn by leveraging statistical techniques ap-
plied to data. Machine Learning can be categorized into three groups: Supervised Learn-
ing, Unsupervised Learning, and Reinforcement Learning.

Clustering analysis is an unsupervised machine learning approach where the pri-
mary objective is to group objects in a way that objects within a group are more similar
to each other than to objects in other groups. According to [53], clustering is defined as
grouping data objects in a dataset based on similarity while maintaining differences from
objects in other groups. Clustering is performed for various purposes and applications,
but it is primarily utilized for data interpretation and compression [54]. Several cluster-
ing applications exist, mainly used for data mining, pattern detection and classification,
grouping objects based on similarity or difference criteria, and others [55]. Moreover,
clustering has found application in various fields, including image processing [56]. The
most commonly used clustering techniques include Model-Based Clustering, Partitioning
Clustering, Hierarchical Clustering, and Grid-Based Clustering [57].

2.3.2 Dimension Reduction

In many applications, the excessive number of dimensions can pose a challenge.
When utilizing the clustering technique, it is crucial to employ specialized solutions that
address the challenges associated with high-dimensional data, as discussed in [58]. Dimen-
sion reduction plays a crucial role in various applications, including web dataset search,
document classification, and gene expression analysis [59]. Examining and understanding
the relationship between different variables becomes challenging when data contains nu-
merous features. This issue not only makes exploratory data analysis difficult but also
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affects the performance of machine learning models, potentially leading to overfitting
[60]. One approach to address overfitting is to limit the number of dimensions, employ
regularization techniques, or increase the amount of training data.

Dimensionality reduction involves obtaining a set of latent variables by decreasing
the number of considered random variables. Two primary methods exist in the state-of-
the-art: Feature Selection and Feature Extraction [61].

Some advantages of dimension reduction are:

• It reduces the time and storage space required [53].

• Limits overfitting [60]

• Visualization becomes simpler when reduced to low dimensions, such as 2D or 3D.

• Removes multi-collinearity, which helps in the interpretation of model parameters
[59]

• Helps avoid the effects of the curse of dimensionality [53].

This thesis aims to reduce the number of dimensions due to the aforementioned
advantages.

2.3.3 Curse of Dimensionality

Making a sound decision relies on the available data. As the number of variables or
dimensions increases, the amount of required data needed to generalize accurately grows
exponentially. To address this issue, several techniques have been developed to overcome
the curse of dimensionality. One such technique involves projecting high-dimensional data
into a low-dimensional space. A practical example of this reduction is a light projection
onto a 3D object, where a 2D shadow appears on the wall. The main benefits of reducing
high dimensions include fewer dimensional redundancies and less computational effort.
Dimensionality reduction is performed prior to applying clustering techniques.

2.4 Methods for Dimension Reductions

2.4.1 Principal Component Analysis - PCA

Principal Component Analysis (PCA) is a linear feature extraction technique [62].
It is a multivariate statistical method that aims to extract the maximum information from
the original dataset variables and represent it in a new set of orthogonal uncorrelated
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variables known as principal components [62]. PCA is capable of reducing dimensions in
a dataset while performing unsupervised machine learning.

PCA is designed to find a linear combination of variables that summarizes the
maximum variance in those variables. The first principal component is the linear com-
bination that explains the maximum data variance. Once the first principal component
is determined, PCA searches for the second linear combination that gives the maximum
remaining variance, and so on. It is essential to note that the second principal component
will be orthogonal to the first component.

In simpler terms, PCA combines input features in a specific way, retaining the
most valuable information from all features while discarding the less important ones. It
is worth mentioning that the PCA components are linearly independent.

There are three main steps for calculating the PCA:

• Data covariance matrix is computed. To accurately measure the covariance matrix,
it is necessary to first normalize the data to have a zero mean and variance units.
This ensures that each parameter carries the same weight within the analysis. It
is highly recommended to normalize the data before performing PCA; otherwise,
variables with high values and variances may dominate the first component, even if
they should not.

In PCA, data variance is calculated from a single random variable, whereas co-
variance measures how much two random variables are correlated with each other.
When two variables are positively correlated, uptrends in one variable correspond
to uptrends in the other variable, and when the correlation is negative, they will
have opposite trends. The covariance matrix is an array that specifies the covariance
between two variables based on the position in the matrix. Its equation 2.1 is given
by:

∑︁
= 1

𝑛 − 1((𝑋 − �̄�)𝑇 (𝑋 − �̄�)) (2.1)

Where:

n: number of data

x: average of vector values for each X

• Eigenvalues and vectors of the covariance matrix are computed Eigenvectors rep-
resent the principal components that determine the direction of the new space ob-
tained through PCA. Eigenvalues, on the other hand, indicate the magnitude of the
corresponding eigenvectors. In the proposed application, the eigenvalues will serve
as a measure of the variance contributed by each eigenvector.
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• The eigenvectors and eigenvalues are utilized to identify the fundamental variable
vectors, which are then used to transform the data into a reduced dimension space.

After the eigenvectors and eigenvalues of the covariance matrix are computed, they are
used to select the essential variable vectors, and then the data is transformed into these
vectors to reduce the dimensions. The eigenvectors are then sorted in descending order
based on their respective eigenvalues, with an eigenvector having a corresponding high
magnitude in the eigenvalue indicating that the data has a high variance value along that
vector in that space. Any feature that can be considered unimportant can be removed if
changing its vector does not significantly affect the data. The eigenvector importance list
can be used to select only the most critical features and remove the least important ones.
The most important features can be selected by analyzing the percentage of explained
variance in the variable vectors, which can be up to 80% of the variance of the data in the
examples studied. Finally, the data is projected onto the maintained vectors to complete
the PCA process.

2.4.2 t-Stochastic Neighbour Embedding - t-SNE

T-Stochastic Neighbor Embedding (t-SNE) is a widely used technique for reducing
dimensions and exploring data, first introduced by Van der Maaten and Hinton [63]. Unlike
other dimension reduction techniques, t-SNE is capable of handling nonlinear data and
preserving local structure, enabling the creation of 2D and 3D data visualizations even
for datasets with thousands of dimensions [63].

In the previous section, PCA was introduced as a technique with similar objectives
to t-SNE. However, compared to t-SNE, PCA has a limitation in that it only captures
linear projections. On the other hand, t-SNE creates a low-dimensional mapping by taking
into account the local relationships between data points. This enables t-SNE to capture
the nonlinear structures that are present in most datasets. Although other techniques
such as Kernel PCA also utilize local structures, t-SNE stands out in practice because it
considers both local and global structures [64].

The steps for implementing the t-SNE are as follows:

1. A probability distribution illustrates the correlation among neighboring points in
multidimensional space, and a Gaussian distribution is commonly used as a measure
of the probability of similarity between these points. One of the essential parameters
in t-SNE is perplexity, which indicates the number of neighbors considered for each
data point. If the perplexity value is small, the focus is on the local structure, while
a larger value emphasizes the global structure. In practice, values between five and
fifty are usually effective.
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2. In t-SNE, the probability distribution t is used to model similarities between pairs
of high-dimensional points, while the probability distribution q is used to model
similarities between pairs of low-dimensional points. The technique minimizes the
divergence between these two distributions using a gradient descent algorithm. The
resulting low-dimensional map preserves the local and global structure of the original
data, making it a powerful tool for data visualization and exploration. However, it
is important to note that t-SNE is a computationally intensive technique and can
take a long time to run on large datasets.

The conditional probability that a point Xi chooses Xj as its neighbor in a multi-
dimensional space could be expressed by the formula below, which follows the Gaussian
distribution:

𝑝𝑖𝑗 = 𝑒𝑥𝑝(− ||𝑥𝑖 − 𝑥𝑗||2 /2𝜎2
𝑖 )∑︀

𝑘 ̸=𝑖(𝑒𝑥𝑝 ||𝑥𝑖 − 𝑥𝑘||2 /2𝜎2
𝑖 )

(2.2)

The conditional probability in low-dimensional space is:

𝑞𝑖𝑗 = 𝑒𝑥𝑝(||𝑦𝑖 − 𝑦𝑗||2)∑︀
𝑘 ̸=𝑖 𝑒𝑥𝑝(− ||𝑦𝑖 − 𝑦𝑘||2)

(2.3)

The disadvantages of using this technique are:

•

t-SNE is a non-deterministic technique, which implies that it is possible to perform
multiple simulations of the algorithm and obtain different results in each iteration.

• The different results in each simulation present a problem when there are complex
manifolds since it assumes that the local structure of the manifold is linear [65].

2.5 Clustering Methods
The process of clustering involves grouping or selecting data points to identify

similar patterns within the data. This falls under the domain of unsupervised learning,
and there exist various techniques for performing clustering.

To perform cluster analysis, one must specify a distance metric that quantifies
the similarity between two data points [65]. This similarity is also referred to as the
dissimilarity measure. The two most commonly used distance measures are the Euclidean
and Manhattan distances.
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The Euclidean distance is calculated as the distance between two points in two or
three-dimensional space using the following equation:

𝑑𝑒𝑢𝑐(𝑥, 𝑦) =
⎯⎸⎸⎷ 𝑛∑︁

𝑖=1
(𝑥𝑖 + 𝑦𝑖)2 (2.4)

As for the Manhattan distance, it is measured along the axles at right angles. The
equation below illustrates this distance calculation:

𝑑𝑚𝑎𝑛(𝑥, 𝑦) =
𝑛∑︁

𝑖=1
|(𝑥𝑖 − 𝑦𝑖)| (2.5)

In the following sections, three clustering techniques will be presented, and one
will be selected as the primary approach for this research.

2.5.1 K-Means

K-Means is a widely used and popular unsupervised learning algorithm [66] that
aims to identify natural groupings or clusters of objects in such a way that objects within
the same cluster are similar to each other. In this technique, the parameter k represents
the number of clusters that the data should be partitioned into.

The algorithm begins by selecting the number of clusters k. It then initializes the
centroids of each cluster, which can be randomly selected or generated from the dataset.
The algorithm then proceeds with two main steps:

1. Each cluster is assigned a centroid. The smallest Euclidean distance between the
data and the cluster is calculated for each data. Whereas X = x1, x2, ..., xn is the
dataset that needs to be grouped into the cluster set S = s1, s2, ..., sk. Data points
have d dimensions. In this way, each point x can be represented by the equation
below:

𝑎𝑟𝑔𝑚𝑖𝑛𝑠𝑖𝜖𝑆

⎛⎝
⎯⎸⎸⎷ 𝑑∑︁

𝑖=0
𝑠𝑖−𝑥𝑖

⎞⎠ (2.6)

2. The next step in the K-Means algorithm is to update the centroids. During this
step, the initially selected centroids are recalculated. This is achieved by computing
the average of all data points within each cluster. The technique is named after this
operation of computing the cluster means. The formula used for centroid recalcula-
tion is given by the equation below:

𝑐𝑖 = 1
|𝑆𝑖|

∑︁
𝑥𝑖𝜖𝑆𝑖

𝑥𝑖 (2.7)
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The K-Means algorithm performs an iterative process that alternates between two steps
until a stopping criterion is met. The criterion can be specified as a maximum number of
iterations, minimizing the sum of distances between data points and their assigned cluster
centroid, or when no data points change their assigned cluster.

It should be noted that the K-Means algorithm always converges to a solution,
as it will stop when one of the stopping criteria is met. However, the solution obtained
may not be the global optimum but rather a local optimum. To address this issue, the
algorithm can be run multiple times, and the solution with the best objective function
value can be chosen. Additionally, statistical analysis can be performed on the various
solutions to provide further insights into the clustering results.

Some advantages of K-means are:

• It’s easy to implement

• Produces more accurate clusters than other techniques

• It is computationally faster than the hierarchical cluster technique for large data
sets and has O(n2) complexity [67]

Some disadvantages of the algorithm are:

• Scalability sensitive

• The initial estimation of centroids has a direct impact on the result

• It is necessary to define the number of clusters to group the data, which can be
difficult for some problems.

2.5.2 Hierarchical Clustering

Hierarchical Clustering is an unsupervised learning technique in which similar data
points are grouped in a hierarchical manner [68]. It can be classified into two main types:

• Agglomerative: Agglomerative hierarchical clustering is a type of hierarchical clus-
tering in which each data point is initially assigned its own cluster. The nearby
clusters are then merged into larger clusters based on a predefined criteria until all
data points are assigned to a single cluster. This technique is generally applicable
for data sets with few clusters.

• Divisive: In this type of hierarchical clustering, all data points are initially consid-
ered as belonging to a single cluster and are subsequently divided based on their
differences in a top-down approach. Unlike agglomerative clustering, which merges
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nearby points to form clusters, divisive clustering recursively splits the dataset until
all points are assigned to individual clusters. Divisive clustering is generally used
for datasets with a large number of clusters.

Both types are dependent on two main criteria:

• Distance metric: measures the separation between two data points, which means
that similar points have a smaller distance and different points have a greater dis-
tance.

• Linkage criteria: determines where the distance is measured between two clusters.
There are four main linkage criteria types, defined below for clusters i and j and x
being the dataset.

• Single linkage: In this criterion, the shortest distance between two clusters is
chosen as a reference point in the measurement by selecting two points, which is
also known as a nearest neighbor. The distance function can be defined using the
following expression:

𝑑𝑆𝐿(𝑖, 𝑗) = min
𝑥𝑖𝜖𝑖,𝑥𝑗𝜖𝑗

𝑑(𝑥𝑖, 𝑥𝑗) (2.8)

• Complete linkage: In this case, the two points that are farthest from each other
between two clusters are chosen, making the distance as large as possible. These
points are the least similar to each other. The equation for calculating the distance
is given by the following expression:

𝑑𝐶𝐿(𝑖, 𝑗) = max
𝑥𝑖𝜖𝑖,𝑥𝑗𝜖𝑗

𝑑(𝑥𝑖, 𝑥𝑗) (2.9)

• Average linkage: in this type, the distance is measured by the average of the
clusters, similar to the one used by the k-means technique. The expression below
defines this type:

𝑑𝐴𝐿(𝑖, 𝑗) = 1
𝑁𝑖𝑁𝑗

∑︁
𝑥𝑖𝜖𝑖

∑︁
𝑥𝑗𝜖𝑗

𝑑(𝑥𝑖, 𝑥𝑗) (2.10)

• Ward’s Linkage: the objective of this type is to minimize the intra-cluster variance,
through the expression below. It is the most common type and it is used for many
types of data sets.

𝑑𝑤(𝑖, 𝑗) = ||𝑥𝑖 − 𝑥𝑗||2 (2.11)
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Hierarchical clustering is known for its ease of implementation, and the resulting
structure obtained from applying this algorithm provides more information compared to
K-means. Nonetheless, this method comes with some drawbacks. Once the data points
are merged, it cannot be reversed, and it is sensitive to good initialization. Furthermore,
hierarchical clustering does not handle missing data and requires the specification of the
number of groups, which may result in coincidental groups.

2.5.3 DBSCAN

DBSCAN is an unsupervised clustering algorithm that relies on the density of data
points to group them together [69]. Its objective is to identify and group data points that
are densely packed in close proximity. DBSCAN is known to perform better than centroid
and hierarchical clustering techniques in certain scenarios, particularly when the data is
not evenly distributed in a linear fashion [65]. For instance, when data points form dense
clusters resembling concentric circles, DBSCAN can accurately group them together.

This technique requires the definition of two parameters, namely:

• Cluster radius: defines the minimum distance that data will be included within
the cluster

• Minimum number of points: represents the number of points within the cluster.

When neighboring points are present within the cluster’s radius, the cluster ex-
pands, and the expansion stops if the criteria are not met, with the points not within the
selected set considered as noise. DBSCAN is a robust algorithm, which can be effective
with the correct parameters [65].

2.5.4 Choice of Technique

According to the theoretical review conducted, two main approaches can be em-
ployed to determine driver behavior: supervised learning and unsupervised learning. Su-
pervised learning is applicable when real-time detection of driver aggressiveness is re-
quired, or when the dataset has been trained with labeled instances of calm or aggressive
driving behavior. In contrast, unsupervised learning is better suited for the purposes of
this thesis, as it involves the extraction and analysis of data, followed by the classification
of drivers into distinct behaviors. Among the various unsupervised learning techniques,
K-Means stands out as one of the most advantageous, as evidenced by its utilization in
other research studies 2.2.3.

In Chapter 2, a comprehensive exploration of different techniques was conducted,
ultimately leading to the selection of K-Means due to its distinct advantages in handling
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large datasets and effectively clustering data. This technique offers notable benefits, in-
cluding scalability, ease of interpretation, and flexibility when compared to Hierarchical
Clustering and DBSCAN.

One advantage of applying K-Means over Hierarchical Clustering is scalability. K-
Means demonstrates excellent scalability, enabling efficient processing of large datasets.
This characteristic is particularly valuable when dealing with extensive vehicle data in-
volving multiple drivers. Regardless of the dataset size, K-Means can produce reliable
and relatively fast results, making it well-suited for analyzing large volumes of vehicle
data. In contrast, Hierarchical Clustering can be computationally expensive and may en-
counter challenges when dealing with large datasets, leading to longer processing times
and potential limitations in terms of scalability.

Another advantage of K-Means is its ease of interpretation. The algorithm is in-
tuitive and straightforward, making it accessible to both researchers and practitioners.
Its simplicity facilitates the clustering of extracted vehicle data, allowing for meaningful
comparisons and analysis of different driver behaviors. In contrast, Hierarchical Clustering
may generate complex dendrograms and require more advanced techniques to determine
the optimal number of clusters, making it less straightforward to interpret and apply in
practice.

Moreover, K-Means offers flexibility in terms of the number of clusters to be gener-
ated. The number of clusters in K-Means is pre-defined, allowing researchers to determine
the desired number based on their specific requirements and objectives. This flexibility
enables the customization of the clustering process to best suit the characteristics of the
dataset and the research objectives. In contrast, Hierarchical Clustering produces a hier-
archical structure, making it less flexible in terms of defining a specific number of clusters.

By leveraging unsupervised learning and employing the K-Means algorithm, this
research achieves a robust and efficient approach to driver behavior classification based
on the extracted data, benefiting from its scalability, ease of interpretation, and flexibility
compared to Hierarchical Clustering and DBSCAN.
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3 Vehicle Data Extraction

This chapter details all the data extraction performed in the test vehicles. Fur-
thermore, the treatment of the extracted data is also discussed.

3.1 Data Collection

3.1.1 Test Vehicles

As described in Chapter 1, this research was conducted in collaboration with Volk-
swagen Truck and Bus, a company that develops its products in Brazil. To maintain close
relationships with its customers, VWCO lends newly developed vehicles to partner com-
panies for testing in real-world applications. These vehicles are assigned to partners for
a short period and are expected to be used in various conditions. Prior to being sent to
customers, the vehicles are equipped with a connectivity module called RIO to enable
real-time data collection. During the testing period, the engineering department moni-
tors the vehicles’ status on a weekly basis through the Customer Engineering area, which
compiles and distributes relevant data to other areas of the company.

VWCO offers three vehicle families that are sold worldwide, as shown in Figure 8.
From left to right, the models are:

• Delivery: This family of vehicles has an application range from 3.5 tons to 17 tons,
and they are typically utilized for urban applications, including deliveries within the
city.

• Constellation: This family of vehicles has an application range from 17 tons to
50 tons and is commonly utilized for various applications, particularly agricultural
use, such as sugar cane harvesting.

• Meteor: This is an extra-heavy vehicle capable of carrying up to 70 tons and is
typically utilized for off-road applications or to travel long distances between logistics
centers.

The vehicles that were assigned to be studied in this dissertation were the Delivery
and Constellation models, divided as follows:

• CTV-02: Delivery model, used in the region of Piracicaba, São Paulo.

• CTV-04: Delivery model, used in the capital of São Paulo.
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Figure 8. Volkswagen Vehicles: Delivery, Constellation and Meteor

• VW-421: Constellation model, used in the rural region of Rio Claro, São Paulo.

• VW-432: Constellation model, used in the region of Barueri, São Paulo.

• VW-433: Constellation model, used in the Vale do Paraíba region, São Paulo.

• VW-437: Constellation model, used in the region of Ribeirão Preto, São Paulo.

The vehicles were loaned to partner companies from November 2020 to February
2021 and were operated on weekdays by their employees. The data acquisition was con-
ducted in an uncontrolled environment, with unfamiliar streets and real traffic situations.
Figure 9 provides a visual representation of the origin location for each vehicle in the state
of São Paulo, Brazil. The vehicles began their routes from these points and were used for
various applications, including the transportation of goods from one distribution center
to another.

While the scope of this study primarily centers around commercial vehicles, the
findings and methodologies presented can be extended to other vehicle classes, including
passenger cars. The utilization of a CAN network for inter-communication and data ex-
change with various control units is prevalent across most vehicle types. Although specific
information may vary among different vehicle models, this research focuses on commonly
available data that can be applied to any vehicle. Examples of such shared information
include vehicle speed and related parameters. By leveraging this common dataset, the
proposed methodologies and insights gained from this study can be adapted and imple-
mented in a broader range of vehicles, facilitating a more comprehensive understanding
of driver behavior across the automotive domain.

3.1.2 Data Acquisition System

The Data Acquisition System (DAQ) refers to the process of collecting electrical
signals that measure real-world physical conditions, such as those in vehicles, and trans-
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Figure 9. Localization map of test vehicles in the state of São Paulo

mitting them to devices like computers or mobiles for further processing [70]. In this
study, the vehicles were equipped with a connectivity module called Rio to acquire this
information for engineering purposes. This module comes with two primary communica-
tion interfaces: CAN and cellular telephony, which uses a SIM card. The assembly of Rio
inside the vehicles before sending them to customers is shown in Figure 10. The module
is assembled inside the cabin and has an LED that indicates the box’s status.

Figure 10. Assembly of Rio electronic module on VWCO plant

The Rio module is connected to the Powertrain CAN, which serves as a commu-
nication interface between the onboard computer and the engine control module. Most
of the data inside the vehicle, such as vehicle speed, engine speed, and fuel consumption,
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among others, are transmitted through the CAN interface studied in section 2.1.1. Once
the vehicle is turned on, the module is activated and initiates the data collection process.
At pre-defined intervals, the module sends the information to the nearest cell phone an-
tenna. The data is then transmitted to VWCO’s internal server and stored in the Amazon
AWS cloud, which is accessible through a program used exclusively within the company.

Drivers are aware of the ongoing data collection process, wherein fleet owners
require a formal agreement to extract and utilize truck data for additional applications.
Throughout the journey, the RIO Box, responsible for gathering relevant information, illu-
minates a green indicator light to signify data extraction. Nevertheless, based on the con-
ducted interviews, it has been observed that drivers predominantly prioritize road safety
and reaching their destinations promptly, often inadvertently neglecting their awareness
of continuous monitoring.

Data were extracted directly from the server and automatically compiled into an
Excel spreadsheet generated by the program at the end of each day. The spreadsheet
includes a column for each feature extracted from the vehicle, with the last column con-
taining raw data taken from the CAN network.

The information available in each of the worksheets was:

• Date and time

• Total odometer

• Total engine hours

• Total fuel used

• Instantaneous fuel consumption

• Vehicle speed

• Engine Speed

• Oil Pressure

• Engine charge pressure

• Brake pedal

• Parking brake

• Clutch pedal

• Gas pedal position

• Engine retarder
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• Current gear

• Average fuel consumption

• Coolant temperature

• Engine torque in percentage

When collecting data, it is essential to consider both external and internal factors
that may affect the results. Therefore, to ensure a more accurate analysis, the data must
undergo appropriate treatment. This treatment also applies to data extracted by electronic
modules inside the vehicle.

3.2 Data Treatment
In order to apply data treatment, it was used Python programming language and

the Jupyter Notebook tool to conduct this phase. Jupyter Notebook is a free software with
a straightforward visualization that is easy to use, and its installation on the Anaconda
platform enables its use on a local machine utilizing an available browser.

The data processing was performed following the steps outlined below:

1. Step 1: The initial step involved excluding the first line from the data files, which
contained the table title and the date of data collection.

2. Step 2: Subsequently, with the first line removed, the data tables were concatenated
into a single table for each vehicle. The process utilized the glob() function, the
Openpyxl library, and functions from the Pandas library.

3. Step 3: The third step involved the removal of units within the data cells to elim-
inate any influence on the following calculations. This was accomplished using the
removeunit() function.

4. Step 4: As a subsequent step, certain data was converted from object type to float64
using the astype() function to enable joint analysis with other data.

5. Step 5: Finally, the lines with missing data were eliminated using the dropnas()
function. It was observed that approximately 40% of the vehicle data was missing
due to the fact that not all features are transmitted on the CAN network simulta-
neously or in the same message cycle. As the focus of this section was on analyzing
the various features, only the rows containing complete data for all features were
selected.
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After performing the aforementioned five steps in all vehicles, individual data files
were obtained for each vehicle listed above. These files encompass data from diverse days,
trips, and drivers, and contain approximately 400,000 lines of data each. The resultant
files pave the way for the upcoming feature selection phase, which will be explained in
Chapter 4.
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4 Data Features Selection

4.1 Features and driving parameters
Analyzing and determining driver behavior is a complex task that takes into ac-

count several external and internal factors. As previously detailed in the last chapter, 18
features were extracted from the vehicle’s CAN network. This chapter aims to discuss
the main features extracted from the CAN network and their general impact on driving
behavior.

Figure 11. Brief overview of this thesis methodology for driver behavior and classification

The methodology to be applied in this chapter and the following is summarized in
Figure 11. The process for the final result of this work occurs in two steps. In the first step,
relevant information collected on the vehicle’s CAN network is analyzed and extracted
since many are complementary. Extracting features from data collected in continuous
time is considered challenging since some features are unavailable at all times in the time
series and require extra processing for the information to be relevant [65]. The second
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step involves finding the driver’s aggressiveness in time windows and grouping the data
according to predefined clusters. For example, the gear indication is a feature where the
current gear status is sent at each time interval of the message cycle. The current gear not
only provides relevant information to determine the driver’s aggressiveness, but it can also
be used to analyze the comparative data with the last moment and to verify if the gear
change was made at the right moment and duration. Although it would be possible to use
supervised learning to determine the driver’s aggressiveness, the complexity mentioned in
the theoretical review of determining a profile and exact rules for the driver’s behavior
makes this proposal of the time windows technique and unsupervised learning a more
suitable approach to cluster the data sets.

4.1.1 Software Environment

From this point of work, R Studio will be used as a basis for development. The
version and libraries used are shown in table 1.
Table 1. Comparative table of extracted features and their relevance for driver behavior

Name Description Version
R Studio R Studio is an integrated development environment (IDE) for R. 2021.09.02
tidyverse Library for better data visualization 1.3.0

readr Library used for reading flat files, like csv -
ggbiplot Library used for plot and data visualization -
corrplot Library used for correlation plot -

PCA tools Library used for principal component analysis implementation -
dplyr Library used for data manipulation -

data.table Library used for handling large groups of data -

4.1.2 Preliminary Analysis of Features

The initial step in analyzing the features involved determining if they were driver-
dependent or simply vehicle-related responses to driver actions. For a feature to be con-
sidered driver-dependent, it must have a controller that directly controls the result read
on the CAN network. Conversely, vehicle-dependent features are not directly controlled
by the driver and are instead a response to some existing actuation on a controller. Driver
can influence in this information, however it would take a long time to see an influence of
his behavior in these parameters. This analysis was necessary to understand which infor-
mation in the network influences driver behavior. Additionally, a relevance column was
created to categorize the information’s significance in calculating driver aggressiveness as
low, medium, or high. This led to the creation of a comparative table 2.

The initial aspect that requires analysis and refinement is the date and time data.
The network data specifies the time when the information was obtained. In order to
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Table 2. Comparative table of extracted features and their relevance for driver behavior

Feature Dependence Relevance
Date and hour Vehicle medium
Total odometer Vehicle medium
Total engine hours Vehicle low
Total fuel used Vehicle low
Instantaneous fuel consumption Vehicle medium
Vehicle speed Vehicle high
Engine speed Vehicle medium
Oil pressure Vehicle low
Engine charge pressure Vehicle low
Brake pedal Driver high
Parking brake Driver low
Clutch pedal Driver medium
Gas pedal position Driver high
Engine retarder Vehicle low
Current gear Driver low
Average fuel consumption Vehicle low
Coolant temperature Vehicle low
Engine torque Vehicle medium

conduct a comparative analysis within time windows, it is essential to establish a refer-
ence point of time zero, originating from the start of data collection. Subsequently, the
time difference is calculated with respect to the previous value. This approach facilitates
the linearity of time and provides significant information for comparative analysis. The
following equation illustrates the computation of the time difference:

𝑡𝑖𝑚𝑒𝑑𝑖𝑓(𝑖) = ((𝑡𝑖𝑚𝑒𝑖+1 − 𝑡𝑖𝑚𝑒𝑖) * 86400) + 𝑡𝑖𝑚𝑒𝑑𝑖𝑓(𝑖 − 1) (4.1)

After the previous step, the subsequent analysis should be performed using the data
containing the eighteen relevant features extracted for this study. To conduct this analysis,
a selection was made from the previous table of variables that could most significantly
influence driver behavior, specifically those with medium or high relevance. Following this
preliminary selection, a correlation analysis was carried out between the selected features
using the "corrplot" R library.

The Figure 12 and 13 illustrate the found results.

After conducting the first correlation analysis, it can be inferred that there exist
three primary groups of information:

1. First Group: The first group consists of time and total odometer. These variables
are directly proportional to the driver’s driving time and will serve to guide and
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Figure 12. Correlation plot of selected features

Figure 13. Correlation plot with correlation values of selected features
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apply the time windows in the calculation.

2. Second Group: The second group includes gas pedal position, engine torque, fuel
consumption, vehicle speed, and engine speed. All these variables are positively
correlated with each other, as manipulating one of these variables will have a direct
impact on the others.

3. Third Group: The third group comprises brake and clutch pedal data. This infor-
mation is primarily related to the driver’s braking moments, which may be sudden
or gradual.

In order to proceed with the analysis of driver aggressiveness using time windows,
three sources of information will be taken into consideration, one from each group. The
features that were selected after applying the second filter are time, vehicle speed, and
brake pedal. Section 4.1.3 will discuss each of these three sources of information in detail
and analyze the insights that can be obtained from them.

4.1.3 Time

The concept of time is fundamental in physics, and it denotes the duration between
two events or moments. In the context of data analysis, time can refer to the sequence of
events or the time of occurrence of specific events or data points.

In data analysis, time is crucial because it enables the study of trends and patterns
over time. Time-series data analysis involves analyzing data collected over time to identify
trends, cycles, and other patterns. By analyzing how a variable changes over time, data
analysts can make predictions about future behavior or estimate the impact of a particular
event on future outcomes.

Moreover, time is significant in data analysis because it allows the use of advanced
analytical techniques, such as time-series forecasting, which predicts future values of a
variable based on historical data. Time-series forecasting finds applications in finance,
economics, engineering, among others, to make predictions about future trends and inform
decision-making.

Additionally, time is often incorporated as a factor in machine learning models,
such as decision trees and random forests, to predict future outcomes based on past events.
Incorporating time as a factor in these models can improve the accuracy of predictions,
enabling data analysts to make more informed decisions.

In this dissertation, time is measured in seconds and collected right after the
moment when the ignition of the vehicle is on. The time difference between two data
samples was used to calculate time. The first collected sample was defined as time 0 - the
beginning of the trip, where all data starts to be collected.
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Time is crucial to analyze the windows and compare driver actions inside these
windows. Using time as a variable, it will be possible to analyze driver behavior as a
"movie" and not only as a single "picture".

4.1.4 Vehicle Speed

Vehicle speed is a crucial parameter that helps in determining a driver’s profile.
It is defined as the distance traveled per unit of time, and it is measured by an internal
speedometer in the vehicle in units such as kilometers per hour (km/h) or meters per
second (m/s). This information can be directly extracted from the data analyzed in the
previous chapter.

Studies have shown that accident risks increase at higher speeds [71]. Moreover,
increasing legal speed limits further enhance the risk of fatalities [72]. However, when
analyzing the speed variable, it is essential to consider not only the number itself but
also the density of speed over time. A driver who maintains a high average speed for an
extended period may not be classified as aggressive. Therefore, the distribution of speed
density over time can be utilized to examine the smoothness in driving quality.

Figure 14 illustrates the speed data of two different drivers. In this example, the
first driver had greater variations in speed over time, which could be explained by frequent
acceleration and deceleration (perhaps due to traffic). The second driver, on the other
hand, maintained a more constant speed over a longer period.

Figure 14. Vehicle Speed Distribution of two different drivers. Extracted from [20-50]

Furthermore, applying statistical techniques to the speed signal can provide addi-
tional insights, such as measures of central tendency (mean), variability (standard devia-
tion), and range (minimum and maximum values), as well as measures of shape such as
kurtosis and skewness.
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Skewness is a statistical measure that indicates the symmetry of a dataset. A
perfectly symmetrical dataset will have a skewness value of 0 when plotted on a histogram.

Kurtosis, on the other hand, is a measure of the peakness or flatness of a dataset.
There are three classifications of kurtosis: platykurtic, mesokurtic, and leptokurtic. In the
case of the speed dataset, kurtosis can be used to classify a driver’s style as either urban
or highway. A driver with a kurtosis greater than 3 is considered to have a highway style,
while a driver with a kurtosis less than 3 is considered to have an urban style [73].

4.1.4.1 Acceleration and Deceleration

An aggressive driving style is often characterized by sudden changes in acceleration,
both positive and negative. The unit of acceleration is typically measured in meters per
second squared (m/s2). Sudden changes in acceleration can be obtained by differentiating
the speed signal, as shown in the equation 4.2 below:

𝑎 = 𝑑𝑣

𝑑𝑡
(4.2)

The acceleration of a vehicle has a considerable impact on the driver’s conduct,
particularly in terms of driving performance, safety, and fuel efficiency.

Regarding driving performance, acceleration influences the driver’s capability to
overtake other vehicles, merge onto highways, and respond to changing traffic conditions.
Drivers who can accelerate smoothly and efficiently can enhance their driving perfor-
mance, decrease stress, and feel more in command of their vehicle.

Concerning safety, acceleration also plays a crucial role in preventing accidents.
Drivers who can accelerate quickly and smoothly can avoid collisions by safely merging
into traffic, passing other vehicles promptly, or maneuvering around road obstacles. How-
ever, rapid acceleration can increase the risk of accidents, particularly in situations where
the road is wet, icy, or otherwise slippery.

Moreover, acceleration can affect fuel efficiency. Drivers who accelerate too quickly
or frequently can consume more fuel than necessary, reducing their vehicle’s overall fuel
efficiency and increasing their operational costs. Conversely, drivers who accelerate grad-
ually and smoothly can enhance their fuel efficiency and reduce their carbon footprint.

For commercial vehicles, an acceleration value exceeding 4 m/s2 is considered ag-
gressive. This value was established as the driver’s aggressiveness threshold for this cate-
gory of vehicles by CONTRAN 667/17.
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4.1.4.2 Jerk

Jerk refers to the rate of change in acceleration, which can be calculated by taking
the time derivative of acceleration or the second derivative of velocity. The unit of jerk is
m/s3. This feature is important as it can indicate how sudden the changes in acceleration
are. A study referenced in [6] suggests that jerk is a more effective feature than acceleration
when it comes to driver classification. The equation 4.3 describes the formula to calculate
jerk.

𝑗 = 𝑑𝑎

𝑑𝑡
(4.3)

Jerk is a significant factor that can influence driver behavior, particularly in terms
of driving comfort and safety. The rate of change in acceleration can cause discomfort
to passengers and increase the risk of accidents. Jerk is measured in units of m/s3 and
can be calculated by taking the time derivative of acceleration or the second derivative of
velocity.

When a vehicle accelerates or decelerates rapidly, the sudden change in speed can
cause discomfort for passengers. For instance, if a vehicle accelerates too quickly from a
stop, passengers may feel thrown back into their seats, causing discomfort and even pain.
Similarly, if a vehicle brakes too hard, passengers may lurch forward, leading to discomfort
and even injury.

High jerk values can also affect a driver’s ability to control the vehicle. Rapid
changes in acceleration can make the vehicle unstable and challenging to control, especially
in adverse weather conditions or on slippery roads.

Moreover, high jerk values can cause driver fatigue and reduce reaction times, in-
creasing the risk of accidents. The constant jolting and sudden changes in acceleration can
be mentally and physically tiring, resulting in reduced concentration and slower reactions
to changing road conditions.

The threshold values for jerk that indicate aggressive driving behavior are discussed
in Chapter 5.

4.1.5 Brake Pedal Position

The brake pedal position, also referred to as the brake light switch, is a vital
element of a vehicle’s braking system. Positioned beneath the brake pedal, it is responsible
for activating the brake lights when the pedal is depressed.

Once the brake pedal is engaged, the brake pedal switch is activated, and an
electrical signal is sent to the brake lights, causing them to illuminate and indicating to
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other drivers that the vehicle is slowing down or stopping. This function contributes to
enhancing safety on the road and mitigating the risk of rear-end collisions.

In addition to its role in activating the brake lights, the brake pedal switch may
also serve as a means of controlling other vehicle systems, including the cruise control,
transmission shift interlock, and anti-lock braking system (ABS). Moreover, it can provide
crucial data to the vehicle’s onboard computer, which can aid in enhancing fuel efficiency
and minimizing emissions. In the present dissertation, such information is transmitted to
the cloud and can indicate whether the driver’s behavior was aggressive or not.

In summary, the brake pedal switch is a relatively small yet fundamental element
of a vehicle’s braking system, which significantly contributes to improving road safety.

4.1.6 Comments about Selected Parameters

The selection of three key dimensions, with a particular emphasis on speed and its
related features, was made to comprehensively analyze and characterize driver behavior,
as these variables exhibit the highest variance in the collected data. For instance, engine
speed, which is closely correlated with vehicle speed, was intentionally omitted from the
analysis to avoid redundancy and prevent it from unduly influencing the results. It is worth
noting that while there are other parameters within the vehicle that could potentially be
extracted, the decision was made to focus on common information shared across all vehicle
types. By prioritizing these common parameters, the findings and methodologies presented
in this study can be readily applied to a wide range of vehicles due to their simplicity and
ubiquity.

However, it is important to acknowledge certain limitations. Firstly, the year and
model of the vehicles involved in the study must be taken into account. Considering
the Brazilian legislation, the implementation of stability control systems is mandated for
forthcoming years in commercial vehicles. This introduces an important additional sensor
to the network—the steering angle sensor—which offers the potential to measure driver
behavior related to steering input and detect signs of driver fatigue or drowsiness during
traffic. It should be noted that this particular sensor was not considered in the present
research due to its absence in the studied vehicles. The incorporation of such sensors in
future studies holds promise for enhancing the analysis of driver behavior and expanding
the scope of investigations.
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5 Time Window Scoring and Clustering of
Driver Behavior

In this chapter, the final step of this master thesis will be discussed: the classifica-
tion of the driver in aggressive behaviors and grouping driver patterns through unsuper-
vised learning.

5.1 Time Window Scoring
In this section, an algorithm based on time windows is presented to assign an

aggressiveness score to the driver. The first step to be taken is to determine the number
of categories the algorithm uses. As established in Chapter 2, four categories will be
utilized, namely:

• Safe Driving: This driving behavior can be described as safe, where the driver
takes measures to anticipate the movements of other drivers in traffic. They abide
by speed limits, and avoid sudden acceleration or braking while driving.

• Normal Driving: This driver profile is characterized as moderate driving, with
controlled acceleration and braking.

• Unsafe Driving: This driving behavior is highly aggressive and poses a danger
to others on the road. The driver tends to make sudden acceleration and braking
maneuvers, disregard speed limits and fail to anticipate potential hazards.

• Steady State: When the vehicle is stationary, i.e. speed is zero, the driver’s be-
havior will be considered steady state as it does not impact traffic.

It is worth noting that a driver’s driving style may not be consistent throughout
the entire trip. It is common to observe all three types of driving behaviors in the same
trip due to the many factors that affect driving. Therefore, the main objective of this
algorithm is to identify changes in a driver’s behavior and determine if aggressive behavior
was predominant during the trip.

Various characteristics can be used to identify aggressive driving behavior on the
road, such as excessive speed, sudden acceleration, and unnecessary braking. To measure
these characteristics, jerk will be considered, which represents the variation in acceler-
ation, as discussed in the previous chapter. This feature is utilized because acceleration
indicates how a driver increases or decreases speed, whereas jerk indicates how the vehicle
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accelerates or decelerates. The Figure 15 illustrates the variation of velocity, acceleration,
and jerk over time, highlighting how jerk is more stable than acceleration and measures
points where acceleration has a significant variation.

Figure 15. Comparison between speed, acceleration and jerk in a given period

The methodology used for jerk comparison was extracted from the work of Mur-
phey et al [6]. In this article, the equation 5.1 was proposed to determine whether the
driver fits as aggressive or not:

𝛾 = 𝑆𝐷𝐽

𝐽
(5.1)

The value obtained above signifies the jerk feature and is calculated by taking the
ratio between the standard deviation of the jerk and the average jerk value for the road.
According to the authors, this value needs to be updated based on the road that the driver
travels on. In this thesis, the data were collected in uncontrolled environments, and there
is currently no way to determine the road condition using the extracted data. Therefore,
an average jerk value from all types of roads will be considered, which has been calculated
to be 0.2732 based on the mean value of the calculated jerk in [6]. Table 3 demonstrates
the found values of jerk for each road type in Murphey et al.’s research [6]. The last row
in the table displays the average value for all types of roads.

To perform the calculation, the following steps should be followed:

Firstly, the jerk value is calculated for each time window. The time windows are a
parameter in the program, and an analysis will be carried out later on the optimal window
size for the data.
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Table 3. Average Jerk for each road. Adapted from [6]

Drive Cycle Average Jerk (m/s3)
Freeway A 0.2131
Freeway B 0.2126
Freeway C 0.2258
Freeway D 0.2075
Freeway E 0.2401
Freeway F 0.3096
Ramps 0.2925
Art-AB 0.2580
Art-CD 0.2825
Art-EF 0.2460
Local 0.2439
Mean 0.2732

The algorithm proposed in this section analyzes a driver’s behavior using a time
window technique, which involves comparing the driver’s actions during a time interval
(t). At any given time window (t), the classification algorithm extracts the jerk variation
during the proposed time and divides it by the average jerk of a highway mentioned
above. The resulting ratio is used to classify the driver into one of the three predefined
categories in this dissertation. The driver’s next classification takes place at the next time
delta t, which begins shortly after the end of the previous time window. At that moment,
the algorithm recalculates the variation of the acceleration in the new window to classify
the driver in real-time. An important parameter in the analysis of driver behavior is the
window size, which needs to be optimized. Therefore, several parameter value variations
will be compared to determine their impact on the general behavior of the driver.

The step-by-step of the developed algorithm is proposed as follows:

1. To begin the calculation, select the appropriate time window size, taking into ac-
count the duration of each behavior exhibited by the driver. Four different window
sizes will be compared: 10, 15, 20, and 25 seconds. These window sizes were arbi-
trarily chosen based on the author’s professional experience with trucks.

2. Next, verify that the vehicle speed is zero, indicating that the vehicle is stationary.
If the vehicle is stationary, there is no need to calculate acceleration and jerk.

3. Calculate the acceleration and jerk during the predetermined time period.

4. Determine the gamma value, which represents the ratio between the driver’s jerk
and the average value accepted by a standard driver.

5. Perform a comparative analysis between the gamma value and the defined aggres-
siveness parameters to classify the driver’s behavior.
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For the final step, it is necessary to establish the comparison values that will be
used to determine whether a driver has sudden acceleration in their vehicle. To accomplish
this, a government-defined standard for what constitutes sudden acceleration/deceleration
will serve as a basis.

In 2017, the National Traffic Council (CONTRAN) in Brazil, the regulatory body
responsible for managing traffic regulations in Brazilian territory, published legislation
mandating the implementation of emergency braking signals. To do so, they needed to
define what constituted an emergency braking event.

According to the resolution, acceleration values were established based on vehicle
class. The system in question should activate a signal for the vehicle behind to indicate
that a braking event above the allowed limit has occurred. For passenger vehicles, sudden
acceleration above 6 m/s2 is considered. For commercial vehicles, due to their size and
impact on traffic, acceleration above 4 m/s2 is already considered an aggressive maneuver
by the driver.

The value of 4 m/s2 will be utilized to identify aggressive driving behavior. Accel-
eration between 2 m/s2 and 4 m/s2 will be considered a normal driving style, while below
2 m/s2 will be categorized as calm driving.

Thus, the comparison intervals and their corresponding acceleration values have
been defined. However, the determination of an aggressive jerk value for the driver is still
pending. According to Murphey’s study [6], an acceptable level of aggressiveness would be
above 1.0 and between 0.5 and 1.0 for normal driving style. Nevertheless, this research was
conducted on passenger vehicles and cannot be directly applied to commercial vehicles.
Hence, the same proportion of 1.5 between sudden acceleration of a car and a truck, as
defined by CONTRAN, will be used for commercial vehicles. Therefore, the following
values will be considered for jerk:

• Gamma > 0.67, will be an aggressive driver

• 0.33 > Gamma >= 0.67, will be a normal driver

• Gamma <= 0.33, calm driver

Having established the initial parameters, assuming that the aggressiveness cali-
bration will be maintained henceforth, the first simulation of the algorithm can be con-
ducted on a dataset extracted from Driver 1. Upon completion of each simulation, a graph
will be generated that illustrates the driver’s speed throughout the total time period, with
vertical lines indicating instances where the driver’s driving style changed. Red vertical
lines will denote instances where the driver was driving aggressively, blue lines will signify
instances of proper driving behavior, and green lines will indicate periods where the driver
can be considered to be driving calmly in traffic.



Chapter 5. Time Window Scoring and Clustering of Driver Behavior 62

Moreover, moments when the vehicle was stationary were also identified, during
which no driving behavior could be inferred. These moments will be represented by yellow
lines. In order to facilitate visualization and enable identification of transitions in the
driver’s behavior, lines will only be represented when the algorithm detects a change in
driving style. Therefore, it must be considered that moments that are not represented by
any vertical line indicate that the driver is maintaining the driving style represented by
the previous line.

Various time windows were simulated to determine an optimal value for the anal-
ysis of other drivers. Initially, time windows of 10, 15, 20, and 25 seconds were evaluated,
and the algorithm was recompiled accordingly. Results from these simulations are pre-
sented in Figures 16, 17, 18, and 19.

As an example, Figure 18 shows the results obtained from a 20-second time window
analysis. A driving time of 5300 seconds was extracted from the beginning of the trip until
the 5900-second mark, which corresponds to 10 minutes of driving. During this time, the
driver exhibited 16 transitions in driving style, ranging from aggressive to calm. The
analysis revealed that the driver drove in a city or a region with traffic, as the vehicle’s
speed was frequently interrupted. An instance of aggressive behavior occurred near the
5400-second mark, where the vehicle’s speed increased from 0 to 30 km/h within a time
window of 20 seconds. The algorithm detected an acceleration variation greater than
0.67, identifying this as an aggressive profile. Overall, the analysis identified 9 aggressive
driving windows, 12 normal driving windows, 2 calm driving windows, and 6 windows
where the vehicle was stationary. Consequently, the driver displayed aggressive behavior
during approximately 31% of the driving time.

Figure 16. Driver classification in time window of 10 seconds

Figure 17. Driver classification in time window of 15 seconds
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Figure 18. Driver classification in time window of 20 seconds

Figure 19. Driver classification in time window of 25 seconds

5.2 Clustering using K-Means
In Section 5.1, a method was discussed for assigning a score to the driver and

determining the periods of the trip during which they were aggressive or not. This section
introduces another technique for grouping the extracted data into patterns of behavior
using unsupervised machine learning, specifically the K-Means algorithm. No initial as-
sumptions were made about trips, drivers, or the extracted data.

When applying unsupervised techniques, it is common to perform visualizations
of grouped data in 2D or 3D space. However, since a total of 18 vehicle features were
extracted, it is not possible to recreate a space with all of them included for group-
ing. Therefore, a technique for dimension reduction called Principal Component Analysis
(PCA) is necessary before performing the grouping. However, before PCA can be applied,
it is crucial to normalize the data due to the significant difference in magnitude between
the features. For instance, vehicle speed can reach values up to 100 km/h, while the use
of the brake pedal ranges from 0 to 1. The standard normalization method, described
in Equation 5.2, was used, where µ represents the mean and σ represents the standard
deviation of x.

𝑧 = 𝑥 − 𝜇

𝜎
(5.2)

The Figure 20 illustrates the steps to perform clustering:

Data normalization is done using the scale command in R Studio.
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Figure 20. Necessary Steps for Clustering Method

5.2.1 PCA applied in extracted data

By applying PCA to the extracted data, the number of features is reduced for
some major components. As explained in section 2.4.1, the technique consists of assign-
ing a component to each dimension and identifying how many percent of variance each
component corresponds to.

The technique was applied in R studio software, with the support of the library
factoextra and ClusterR. After applying the PCA to a vehicle dataset, the graphs below
can be obtained. It is important to note that with only two dimensions it is possible to
obtain almost 60% of the variance of all the data. In other words, this means that the 9
dimensions can be represented by the first two principal components.

The summary of the main components, which account for over 60% of the variation
in the data, is presented in Table 4. The highest coefficients for PC1 are gas pedal position,
engine torque, engine speed, and vehicle speed. On the other hand, for PC2, the highest
coefficients are time and odometer. The position of the components in the two-dimensional
projection is determined by values with greater magnitude. It is important to note that the
set of features grouped in the components is the same as that identified in the correlation
plot, which further confirms the accuracy of the data.



Chapter 5. Time Window Scoring and Clustering of Driver Behavior 65

Figure 21. Variance of dimensions for vehicle dataset

Figure 22. Principal Component Analysis - components visualization with data

Table 4. Summary of principal components x features

Feature PC1 PC2
Time difference 0.06118189 -0.68898228
Total odometer 0.05746766 -0.69084891
Instantaneous fuel consumption 0.32197797 0.01464038
Vehicle speed 0.40863637 -0.02621686
Engine speed 0.47415214 -0.01071482
Brake pedal -0.16098384 -0.15584205
Clutch pedal -0.02362373 -0.11068030
Gas pedal position 0.50861271 0.04492985
Engine torque 0.46078166 0.09197375
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5.2.2 Applying K-Means for clustering

After applying the PCA technique and reducing the dimensionality of the data,
the K-Means unsupervised learning technique can be applied. However, before applying
the K-Means algorithm, it is necessary to tune the method’s parameters, namely the
number of clusters, k. Choosing the right value for k is crucial for obtaining a good result
from the algorithm. If the number of clusters is too small, some groups may be merged,
and relevant insights may be lost. Conversely, if k is too large, the data will be overly
fragmented, and it will be difficult to gain meaningful insights.

To determine the optimal value of k, the elbow method is commonly used. This
method involves plotting a graph to identify the elbow point, which represents the optimal
number of clusters. Figure 23 displays the result obtained after applying this method.

Figure 23. Elbow Method - Finding optimal number of k clusters

The elbow point in the graph indicates that the optimal number of clusters is
3. Therefore, the parameter k will be set to 3 for the K-Means algorithm. By applying
the K-Means algorithm with the equations established in Chapter 2, the resulting figure
24 shows that the clusters found are well defined and assume a circular shape. The red
cluster, cluster 1, represents moments when the driver was driving normally with little use
of the accelerator pedal. The green cluster, cluster 2, represents times when the vehicle was
stopped for a delivery. Finally, the blue cluster, cluster 3, represents moments when the
driver was accelerating and driving at high speed. Although not all moments in this cluster
can be classified as aggressive driving, it is possible to say that moments of aggression
occur in this region. The size and averages of each cluster are shown in the table below:
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Figure 24. K Means with 3 Clusters on real data

Table 5. K-Means value for 3 Clusters

Cluster Size Mean PC1 Mean PC2
Cluster 1 Red 359 -0.8865814 1.3364832
Cluster 2 Green 465 -0.6430742 -1.1096038
Cluster 3 Blue 170 3.6312483 0.2127547

5.3 Comparing different drivers
In this section, the algorithm developed in this master’s thesis was utilized to

analyze all of the collected data for each of the five vehicles. The aim was to compare the
driving styles and levels of aggressiveness among the drivers. The first comparison that
was conducted involved determining the duration that each driver spent in the pre-defined
zones of behavior. The results for all five vehicles are presented in Table 6.

Table 6. Comparison of aggressiveness of different drivers according to their behavior
inside the vehicle

Vehicle % Aggresive Time % Normal Time % Calm Time % Stopped Time
VW-432 7 19.75 65 8.25
VW-433 30.25 28.25 36.75 4.75
VW-437 14.75 32.25 48.5 4.5
CTV-02 59.25 16.25 3.75 20.75
CTV-04 60.5 16 2.75 20.75

The analysis revealed that there were significant differences in the driving behavior
of the five drivers. For instance, drivers of vehicle CTV-02 have a significantly higher score
for aggressive driving compared to drivers of vehicle VW-432. This indicates that the
driving style of vehicle CTV-02 is more likely to be associated with aggressive behavior
on the road.
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Another important finding from the analysis was the identification of common
patterns in driving behavior across the different vehicles. For instance, three drivers of
VW vehicles spent the longest time in the normal driving zone, which suggests that this is
the most common mode of driving in that region or type of truck. It is plausible that the
three vehicles identified as spending more time in the calm zone have specific applications
that do not require aggressive driving behavior. For instance, it is possible that they are
used for commercial purposes, such as a garbage truck, which typically involves a slower
pace of driving and less frequent acceleration and braking.

An additional comparison of the different vehicles was conducted by applying the
K-Means clustering algorithm to all of the collected data. The resulting clusters for each
vehicle are depicted in Figures 25, 26, 27, 28, and 29, according to the methodology
explained in Section 5.2.2.

By examining the clustering patterns, it is possible to identify similarities and
differences in the driving behaviors of the sample drivers. For instance, Figures 27 and
28 show that the driving styles of drivers in two different Volkswagen vehicles were more
similar to each other than to the other vehicles in the sample. In contrast, Figures 26 and
27 suggest that the driving styles of the drivers in the two commercial vehicles were more
diverse.

Figure 25. K Means with 3 Clusters on real data for VW 432

Table 7 presents a comparison of the values for all three clusters for the five different
vehicles. It is evident that the values for each vehicle are distinct from one another,
indicating that each driver has a unique driving style. However, despite the differences,
it is possible to observe some common patterns among the driving styles, particularly
in terms of aggressiveness. Vehicles labeled as "CTV" refer to medium and heavy-weight
models primarily intended for highway driving. When drivers are on highways, they tend
to exhibit higher speeds and, consequently, more aggressive behavior, as considered in the
proposed algorithm. On the other hand, vehicles marked with the "VW" designation are
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Figure 26. K Means with 3 Clusters on real data for VW 433

Figure 27. K Means with 3 Clusters on real data for VW 437

Figure 28. K Means with 3 Clusters on real data for CTV 02
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Figure 29. K Means with 3 Clusters on real data for CTV 04

lightweight (Delivery Models) and commonly operate within city limits. In such urban
environments, where heavy traffic situations are prevalent, it becomes more challenging
to maintain an aggressive driving style.

Table 7. K-Means value comparison between 5 vehicles

Vehicle Cluster Size Mean PC1 Mean PC2
VW-432 Cluster 1 Red 480 0.0574008 1.8331888
VW-432 Cluster 2 Green 1104 1.0486752 -0.6092294
VW-432 Cluster 3 Blue 413 -2.8699512 -0.5020373
VW-433 Cluster 1 Red 490 1.3742172 -0.4096037
VW-433 Cluster 2 Green 308 -0.4562717 1.1301706
VW-433 Cluster 3 Blue 189 -2.8192315 -0.7798238
VW-437 Cluster 1 Red 158 -3.2558757 0.9540605
VW-437 Cluster 2 Green 351 -0.7117164 -0.9829618
VW-437 Cluster 3 Blue 494 1.5470462 0.3932754
CTV-02 Cluster 1 Red 122 -2.957708 3.06484792
CTV-02 Cluster 2 Green 573 -2.203714 -0.74262074
CTV-02 Cluster 3 Blue 1305 1.244114 0.03954807
CTV-04 Cluster 1 Red 931 1.537678 0.4869262
CTV-04 Cluster 2 Green 690 -0.789606 -1.3386783
CTV-04 Cluster 3 Blue 379 -2.339710 1.2410547

Overall, the analysis provides valuable insights into the driving behavior of the
sample population and highlights the importance of understanding individual driving
styles in promoting safer driving practices.

5.4 Summary
This chapter presents the results obtained from the implementation of two distinct

techniques for determining driver behavior. Firstly, a method based on time windows was
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applied to identify aggressive driving behavior during specific periods of the trip. This
approach was found to be effective when using jerk as a variable, but its performance
depends on the chosen window size.

Subsequently, the K-Means technique was employed to group the extracted data
into clusters. This unsupervised machine learning method required no prior assumptions
about the data and helped to identify distinct patterns of behavior. To reduce the dimen-
sionality of the data, PCA was employed. The results indicated that three distinct groups
of data were sufficient to represent the driver’s behavior effectively.

Finally, a comparison of the two datasets was performed, highlighting the strengths
and weaknesses of each approach.

It is important to notice that this model classify the driver behavior, more specific if
the driver is being aggressive during the trip. This model does not classify the driver itself
since for this achievement more information should be added to the model, considering
that every person has a unique way of driving. The measurements made in 3 happened
in different road types and in an uncontrolled environment.

As mentioned in Chapter 3, the methodologies and findings of this study hold
applicability across various vehicle classes and geographical contexts. The information
utilized in this research is widely available in almost every vehicle, allowing for the po-
tential application of the study’s insights in different countries. However, it is crucial
to consider the specific legislation and regulations pertaining to driver behavior in each
country, as the definition and perception of aggressive driving may vary depending on
the road conditions and traffic norms. Furthermore, adapting the predefined limits and
parameters for jerk calculation to align with the relevant legislation of the specific country
becomes necessary. In the case of this study, the Brazilian legislation for commercial vehi-
cles was considered when defining the thresholds and parameters related to jerk. By taking
into account the local legislation and contextual factors, this research can be effectively
applied and tailored to different regions and vehicle types, promoting a comprehensive
understanding of driver behavior in diverse settings.
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6 Conclusion

This master thesis presents a detailed description of the process of information
extraction from a vehicular network, analysis of the extracted features, and driver classifi-
cation based on the extracted data. The previous chapters thoroughly explain the extrac-
tion, selection, and classification of data. The driver scoring method used in this study
can dynamically identify aggressive driving behavior during pre-defined time windows.
This technique uses the calculation of jerk derived from the acquired data. In addition to
this approach, another technique was explored in the previous chapter to group different
behaviors into data clusters using the K-Means technique.

The main contribution of this research was the extraction, treatment, and anal-
ysis of data from vehicles operating in uncontrolled environments with different drivers.
In Chapter 2, various techniques were examined, and K-Means was selected due to its
advantages in handling large datasets and clustering data effectively. Two key advantages
of applying K-Means in such scenarios are scalability and ease of implementation.

Firstly, K-Means demonstrates excellent scalability, enabling efficient processing
of large datasets. This characteristic is particularly valuable when dealing with extensive
vehicle data involving multiple drivers. Regardless of the dataset size, K-Means can pro-
duce reliable and relatively fast results, making it well-suited for analyzing large volumes
of vehicle data.

Secondly, K-Means is known for its simplicity and ease of implementation. The
algorithm is intuitive, making it accessible to both researchers and practitioners. Its
straightforward nature facilitates the clustering of extracted vehicle data, allowing for
meaningful comparisons and analysis of different driver behaviors.

Data extraction involved using an electronic control unit (ECU) installed within
the vehicles, with the information transmitted to the cloud and subsequently downloaded
onto a local computer for analysis using Python and R Studio. During the research, a
preliminary analysis of relevant features was conducted, focusing on information that was
common across all vehicles to enable effective comparisons.

Another important step in the research was the application of principal component
analysis (PCA) to reduce the dimensionality of the data and enhance its visualization. This
dimensionality reduction technique proved crucial in applying the unsupervised learning
technique of K-Means and visually representing the aggressive driving behavior exhibited
by each driver.

While this master’s thesis has yielded significant results, it is important to ac-



Chapter 6. Conclusion 73

knowledge and address certain limitations that should be considered in future research.
Firstly, the scope of this work only encompassed a limited set of vehicle information, as
the primary objective was to compare different vehicles that had minimal shared data.
Speed and its related information were the most utilized variables, which aligns with
prior research indicating its strong influence on driving aggressiveness. However, if the ve-
hicles were equipped with steering angle sensors, it would have been possible to measure
aggressive wheel behavior, thereby enhancing the algorithm.

Furthermore, this work did not incorporate real-time detection of road type or its
integration with jerk analysis. This limitation arose from the lack of collected information
required to determine such conditions, particularly the absence of GPS data.

Additionally, it is essential to note that this study only considered a limited num-
ber of vehicles, all from the Volkswagen brand. Although the developed algorithm could
potentially be applied to vehicles of different brands and types, the adaptations neces-
sary for integrating diverse information and sensors from each vehicle were not accounted
for within this dissertation. By addressing these limitations in future research, a more
comprehensive understanding of driver behavior can be achieved.

The obtained results were deemed satisfactory and have advanced the state-of-
the-art of driver behavior classification, being one of the pioneering studies conducted on
commercial vehicles in an uncontrolled environment. The final sections below will address
the threats to validity that were mitigated in this thesis and provide recommendations
for future research.

6.1 Threats to Validity
Validation refers to how effectively a task achieves its intended purpose [74]. To

ensure the validity of this dissertation and its potential usefulness in future research,
several measures were taken:

Threats to External Validity: This refers to the extent to which the extracted
data can be generalized to a larger population beyond the scope of the research. To
minimize this risk, real-world data from different drivers and travel days were collected in
uncontrolled environments. As a result, this thesis could be extended to other datasets.

Threats to Internal Validity: This refers to the reliability of the researcher’s
work [75]. One of the significant risks is that the researcher may overlook relevant infor-
mation or fail to analyze the data appropriately. To mitigate this risk, data extraction
was carried out by multiple individuals and verified on an external server.

Threats to Conclusion Validity: This refers to the accuracy of the experimental
data and results [75]. To minimize this risk, the data extraction and analysis followed
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scientific methodologies and were analyzed accordingly.

6.2 Recommendation for future work
This work made a significant contribution to the analysis of aggressive driver

behavior in uncontrolled environments. As for future opportunities for development, the
author envisions the following steps:

• In order to enhance the accuracy of the driver behavior classification, it is recom-
mended to develop a driver profile that takes into account a wider range of driver
actions along the route. Additionally, it is important to consider the demographic
profile of the driver, as this data could potentially influence the classification results
based on the theoretical framework studied.

• To optimize the computational cost-benefit of the discussed clustering methods in
this thesis, a comparison between them should be carried out.

• To enhance the accuracy of determining a driver’s aggressiveness, it is recommended
to develop a supervised learning algorithm that can detect the aggressive behavior
in real-time during the driving process, rather than only after the trip. Additionally,
a system could be developed to provide the driver with recommendations for safe
driving practices that can help prevent traffic accidents.

• Analyze the impact of assisted driving technologies, such as autonomous vehicles,
on the driver’s score.

• Integrate a system with a mobile application to inform drivers about their per-
formance, or notify authorities or fleet owners if a driver is exhibiting aggressive
behavior on a highway.
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APÊNDICE A – R Studio Code

library(tidyverse)

library(readr)

library(ggbiplot)

library(slider)

library(lubridate)

library(ggpubr)

library(ggnewscale)

library(ggtext)

library(hexbin)

library(corrplot)

library(PCAtools)

library(dplyr)

library(data.table)

library(factoextra)

library(ClusterR)

library(cluster)

time𝑤𝑖𝑛𝑑𝑜𝑤 = 5

time𝑏𝑒𝑔𝑖𝑛 = 0

time𝑓 𝑖𝑛𝑎𝑙 = 10000

agg𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 1.0

calm𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.5

nospeed𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.0

vertical𝑙𝑖𝑛𝑒𝑠𝑎𝑔𝑔 < −𝑐(0)

vertical𝑙𝑖𝑛𝑒𝑠𝑛𝑜𝑟𝑚𝑎𝑙 < −𝑐(0)

vertical𝑙𝑖𝑛𝑒𝑠𝑐𝑎𝑙𝑚 < −𝑐(0)

vertical𝑙𝑖𝑛𝑒𝑠𝑛𝑜𝑠𝑝𝑒𝑒𝑑 < −𝑐(0)

if(1)
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df𝑉 𝑊433 = 𝑟𝑒𝑎𝑑𝑑𝑒𝑙𝑖𝑚(𝑓𝑖𝑙𝑒 = ”𝑐𝑜𝑚𝑝𝑖𝑙𝑎𝑑𝑜𝑉 𝑊433.𝑐𝑠𝑣”, ”; ”)

df𝑉 𝑊432 = 𝑟𝑒𝑎𝑑𝑑𝑒𝑙𝑖𝑚(𝑓𝑖𝑙𝑒 = ”𝑐𝑜𝑚𝑝𝑖𝑙𝑎𝑑𝑜𝑉 𝑊432.𝑐𝑠𝑣”, ”; ”)

df𝑉 𝑊437 = 𝑟𝑒𝑎𝑑𝑑𝑒𝑙𝑖𝑚(𝑓𝑖𝑙𝑒 = ”𝑐𝑜𝑚𝑝𝑖𝑙𝑎𝑑𝑜𝑉 𝑊437.𝑐𝑠𝑣”, ”; ”)

df𝐶𝑇𝑉 02 = 𝑟𝑒𝑎𝑑𝑑𝑒𝑙𝑖𝑚(𝑓𝑖𝑙𝑒 = ”𝑐𝑜𝑚𝑝𝑖𝑙𝑎𝑑𝑜𝐶𝑇𝑉 02.𝑐𝑠𝑣”, ”; ”)

df𝐶𝑇𝑉 04 = 𝑟𝑒𝑎𝑑𝑑𝑒𝑙𝑖𝑚(𝑓𝑖𝑙𝑒 = ”𝑐𝑜𝑚𝑝𝑖𝑙𝑎𝑑𝑜𝐶𝑇𝑉 04.𝑐𝑠𝑣”, ”; ”)

if(0)

df4 = df %>% select(‘Time Dif‘, ‘Odômetro total (m)‘, ‘Economia de combustível
(kml)‘,

‘Velocidade Real (km/h)‘, ‘Velocidade Do Motor (rpm)‘,

‘Pedal De Freio‘, ‘Pedal De Embreagem‘,

‘Posição Do Pedal De Aceleração (%)‘, ‘Motor

Real - % Torque (%)‘)

df4𝑤𝑖𝑡ℎ𝑜𝑢𝑡𝑁𝐴 < −𝑛𝑎.𝑜𝑚𝑖𝑡(𝑑𝑓4)

colnames(df4) <- c("Time", "Total𝑂𝑑𝑜𝑚𝑒𝑡𝑒𝑟”, ”𝐹𝑢𝑒𝑙𝐸𝑐𝑜𝑛𝑜𝑚𝑦”, ”𝑉 𝑒ℎ𝑖𝑐𝑙𝑒𝑆𝑝𝑒𝑒𝑑”,

"Engine𝑆𝑝𝑒𝑒𝑑”, ”𝐵𝑟𝑎𝑘𝑒𝑃 𝑒𝑑𝑎𝑙”, ”𝐶𝑙𝑢𝑡𝑐ℎ𝑃𝑒𝑑𝑎𝑙”,

"Gas𝑃 𝑒𝑑𝑎𝑙”, ”𝐸𝑛𝑔𝑖𝑛𝑒𝑇 𝑜𝑟𝑞𝑢𝑒”)

if(1)

df = df𝑉 𝑊432[𝑐(𝑎𝑠.𝑖𝑛𝑡𝑒𝑔𝑒𝑟((𝑡𝑖𝑚𝑒𝑏𝑒𝑔𝑖𝑛/5)) : 𝑎𝑠.𝑖𝑛𝑡𝑒𝑔𝑒𝑟((𝑡𝑖𝑚𝑒𝑓 𝑖𝑛𝑎𝑙/5))), 𝑐(1 : 23)]

df4 = df %>% select(‘Time dif‘, ‘Odometro total‘, ‘Economia de combustivel‘,

‘Velocidade Real‘, ‘Velocidade Do Motor‘,

‘Pedal De Freio‘, ‘Pedal De Embreagem‘,

‘Posicao Do Pedal De Aceleracao‘)

df4𝑤𝑖𝑡ℎ𝑜𝑢𝑡𝑁𝐴 < −𝑛𝑎.𝑜𝑚𝑖𝑡(𝑑𝑓4)

colnames(df4) <- c("Time", "Total𝑂𝑑𝑜𝑚𝑒𝑡𝑒𝑟”, ”𝐹𝑢𝑒𝑙𝐸𝑐𝑜𝑛𝑜𝑚𝑦”, ”𝑉 𝑒ℎ𝑖𝑐𝑙𝑒𝑆𝑝𝑒𝑒𝑑”,

"Engine𝑆𝑝𝑒𝑒𝑑”, ”𝐵𝑟𝑎𝑘𝑒𝑃 𝑒𝑑𝑎𝑙”, ”𝐶𝑙𝑢𝑡𝑐ℎ𝑃𝑒𝑑𝑎𝑙”,

"Gas𝑃 𝑒𝑑𝑎𝑙”)

if(1)

df5 <- df4

df5$Acceleration <- c(NA,with(df5,diff(Vehicle𝑆𝑝𝑒𝑒𝑑)/𝑑𝑖𝑓𝑓(𝑇𝑖𝑚𝑒)))

df5$Jerk <- c(NA,with(df5,diff(Acceleration)/diff(Time)))
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if(1)

df6 <- df5 %>% select(Vehicle𝑆𝑝𝑒𝑒𝑑, 𝑇 𝑖𝑚𝑒, 𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝐽𝑒𝑟𝑘)

GroupLabels <- 0:(nrow(df6) - 1)%/% time𝑤𝑖𝑛𝑑𝑜𝑤

df6$Group <- GroupLabels

dt<-data.table(df6)

dt𝑓 < −𝑑𝑡[, .(𝑚𝑖𝑛𝑡𝑖𝑚𝑒 = 𝑚𝑖𝑛(𝑇𝑖𝑚𝑒),

sd𝑗𝑒𝑟𝑘 = 𝑠𝑑(𝐽𝑒𝑟𝑘),

gama = (sd(Jerk)/0.2732),

mean𝑠𝑝𝑒𝑒𝑑 = 𝑚𝑒𝑎𝑛(𝑉 𝑒ℎ𝑖𝑐𝑙𝑒𝑆𝑝𝑒𝑒𝑑),

sd𝑠𝑝𝑒𝑒𝑑 = 𝑠𝑑(𝑉 𝑒ℎ𝑖𝑐𝑙𝑒𝑆𝑝𝑒𝑒𝑑),

median𝑠𝑝𝑒𝑒𝑑 = 𝑚𝑒𝑑𝑖𝑎𝑛(𝑉 𝑒ℎ𝑖𝑐𝑙𝑒𝑆𝑝𝑒𝑒𝑑),

mean𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑚𝑒𝑎𝑛(𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛),

sd𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑠𝑑(𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛),

median𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑚𝑒𝑑𝑖𝑎𝑛(𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛),

mean𝑗𝑒𝑟𝑘 = 𝑚𝑒𝑎𝑛(𝐽𝑒𝑟𝑘),

median𝑗𝑒𝑟𝑘 = 𝑚𝑒𝑑𝑖𝑎𝑛(𝐽𝑒𝑟𝑘)),

by = .(Group)]

if(0) df2 = df𝑎𝑙𝑙% > %𝑠𝑒𝑙𝑒𝑐𝑡(𝐹𝑢𝑒𝑙𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛, 𝐸𝑛𝑔𝑖𝑛𝑒𝑠𝑝𝑒𝑒𝑑,

Vehicle𝑠𝑝𝑒𝑒𝑑, 𝑆𝑡𝑒𝑒𝑟𝑖𝑛𝑔𝑤ℎ𝑒𝑒𝑙𝑎𝑛𝑔𝑙𝑒,

Steering𝑤ℎ𝑒𝑒𝑙𝑠𝑝𝑒𝑒𝑑, 𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑜𝑟𝑃 𝑒𝑑𝑎𝑙𝑣𝑎𝑙𝑢𝑒,

Engine𝑡𝑜𝑟𝑞𝑢𝑒,

Engine𝑐𝑜𝑜𝑙𝑎𝑛𝑡𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒,

‘Acceleration𝑠𝑝𝑒𝑒𝑑−𝐿𝑎𝑡𝑒𝑟𝑎𝑙‘,

‘Acceleration𝑠𝑝𝑒𝑒𝑑−𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙‘,

Intake𝑎𝑖𝑟𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒)

df𝑎𝑙𝑙$𝑟𝑎𝑛𝑔𝑒 = 𝑐𝑢𝑡(𝑑𝑓2$𝐸𝑛𝑔𝑖𝑛𝑒𝑠𝑝𝑒𝑒𝑑, 𝑐(0, 600, 2000, 4000, 6300))

levels(df𝑎𝑙𝑙$𝑟𝑎𝑛𝑔𝑒) = 𝑐(”𝐵𝑎𝑖𝑥𝑎”, ”𝐼𝑑𝑒𝑎𝑙”, ”𝐴𝑙𝑡𝑎”, ”𝑀𝑢𝑖𝑡𝑜𝐴𝑙𝑡𝑎”)

df3 = df𝑎𝑙𝑙% > %𝑠𝑒𝑙𝑒𝑐𝑡(𝑋1, 𝐹𝑢𝑒𝑙𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛, 𝐸𝑛𝑔𝑖𝑛𝑒𝑠𝑝𝑒𝑒𝑑,

Vehicle𝑠𝑝𝑒𝑒𝑑, 𝑆𝑡𝑒𝑒𝑟𝑖𝑛𝑔𝑤ℎ𝑒𝑒𝑙𝑎𝑛𝑔𝑙𝑒,

Accelerator𝑃 𝑒𝑑𝑎𝑙𝑣𝑎𝑙𝑢𝑒, 𝐸𝑛𝑔𝑖𝑛𝑒𝑡𝑜𝑟𝑞𝑢𝑒)
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if(0)

p1 = ggplot(data = df3) +

geom𝑝𝑜𝑖𝑛𝑡(𝑚𝑎𝑝𝑝𝑖𝑛𝑔 = 𝑎𝑒𝑠(𝑥 = 𝑋1, 𝑦 = 𝐹𝑢𝑒𝑙𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛))

p2 = ggplot(data = df3) +

geom𝑝𝑜𝑖𝑛𝑡(𝑚𝑎𝑝𝑝𝑖𝑛𝑔 = 𝑎𝑒𝑠(𝑥 = 𝑋1, 𝑦 = 𝐸𝑛𝑔𝑖𝑛𝑒𝑠𝑝𝑒𝑒𝑑))

p𝑎𝑙𝑙 = 𝑔𝑔𝑎𝑟𝑟𝑎𝑛𝑔𝑒(𝑝1, 𝑝2, 𝑛𝑐𝑜𝑙 = 1)

print(p𝑎𝑙𝑙)

if(0)

corr𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 < −𝑐𝑜𝑟(𝑑𝑓4𝑤𝑖𝑡ℎ𝑜𝑢𝑡𝑁𝐴)

corrplot(corr𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠, 𝑚𝑒𝑡ℎ𝑜𝑑 = ”𝑐𝑖𝑟𝑐𝑙𝑒”, 𝑜𝑟𝑑𝑒𝑟 = ”ℎ𝑐𝑙𝑢𝑠𝑡”, 𝑎𝑑𝑑𝑟𝑒𝑐𝑡

= 3,

tl.cex = 0.5, tl.col = "black")

corrplot(corr𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠, 𝑜𝑟𝑑𝑒𝑟 = ”𝐴𝑂𝐸”, 𝑎𝑑𝑑𝐶𝑜𝑒𝑓.𝑐𝑜𝑙 = ”𝑔𝑟𝑎𝑦”)

corrplot.mixed(corr𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠, 𝑜𝑟𝑑𝑒𝑟 = ”𝐴𝑂𝐸”)

if(1)

m = as.matrix(df4𝑤𝑖𝑡ℎ𝑜𝑢𝑡𝑁𝐴)

m.pca = prcomp(m, scale. = T)

summary(m.pca)

pa = ggbiplot(m.pca, obs.scale = 1, var.scale = 1,

ellipse = T,choices = c(1,2)) +

geom𝑝𝑜𝑖𝑛𝑡(𝑎𝑒𝑠(𝑐𝑜𝑙𝑜𝑟 = 𝑑𝑓1$𝑟𝑎𝑛𝑔𝑒))+

theme𝑚𝑖𝑛𝑖𝑚𝑎𝑙()

print(pa)

fviz𝑒𝑖𝑔(𝑚.𝑝𝑐𝑎)

if(1)

m = as.matrix(df4𝑤𝑖𝑡ℎ𝑜𝑢𝑡𝑁𝐴)

ms = scale(m)

ms.svd = svd(ms)

if(1)

mt = tibble(x=1:length(ms.svd$d), y=ms.svd$d)
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p = ggplot(mt) +

geom𝑙𝑖𝑛𝑒(𝑚𝑎𝑝𝑝𝑖𝑛𝑔 = 𝑎𝑒𝑠(𝑥 = 𝑥, 𝑦 = 𝑦))

print(p)

mt = as𝑡𝑖𝑏𝑏𝑙𝑒(𝑚𝑠.𝑠𝑣𝑑$𝑢[, 3 : 4])

p1 = ggplot(mt) +

geom𝑝𝑜𝑖𝑛𝑡(𝑚𝑎𝑝𝑝𝑖𝑛𝑔 = 𝑎𝑒𝑠(𝑥 = 𝑉 1, 𝑦 = 𝑉 2, 𝑐𝑜𝑙𝑜𝑟 = 𝑑𝑓1$𝑟𝑎𝑛𝑔𝑒))+

theme𝑚𝑖𝑛𝑖𝑚𝑎𝑙()

print(p1)

if(1)

p𝑝𝑎𝑖𝑟 = 𝑝𝑎𝑖𝑟𝑠𝑝𝑙𝑜𝑡(𝑝𝑐𝑎(𝑚𝑠))

print(p𝑝𝑎𝑖𝑟)

if(1)

j = 1;

k = 1;

l = 1;

m = 1;

total𝑎𝑔𝑔 = 0;

total𝑛𝑜𝑟𝑚𝑎𝑙 = 0;

total𝑐𝑎𝑙𝑚𝑜 = 0;

total𝑝𝑎𝑟𝑎𝑑𝑜 = 0;

loop𝑖 = 1

agg𝑎𝑛𝑡 < −𝐹𝐴𝐿𝑆𝐸

norm𝑎𝑛𝑡 < −𝐹𝐴𝐿𝑆𝐸

calm𝑎𝑛𝑡 < −𝐹𝐴𝐿𝑆𝐸

nospeed𝑎𝑛𝑡 < −𝐹𝐴𝐿𝑆𝐸

for (i in 1:nrow(dt𝑓 ))

if(is.na(dt𝑓 [𝑖]$𝑔𝑎𝑚𝑎))

else if (dt𝑓 [𝑖]$𝑔𝑎𝑚𝑎 >= 𝑎𝑔𝑔𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)

total𝑎𝑔𝑔 = 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑔 + 1

if (agg𝑎𝑛𝑡 == 𝐹𝐴𝐿𝑆𝐸)
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vertical𝑙𝑖𝑛𝑒𝑠𝑎𝑔𝑔[𝑗] = 𝑑𝑡𝑓 [𝑖]$𝑚𝑖𝑛𝑡𝑖𝑚𝑒

j = j+1

agg𝑎𝑛𝑡 = 𝑇𝑅𝑈𝐸

norm𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

calm𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

nospeed𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

else if (dt𝑓 [𝑖]$𝑔𝑎𝑚𝑎 < 𝑎𝑔𝑔𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑑𝑡𝑓 [𝑖]$𝑔𝑎𝑚𝑎 >= 𝑐𝑎𝑙𝑚𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)

total𝑛𝑜𝑟𝑚𝑎𝑙 = 𝑡𝑜𝑡𝑎𝑙𝑛𝑜𝑟𝑚𝑎𝑙 + 1

if (norm𝑎𝑛𝑡 == 𝐹𝐴𝐿𝑆𝐸)

vertical𝑙𝑖𝑛𝑒𝑠𝑛𝑜𝑟𝑚𝑎𝑙[𝑘] = 𝑑𝑡𝑓 [𝑖]$𝑚𝑖𝑛𝑡𝑖𝑚𝑒

k = k+1

agg𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

norm𝑎𝑛𝑡 = 𝑇𝑅𝑈𝐸

calm𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

nospeed𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

else if(dt𝑓 [𝑖]$𝑔𝑎𝑚𝑎 < 𝑐𝑎𝑙𝑚𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑑𝑡𝑓 [𝑖]$𝑔𝑎𝑚𝑎 > 𝑛𝑜𝑠𝑝𝑒𝑒𝑑𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)

total𝑐𝑎𝑙𝑚𝑜 = 𝑡𝑜𝑡𝑎𝑙𝑐𝑎𝑙𝑚𝑜 + 1

if (calm𝑎𝑛𝑡 == 𝐹𝐴𝐿𝑆𝐸)

vertical𝑙𝑖𝑛𝑒𝑠𝑐𝑎𝑙𝑚[𝑙] = 𝑑𝑡𝑓 [𝑖]$𝑚𝑖𝑛𝑡𝑖𝑚𝑒

l = l+1

agg𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

norm𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

calm𝑎𝑛𝑡 = 𝑇𝑅𝑈𝐸

nospeed𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

loop𝑖 = 𝑙𝑜𝑜𝑝𝑖 + 1

else if (dt𝑓 [𝑖]$𝑚𝑒𝑎𝑛𝑠𝑝𝑒𝑒𝑑 == 0)

total𝑝𝑎𝑟𝑎𝑑𝑜 = 𝑡𝑜𝑡𝑎𝑙𝑝𝑎𝑟𝑎𝑑𝑜 + 1

if (nospeed𝑎𝑛𝑡 == 𝐹𝐴𝐿𝑆𝐸)

vertical𝑙𝑖𝑛𝑒𝑠𝑛𝑜𝑠𝑝𝑒𝑒𝑑[𝑚] = 𝑑𝑡𝑓 [𝑖]$𝑚𝑖𝑛𝑡𝑖𝑚𝑒

m = m+1
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agg𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

norm𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

calm𝑎𝑛𝑡 = 𝐹𝐴𝐿𝑆𝐸

nospeed𝑎𝑛𝑡 = 𝑇𝑅𝑈𝐸

if(1)

par(mfrow=c(2,2))

p1 = ggplot(data = df5) +

geom𝑙𝑖𝑛𝑒(𝑚𝑎𝑝𝑝𝑖𝑛𝑔 = 𝑎𝑒𝑠(𝑥 = ‘𝑇𝑖𝑚𝑒‘, 𝑦 = ‘𝑉 𝑒ℎ𝑖𝑐𝑙𝑒𝑆𝑝𝑒𝑒𝑑‘))

print(p1)

p2 = ggplot(data = df5) +

geom𝑙𝑖𝑛𝑒(𝑚𝑎𝑝𝑝𝑖𝑛𝑔 = 𝑎𝑒𝑠(𝑥 = ‘𝑇𝑖𝑚𝑒‘, 𝑦 = ‘𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛‘))

print(p2)

p3 = ggplot(data = df5) +

geom𝑙𝑖𝑛𝑒(𝑚𝑎𝑝𝑝𝑖𝑛𝑔 = 𝑎𝑒𝑠(𝑥 = ‘𝑇𝑖𝑚𝑒‘, 𝑦 = ‘𝐽𝑒𝑟𝑘‘))

print(p3)

p𝑡𝑒𝑠𝑡𝑒 < −𝑝1 + 𝑔𝑒𝑜𝑚𝑣𝑙𝑖𝑛𝑒(𝑥𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 = 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙𝑙𝑖𝑛𝑒𝑠𝑐𝑎𝑙𝑚, 𝑐𝑜𝑙𝑜𝑟 = ”𝑔𝑟𝑒𝑒𝑛”)+

geom𝑣𝑙𝑖𝑛𝑒(𝑥𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 = 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙𝑙𝑖𝑛𝑒𝑠𝑛𝑜𝑟𝑚𝑎𝑙, 𝑐𝑜𝑙𝑜𝑟 = ”𝑏𝑙𝑢𝑒”)+

geom𝑣𝑙𝑖𝑛𝑒(𝑥𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 = 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙𝑙𝑖𝑛𝑒𝑠𝑎𝑔𝑔, 𝑐𝑜𝑙𝑜𝑟 = ”𝑟𝑒𝑑”)+

geom𝑣𝑙𝑖𝑛𝑒(𝑥𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 = 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙𝑙𝑖𝑛𝑒𝑠𝑛𝑜𝑠𝑝𝑒𝑒𝑑, 𝑐𝑜𝑙𝑜𝑟 = ”𝑦𝑒𝑙𝑙𝑜𝑤”)

print(p𝑡𝑒𝑠𝑡𝑒)

print ("% de agressividade:")

print ((total𝑎𝑔𝑔/𝑖) * 100)

print ("% de normal:")

print ((total𝑛𝑜𝑟𝑚𝑎𝑙/𝑖) * 100)

print ("% de calmo:")

print ((total𝑐𝑎𝑙𝑚𝑜/𝑖) * 100)

print ("% parado:")

print ((total𝑝𝑎𝑟𝑎𝑑𝑜/𝑖) * 100)

if (1)

df𝑘𝑚 = 𝑑𝑓4% > %𝑠𝑒𝑙𝑒𝑐𝑡(‘𝑉 𝑒ℎ𝑖𝑐𝑙𝑒𝑆𝑝𝑒𝑒𝑑‘, ‘𝐺𝑎𝑠𝑃 𝑒𝑑𝑎𝑙‘)
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dfkm𝑤𝑖𝑡ℎ𝑜𝑢𝑡𝑁𝐴 < −𝑛𝑎.𝑜𝑚𝑖𝑡(𝑑𝑓𝑘𝑚)

pca𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚 = 𝑎𝑠.𝑑𝑎𝑡𝑎.𝑓𝑟𝑎𝑚𝑒(𝑚.𝑝𝑐𝑎$𝑥[, 1 : 2])

set.seed(240) Setting seed

wss <- function(k)

kmeans(pca𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚, 𝑘, 𝑛𝑠𝑡𝑎𝑟𝑡 = 25)$𝑡𝑜𝑡.𝑤𝑖𝑡ℎ𝑖𝑛𝑠𝑠

k.values <- 1:15

wss𝑣𝑎𝑙𝑢𝑒𝑠 < −𝑚𝑎𝑝𝑑𝑏𝑙(𝑘.𝑣𝑎𝑙𝑢𝑒𝑠, 𝑤𝑠𝑠)

plot(k.values, wss𝑣𝑎𝑙𝑢𝑒𝑠,

type="b", pch = 19, frame = FALSE,

xlab="Number of clusters K",

ylab="Total within-clusters sum of squares")

km.res <- kmeans(pca𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚, 3, 𝑖𝑡𝑒𝑟.𝑚𝑎𝑥 = 10, 𝑛𝑠𝑡𝑎𝑟𝑡 = 25)

print(km.res)

fviz𝑐𝑙𝑢𝑠𝑡𝑒𝑟(𝑘𝑚.𝑟𝑒𝑠, 𝑑𝑎𝑡𝑎 = 𝑝𝑐𝑎𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚)
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ANEXO A – Published article

It was published the article "Data Analysis Techniques in Vehicle Communication
Networks: Systematic Mapping of Literature" in IEEE Access, Volume 8, 2020. DOI:
10.1109/ACCESS.2020.3034588.

Article Abstract:

Vehicles are becoming more intelligent and connected due to the demand for faster,
efficient, and safer transportation. For this transformation, it was necessary to increase
the amount of data transferred between electronic modules in the vehicular network since
it is vital for an intelligent system’s decision-making process. Hundreds of messages travel
all the time in a vehicle, creating opportunities for analysis and development of new
functions to assist the driver’s decision. Given this scenario, this article presents the
results of research to found out which data analysis techniques in vehicular communication
networks and for which purposes they are designed. The research method adopted was the
systematic mapping of literature, where 196 articles were found using a search protocol.
All papers were classified according to the established inclusion and exclusion criteria,
and the main results contained were discussed. To obtain a clear view of the generated
information and support the identification of possible gaps in this field, correlation graphs,
and a systematic map was developed. It was possible to verify that the identification of
the driver’s profile was the most studied application, with the use of neural network
techniques to correlate the gathered data.
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