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ABSTRACT Over the past few years, great importance has been given to wireless sensor networks (WSNs)
as they play a significant role in facilitating the world with daily life services like healthcare, military, social
products, etc. However, heterogeneous nature ofWSNsmakes them prone to various attacks, which results in
low throughput, and high network delay and high energy consumption. In the WSNs, routing is performed
using different routing protocols like low-energy adaptive clustering hierarchy (LEACH), heterogeneous
gateway-based energy-aware multi-hop routing (HMGEAR), etc. In such protocols, some nodes in the
network may perform malicious activities. Therefore, four deep learning (DL) techniques and a real-time
message content validation (RMCV) scheme based on blockchain are used in the proposed network for the
detection of malicious nodes (MNs). Moreover, to analyse the routing data in the WSN, DL models are
trained on a state-of-the-art dataset generated from LEACH, known as WSN-DS 2016. The WSN contains
three types of nodes: sensor nodes, cluster heads (CHs) and the base station (BS). The CHs after aggregating
the data received from the sensor nodes, send it towards the BS. Furthermore, to overcome the single point
of failure issue, a decentralized blockchain is deployed on CHs and BS. Additionally, MNs are removed
from the network using RMCV and DL techniques. Moreover, legitimate nodes (LNs) are registered in the
blockchain network using proof-of-authority consensus protocol. The protocol outperforms proof-of-work in
terms of computational cost. Later, routing is performed between the LNs using different routing protocols
and the results are compared with original LEACH and HMGEAR protocols. The results show that the
accuracy of GRU is 97%, LSTM is 96%, CNN is 92% and ANN is 90%. Throughput, delay and the death
of the first node are computed for LEACH, LEACH with DL, LEACH with RMCV, HMGEAR, HMGEAR
with DL and HMGEAR with RMCV. Moreover, Oyente is used to perform the formal security analysis of
the designed smart contract. The analysis shows that blockchain network is resilient against vulnerabilities.

INDEX TERMS ANN, CNN, LSTM, GRU, HMGEAR, LEACH, malicious nodes’ detection, blockchain.

I. INTRODUCTION
The wireless sensor networks (WSNs) play a key part in mod-
ern era [1], [2], [3]. They acquire data from the surrounding
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environment and use it for different purposes in different
areas like healthcare, smart cities, military, etc. The sensor
nodes send the data towards destination without any human
involvement in the WSNs, after sensing it from the sur-
rounding environment [4]. The data is sent using differ-
ent communication protocols [5], [6], [7], [8]. Hence, in the
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WSNs, the sensor nodes play a vital role [9]. However,
they have limited storage space and are resource constrained
devices [10]. Moreover, the sensor nodes do not generate
energy on their own. Therefore, they easily get tampered by
the attackers [11], [12].

Blockchain is a promising technology, which was intro-
duced by Satoshi Nakamoto in 2008 [2]. This technology
addresses the data security and third party involvement issues.
The blockchain is not only used as a cryptocurrency, but
it is also used in various other fields like healthcare [13],
manufacturing, smart cities, etc., [14], [15]. It provides a
distributed ledger in which records are added through con-
sensus mechanism after performing the validation process.
Moreover, it makes the records more secure without the need
of a third party and resolves the issue of single point of
failure. In addition, blockchain serves in the field of WSNs.
The blockchain works as a storage mechanism and provides
data security as the sensor nodes are resource constrained.
It also works for ensuring nodes’ privacy and authentication,
non-repudiation as well as performing efficient and secure
routing [16], [17].

In WSNs, nodes’ communication is an important part for
sending the data from source to destination. In some cases,
the sensor nodes send the data to cluster heads (CHs) and
CHs send it to the base station (BS). The CHs manage the
sensed data which also work both as relaying nodes and
sensor nodes. Due to the resource constrained nature ofWSN,
the network becomes prone to different types of attacks [18].
In [19], CHs send the data to a BS. However, no mechanism
is used in the network for detecting the malevolent activities.
Consequently, malicious activities can be performed by a
malicious node (MN) that can easily enter the network and
become a part of it. Moreover, in [20], the network consists
of two types of nodes that are core nodes and edge nodes.
In the Internet of things (IoT), devices send the transactions’
request to the edge nodes. The edge nodes forward the request
to the core nodes. The core nodes work as miners and use
proof-of-work (PoW) during mining process. However, PoW
incurs a lot of computational cost. Besides, 5G is integrated
with blockchain in IoT applications for securing the industrial
IoT applications [21], [22], [23].

The structuring of the remaining manuscript is done in the
following manner. Section I presents introduction while the
subject matter of Section II is the related work. Section III
provides the problem statement while the discussion of the
system model proposed in this work is given in Section IV.
Moving ahead, the model’s extensive evaluation is pro-
vided in Section V while the security analysis is the sub-
ject matter of Section VI. Finally, the paper is concluded in
Section VII.

A. CONTRIBUTIONS
To address the mentioned problems, the following contribu-
tions are made in the proposed work.

• Deep learning (DL) models and real-time message con-
tent validation (RMCV) [24] are used for the detection
of MNs in the network.

• The issue of high computational overhead of the net-
work is solved using proof-of-authority (PoA) consen-
sus mechanism.

• The model’s robustness against different vulnerabilities
is shown via security analysis performed using Oyente.

B. NOMENCLATURE
ANN Artificial neural network
BS Base station
CH Cluster head
CNN Convolutional neural network
DL Deep learning
FPR False-positive-rate
GRU Gradient recurrent unit
HMGEAR Heterogeneous gateway-based energy-aware

multi-hop routing
ID Identity
IoT Internet of things
LEACH Low-energy adaptive clustering hierarchy
LN Legitimate node
LSTM Long short term memory
MN Malicious node
MND Malicious nodes’ detection
PoA Proof-of-authority
PoW Proof-of-work
RMCV Real-time message content validation
SDN Software defined networking
SPOF Single point of failure
TPR True-positive-rate
WSN Wireless sensor network

II. RELATED WORK
In this section, the studies relevant to our proposed work are
discussed. In [25], authors address the existence of MNs in
WSNs. Machine learning and DL techniques are used to clas-
sify the nodes. Machine learning techniques are compared
with DL model and a comparative analysis is performed.
In [26], the authors address heterogeneity in IoT, which
is prone to various kinds of cyber attacks. Also, the IoT
nodes are resource constrained. To solve the security issue,
the authors propose a software defined networking (SDN)-
enabled DL architecture. The SDN controllers are trained
based on the dataset, termed as CICDDoS2019, and are used
to prevent intrusions from external attacks. The usage of
DL techniques achieves high accuracy and minimum false-
positive-rate (FPR). In [24], the authors address the issue
of authentication protocols that are used for the verification
of a message’s origin. However, the authentication protocols
fail to verify the integrity of messages. Therefore, a novel
trust model is proposed, which verifies the message content,
integrity, trustiness and the path a message follows from
source to destination.
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In [27], the authors address the issues that are caused
when IoT devices are compromised through different cyber
attacks. Besides, due to resource constrained nodes, central-
ized platforms are used for storage systems. However, the
usage of the central authority causes a single point of failure
(SPOF) issue. Therefore, the authors propose a blockchain
based SDN architecture that controls the IoT devices and
detects the cyber attacks being performed on the network. The
blockchain solves the issue of SPOF and provides security as
well as privacy against attacks.

In [28], the authors address data loss and data security
issues in IoT environment. Moreover, the IoT applications
used in different fields like healthcare, smart grid, transporta-
tion, etc., are merged with 5G technology to enhance the ser-
vice quality. However, the data growth increases the concerns
of data security and data loss. Therefore, a blockchain based
DL technique is used, which is operated based on four layers:
fog, cloud, user and edge. In [29], the blockchain is integrated
with the SDN. Besides, the IoT ecosystems face various
issues like increasing delay, lack of security, etc. Therefore,
in this paper, authors propose a layered architecture of s
smart network in which energy optimization, high through-
put and minimum delay are achieved. Moreover, the routers
and switches provide secure communication and optimal CH
selection.

In [30], WSN is considered as an important part of the
IoT network in which nodes send and receive services.
Nodes’ authentication is performed by the central authority
due to which SPOF and trust issue arises. For that reason,
an authentication mechanism is proposed that is based on
hybrid blockchain. Also, the attacks’ analysis is performed
to check the network robustness. In [31], the localization of
the network nodes is not performed and MNs give wrong
locations. To tackle this issue, a trust management model is
proposed that is based on blockchain. In this model, three
types of trust are calculated, i.e., behavioral trust, feedback
trust, and data trust. The behavioral trust is calculated based
on the interactions between different nodes. Whereas, the
data trust is evaluated directly and indirectly between beacon
nodes. A threshold is set according to which ranges are
decided for the nodes. The trusted nodes become the beacon
nodes and find the location of unknown nodes. The blocks are
created based on the nodes’ ranking in the chain. The node
having the highest trust value makes the genesis block. The
trusted nodes in the network find the location of unknown
nodes using trilaterational process.

In [32], no mechanism is proposed for identification of
MNs in the WSN. Also, no traceability mechanism is pro-
posed for MND. Therefore, authors propose a blockchain
based trust model in which MND is performed. Also, the
nodes’ traceability is performed in the detection process.
Three parameters, delayed transmission, response time and
forwarding rate, are used to calculate the trust values of the
nodes. The calculated values are stored in the blockchain,
being deployed on the sink nodes. In the study, a quadrilateral

measurement method is used to find unknown nodes’ loca-
tions. This method finds the distance of unknown node from
four known nodes. In this way, the nodes’ locations are found
and the information is broadcast in the network. Also, the
neighbor nodes update their tables. Whereas, in [20], high
latency, huge bandwidth and SPOF issues occur due to the
increase in the number of nodes. Therefore, SDN based
hybrid network architecture is proposed. In the study, the net-
work has two types of nodes: core nodes and edge nodes. The
SDN works as an interface between the core nodes and IoT
nodes. All the SDNs working in the network make the edge
network. To avoid the SPOF issue, a distributed network is
used. To make the data secure, digital signatures are used and
hashes are stored in the blockchain. Also, PoW is employed
for the network security.

The dynamic behavior of sensors play an important role for
the data collection. However, in [33], there exists a chance
where an attack can be performed on the BS and the BS
behaves maliciously in the key management process. More-
over, the clusters formed in the network are insecure. There-
fore, a secure key management scheme based on blockchain
is proposed in which the BS works as a key generator and
distributes the keys to all the CHs. The CHs check the authen-
ticity of the BS by its public key and signature. If it is verified,
then it becomes a trusted entity. Otherwise, a message is
broadcast that the BS is malicious. When the BS is verified
successfully, then all the nodes’ information is stored in the
blockchain. Also, in clusters’ formation, the CHs broadcast
the message, and ordinary nodes join the CH based on their
distances and signals. The ordinary nodes use the pairwise
key generation mechanism when they select the CHs to join
or leave the network.

In [34], the routing is performed by the sensor nodes. How-
ever, malicious nodes detection (MND) is not performed.
Also, black hole attack may be performed in the network
model. For that purpose, authors propose a secure reinforce-
ment learning protocol based on the blockchain to select the
secure route based on the number of successfully delivered
data packets by a node. Also, Q-Learning is used to decide
the forward routing nodes based on the number of maximum
packets being delivered. The routing table of each node is
stored and updated in the blockchain. It helps in removing
MNs from the network that drop the packets. Moreover, a
smart contract is used in the blockchain that removes the
central authority issue. Moreover, in [35], the resource con-
strained sensing nodes are unable to perform the mining pro-
cess in the blockchain. To eliminate the data storage issues,
servers are used. Thus, data security may be compromised.
Therefore, authors propose an information centric network
for the decentralization of sensing nodes and for data secu-
rity. The system model is composed of information centric
plane and network plane. The sensor nodes forward the data
gathered from the surrounding environment to the CHs that
are on information centric plane. Moreover, CHs maintain
cache for data storage. The blockchain is deployed on cloud,
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TABLE 1. Related work.

where the mining is performed by the miners. The BS is used
as a coordinator between the information centric plane and
cloud. Furthermore, public key cryptography is used for both
encryption and decryption.

In [36], a centralized authority is used for the authenti-
cation of IoT nodes. The grayhole and black hole attacks
are possible in the IoT networks. Also, the routing over-
head occurs due to the use of conventional routing proto-
cols. Therefore, authors propose a blockchain based routing
protocol in which routing nodes find the routes to reach the
destination. The route establishment process is performed
using the smart contract. Using the smart contract, each IoT
node requests for the route discovery. The intermediary nodes
listen to the request and offer the path towards destination.
A token is used by the participating nodes to ensure packet
forwarding. The request sender node accepts the offer and
sends the packet to the intermediary nodes. The smart con-
tract removes the route request and route reply packets, which
overcome the routing overhead. The token process mitigates
the grayhole and black hole attacks because if an MN drops
a packet, it loses the tokens.

In [37], repudiation against the service provisioning prob-
lem occurs between a client and a service provider. For
resolving the problem, an evidence storing mechanism is
required. To overcome this issue, a secure non repudiation
mechanism that is based on blockchain is proposed. The hash
for a service is provided to the client through an on-chain
mechanismwhile the service is provided through an off-chain
mechanism. Also, the IoT client confirms the service that

is provided by the blockchain. Moreover, a homomorphic
hash function is used to generate hashes and provide them
to the clients, which are further utilized to perform MND.
The blockchain, as a whole, keeps records of all the clients
to mitigate the repudiation.

III. PROBLEM STATEMENT
In the WSNs, sending data from source to destination via
routing is considered an essential aspect. However, some
nodes perform malicious activities by sending wrong infor-
mation to the destination. Also, the network is prone to
various types of attacks due to the distributed nature of the
WSNs. In [19], CHs send the data towards BS. However,
CHs do not use any mechanism for pointing out the malicious
activities. Hence, any MN can enter the system. In [20], the
network is presented that consists of two types of nodes: core
nodes and edge nodes. The edge nodes receive transactions’
request from IoT devices and send it to core nodes, who work
as miners. PoW consensus mechanism is used for mining
process. However, PoW consumes a lot of computational
resources. Furthermore, for transferring the data between
source and destination, a trusted routing path is required.
However, in [30], the grayhole attack may be performed on
the CHs, which deteriorates the CHs’ performance.

IV. PROPOSED SYSTEM MODEL
This section describes the proposed system model and its
components. Moreover, the dataset used for performing sim-
ulations is discussed. In the proposed model, RMCV and
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DL models are used in the WSN for MND. Given dataset
is based on WSN, and generated using the LEACH proto-
col. Moreover, both LEACH and heterogeneous gateway-
based energy-aware multi-hop routing (HMGEAR) are used
as benchmark techniques, which perform WSN routing and
are not computationally expensive. Therefore, the proposed
model accurately classifies all such nodes that depict the
same behavior. The routing is performed both before and after
MND using LEACH. Once MNs are detected and removed
then routing is performed with both LEACH and HMGEAR
protocols. Moreover, the computational overhead of the
model is reduced using PoA consensus mechanism.

A. ASSUMPTIONS
In this section, the major assumption made in the system
model is listed.

1) BS and CHs are LNs. These nodes are not able to
perform maliciously.

B. PROPOSED ARCHITECTURE
We present a three-layered architecture, as shown in Fig 1.
The middle layer is the blockchain enabled RMCV and DL
network layer. Whereas, the first and the third are the WSN
layers, comprising sensor nodes, CHs and BS. The BS and
CHs are the nodes where blockchain is deployed. Moreover,
ANN, CNN, long short term memory (LSTM), and gradient
recurrent unit (GRU) are trained and tested on the LEACH
protocol generated dataset, described in section IV-E. The
nodes in the WSN perform routing using both LEACH and
HMGEAR protocols. During routing, some nodes in the net-
work may perform malicious activities. To minimize such
activities in the network, the MNs are detected using the
trained model and RMCV scheme. The nodes involved in
the routing mechanism are classified using DL and RMCV
techniques. Once classification is performed, the registration
of LNs is done using PoA. While, routing is performed
using LEACH and HMGEAR protocols after MND. The
components of the proposed architecture are described in the
following subsections.

1) BLOCKCHAIN NETWORK
The blockchain enabled RMCV and CNN detect the presence
of MNs in the WSN. It is deployed on CHs and BS. After
MND, the LNs are registered in the blockchain using the
smart contract. The PoA consensus mechanism is used when
LNs are registered in blockchain network.

2) WSN
The WSN is composed of N number of nodes that perform
routing using LEACH and HMGEAR protocols. After data
processing, the data is collected by the sensor nodes from
the surrounding environment and sent towards the CHs for
processing. Further data processing is performed by the CHs
and the integrated data is sent towards BS. In theWSNs, some
nodes may perform malicious activities and may send false

messages to disturb the data traffic or drop the data packets.
Therefore, MND is performed using RMCV and DL-driven
architecture. RMCV calculates the nodes’ trustworthiness,
while on the other side, nodes’ classification is performed
by ANN, CNN, LSTM, and GRU. The MNs are removed
from the network after being detected. While, routing is per-
formed only between the LNs using LEACH and HMGEAR
protocols.

C. ROUTING IN THE WSN
The routing in the WSNs, considered in this paper, is per-
formed via LEACH protocol [39]. The sensor nodes send
data to the CHs and CHs send aggregated data towards BS.
In the WSNs, the nodes may perform malicious activities and
may not send the data packets, drop the data packets or may
perform an attack on the routing nodes. Therefore, the MNs
are detected using RMCV and DL models. Furthermore, the
LNs are registered in the blockchain and routing is performed
again for the LNs using LEACH and HMGEAR protocols
[38], [39]. The following steps present the detailed working
of the proposed solution, also shown in Fig. 2.

1) Network routing: Initially, 100 number of nodes are
deployed in the network comprising CHs and BS. The
data is gathered by the sensor nodes from the surround-
ing environment and sent to the CHs for processing.
To perform routing in the network, LEACH protocol is
used. The CHs process the integrated data and send it
towards the BS.

2) MND: In the WSNs, the MNs are detected using
RMCV and DL models. The MNs are detected using
both methods and is found that RMCV with LEACH
and HMGEAR protocols perform better than DL. The
network performance is checked both before and after
the MND in terms of throughput, energy consumption
and delay.

3) RMCV : The RMCV scheme detects the MNs in the
WSNs. In the WSNs, the victim nodes may find the
adversary messages sent by adversary nodes. The mes-
sages are evaluated based on their trustworthiness and
integrity parameters, which are calculated by satisfying
the following three conditions: message path, message
conflict and message similarity. Each message contains
a trust value and based on that trust value, the trust
of each node is calculated. The nodes that send the
maximum number of trusted messages are considered
legitimate and trusted. While the nodes that send the
minimum number of trusted messages are considered
malicious and untrusted.

4) Deep learning models: The ANN, CNN, LSTM, and
GRU are trained on a given dataset, WSN-DS 2016.
ANN gives 90%, CNN gives 92%, LSTM gives 96%,
andGRUgives 97% accuracy. The CNNmodel extracts
the best features, which are used for classification.
It is a multi layered architecture where the layers work
well for feature extraction and classification purposes.
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FIGURE 1. Newly proposed 3-layered system model.
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FIGURE 2. Working steps of the system model.

While the ANN contains only three layers: input, hid-
den, and output. The hidden layer processes the given
input and forwards it to the fully connected neurons
where the output is generated [40]. Therefore, CNN
gives more accuracy than ANN. In the proposed work,
LSTM is employed for classification purpose. The
issue of gradient vanishing using explicit memory unit
is also solved by LSTM. Moreover, anything can be
memorized in LSTM using any weights. In this way,
LSTM memorizes and performs better than the pre-
vious models. Also, in LSTM, the gated mechanism
is used to store and pass the information to the next
layer. Moreover, LSTM has another feature for smooth
and uninterrupted flow of gradients during propagation,
which is called constant error carousel. GRUworks like
LSTM as it uses gates for the information control. GRU
is basically an updated version of LSTM having some
improvements [41].
Pseudocode: Malicious nodes’ detection
1. Routing = LEACH protocol
2. Routing data = load (Data.csv)
3. Data = Data.drop([’lable’])
4. label = label-encode (label)
5. Data = MinMaxScalar.fit_transform(Data) // Nor-
malize
6. Data, label = SMOTE.fit_resample (Data, label) //

Balance data
7. Data_Train, Data_Test, Label_Train, Label_Test =

train_test_split (Data, label, test size = 0.30, random
state=42) // Split data
8. Data_Train = reshape ()
9. Data_Test = reshape ()
10. ANN, CNN, LSTM, GRU // Apply models for
classification
11. Results
12. MND = RMCV // Find the trust of nodes
13. LNs = Obtained by DL and RMCV
14. Quality Routing = LEACH-DL, LEACH-RMCV,
HMGEAR-DL, HMGEAR-RMCV
15. Results
The information is transferred towards output using
two vectors. These vectors decide which information
should be passed to the output. To keep the infor-
mation for a long time, these vectors are trained.
However, GRU does not remove irrelevant informa-
tion. As compared to LSTM, GRU has only one hid-
den cell state. Therefore, it is more quick to train as
compared to LSTM [42]. GRU solves gradient van-
ishing problem using update and reset gate. If the
gradient shrinks, then it back propagates over time
and affects the learning, which makes the model
untrainable.
GRU gives the advantage over LSTM as it uses
less memory and works better than LSTM. GRU
also works faster than LSTM. On the other side,
the LSTM works better on the datasets having long
sequences.

5) Legitimate nodes: After MNs are detected using
RMCV and DL models, it is observed that the DL
outperforms RMCV. DL models find the maximum
MNs in the network and removes them. Moreover,
the legitimate nodes (LNs) identified by DL models
are registered in the blockchain network using a smart
contract.

D. TRANSMISSION TIME AND ENERGY CALCULATION
In the proposed model, the time for transmission, in the t-th
communication round, to the BS from the n-th client is given
using Equation 1 [43].

τ upn (t) =
γnin(t)

Blog2(1 +
Pn(t)hn(t)
BN0

)
, (1)

where the system bandwidth, transmission power of the n-
th node, noise power spectral density and the number of bits
are given by n-th node are given by B,Pn(t),N0 and γn.
In addition, Equation 2 gives the energy consumed by the n-th
node in the t-th communication round [43].

Eupn (t) =
Pn(t)γnin(t)

Blog2(1 +
Pn(t)hn(t)
BN0

)
, (2)
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TABLE 2. The identified problems mapped with the probable solutions and the performed validations.

E. DATASET DESCRIPTION
The selection of suitable dataset, known as WSN-DS 2016,
for sensor networks has been evaluated in [44] for MND.
Many datasets are available for MND like KDD99, UNSW-
NB15, CICIDS2017 [26], etc. However, these datasets lack
the features relevant to our network. The dataset used in the
proposed work is chosen because it has the best network flow
features. This dataset is generated using the LEACH protocol
in a WSN. It contains 19 features and 374662 instances.
These instances and features are generated by 100 nodes.
It is also a multiclass dataset, which includes one LNs’ class
and four attackers’ classes. Generally, there are different DoS
attacks that can be performed on a WSN. These attacks are
grayhole, black hole, TDMA, and flooding.

V. SIMULATION RESULTS
The simulation results and their discussion is the subject
matter of this section. The selection of a suitable dataset
is made for the evaluation of first two limitations L1 and
L2 as shown in Table 2. The network area is 100 x 100m2,
which consists of 100 nodes. The dataset is generated by
100 nodes that perform routing using LEACH protocol [39].
The DLmodels are trained on the given dataset to classify the
maliciousness of the routing nodes.

Initially, the preprocessing of dataset is performed in which
feature scaling or Min-Max normalization is performed to
convert the values into binary (0,1) form and handle the
missing values. Then synthetic minority over-sampling tech-
nique is used to balance the dataset. Afterwords, ANN, CNN,
LSTM, and GRU are trained on the preprocessed dataset.
Different performance parameters like accuracy, loss, true
positive rate (TPR), FPR, and receiver operator characteristic
(ROC), are used for the classification purpose. It is because
these parameters are mostly used for the classification pur-
pose as given in [46]. Moreover, RMCV is used to find the
trust of routing nodes. Whenever RMCV is employed, the
MNs are identified on the basis of their trust scores. TheMNs
are removed from the network and the simulations are per-
formed using the LNs only. It is to be noted that the number
of malicious and non malicious nodes vary from network to
network. After finding LNs using RMCV and DL models,
routing is performed using LEACH andHMGEAR protocols.
In our proposed model, the number of LNs given by RMCV
is 67 while the number of MNs is 33. Similarly, the number
of LNs given by DL is 90 while the number of MNs is 10.

TABLE 3. Parameters’ setting in CNN.

TABLE 4. Parameters’ setting in ANN.

TABLE 5. Parameters’ setting in GRU.

Tables 3, 4, 5 and 6 show the learning parameters. These
parameters control the learning process. From Table 3, it is
observed that CNN has 3 convolutional layers and 2 max
pooling layers. The number of neurons used in the first convo-
lutional layers is 32, in the second layer is 64, and in the third
layer is 128. Moreover, three types of activation functions are
used.

The first convolutional layer uses sigmoid activation func-
tion, second layer uses linear function and third layer uses
softmax function. Furthermore, categorical crossentropy loss
function is used for error calculation while stochastic gradient
descent optimizer is used for weight updation. The number of
epochs is set to be 30 while batch size is taken to be 128 in
the CNN.
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TABLE 6. Parameters’ setting in LSTM.

TABLE 7. Simulation parameters.

Table 4 shows the learning parameters used in the ANN.
4 dense layers are used in the ANN. The number of neurons
used in the dense layers is 64 in the first layer, 128 in the
second layer, 64 in the third layer and 5 in the forth layer.
Moreover, four types of activation functions are used. The
first dense layer used sigmoid function, second layer used
linear function, third layer used tanh function and forth layer
used softmax function. Furthermore, categorical crossentropy
loss function and stochastic gradient descent optimizer are
used. The number of epochs is set to be 30 while the batch
size is taken to be 128 in the ANN. Moreover, from Tables 5
and 6, it is observed that GRU and LSTM have 5 dense layers
and 100 neurons. The softmax activation function and cate-
gorical crossentropy loss function are used in these models.
Furthermore, the simulation parameters are given in Table 7.
In the comparison of ANN and CNN, CNN performs well

and gives 98% accuracy because it automatically detects the
important features from features’ list for classification. It is
best suited for large datasets and gives the best accuracy.
In ANN, each neuron is fully connected in every layer and
has to learn extra weight that consumes high computational
power. Whereas, the partially connected neurons in CNN
consume less computational resources. Therefore, accuracy
of ANN is 90%, which is less than that of CNN, similar to
the study in [47].

Figs. 5 and 7 show the loss during training and testing
of CNN and ANN models. The loss gradually decreases
because CNN performs well. The optimizer takes big steps
at the beginning and then starts to take the wavy steps. The
model minimizes the loss when it gets the best solution for
convergence. Figs. 6 and 8 show the model’s stability in terms
of how well the model performs and gives precise as well
as correct MND results. Accuracy of a model shows how
accurately it performs classification. In the proposed work,

FIGURE 3. Loss during training and validation of GRU.

FIGURE 4. Accuracy during testing and validation of GRU.

FIGURE 5. Loss during training and validation of CNN.

the accuracy of ANN is 90% while the accuracy of CNN
is 92%.

Figs. 3 and 4 depict the loss and accuracy of GRU model,
respectively. The differences between training and validation
loss as well as training and validation accuracy are perfectly
minimized in GRU due to the addition of a dropout layer in
GRU. Addition of dropout in GRUmakes it to perfectly avoid
overfitting and achieve better results, i.e., the accuracy and
loss obtained by GRU are 0.9668 and 0.0758, respectively.

Figs. 9 and 10 represent the loss and accuracy of the LSTM
model, respectively. The curves with blue color show the loss
and accuracy of LSTM in training stage while the orange
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FIGURE 6. Accuracy during testing and validation of CNN.

FIGURE 7. Loss during training and validation of ANN.

FIGURE 8. Accuracy during testing and validation of ANN.

color curves show the accuracy and loss during validation
phase. In these plots, the difference between training and
validation loss and accuracy are minimized due to the addi-
tion of a dropout layer into the LSTM model. Since dropout
is used to avoid models from overfitting issue, it is added
to avoid LSTM from overfitting. Thus, it is clearly shown
in Figs. 9 and 10 that overfitting is successfully avoided.
However, at the 14th epoch of the loss plot, the testing curve
slightly fluctuates and overfitting occurs, which shows that
the model is trained using batches with zero values. In this
work, the accuracy and loss of LSTM is 0.9647 and 0.0831,
respectively.

Moreover, Figs. 11 and 12 show how well the model dif-
ferentiates the positive class from the negative class. In the
figures, 0 represents the LNs’ class while others represent the

FIGURE 9. Loss during training and validation of GRU.

FIGURE 10. Accuracy during testing and validation of GRU.

FIGURE 11. TPR and FPR of CNN.

attackers’ classes. These figures also graphically represent
TPR and FPR. Both TPR and FPR are given in the form
of probability and correspond to the ROC. The ANN model
shows high sensitivity, particularity and area-under ROC-
curve (ROC-AUC). It also shows that how well the model
differentiates between the positive class and the negative
class.

Figs. 13 and 14 depict the ROC-AUC of the LSTM and
GRU, respectively. High ROC-AUC shows that the model
perfectly separates and classifies the classes. In this case, both
LSTM and GRU efficiently distinguish the five classes given
in the dataset due to their ability to avoid overfitting using
dropout regularization. In this way, they obtain generalized
results in MND and perfectly differentiates all the classes,
as shown in Figs. 13 and 14.
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FIGURE 12. TPR and FPR of ANN.

FIGURE 13. TPR and FPR of GRU.

FIGURE 14. TPR and FPR of LSTM.

Figs. 15, and 16 show the network behavior during routing
before and after MND. In networking, these parameters are
used to show the nodes’ performance as given in [5]. The
behavior of LEACH, LEACH-RMCV, and LEACH-DL is
similar because these all work in the same LEACH environ-
ment developed in Matlab [39]. It is worth mentioning that
both original LEACH ad HMGEAR are run for 100 nodes.
It is also very important to bring into the readers’ notice that
HMGEAR’s only that those concepts are implemeted which
are similar to LEACH. Moreover, as LEACH is implemented
inMATLAB, HMGEAR is also implemented inMATLAB in
the sameway as LEACH. After detection and exclusion of the
MNs, the LNs left are less than 100. That is why throughput
and delay of both LEACH and HMGEAR with N = 100 are
more than LEACH-RMCV, LEACH-DL, HMGEAR-RMCV,

FIGURE 15. (a) Delay using LEACH (b) Delay using HMGEAR.

and HMGEAR-DL with N < 100. The original LEACH and
HMGEAR calculates throughput and delay of both MNs and
LNs. Whereas, LEACH-RMCV, LEACH-DL, HMGEAR-
RMCV, and HMGEAR-DL compute these parameters for
LNs only. Similar is the case with HMGEAR, HMGEAR-DL
and HMGEAR-RMCV.

Figs. 15(a) and 15(b) show the delay that occurs due to
the presence of MNs in the network. It is because when
routing is performed using LEACH and HMGEAR, no MND
is performed. Therefore, the data transmission takes maxi-
mum time due to MNs in the network. After the detection
and removal of MNs using RMCV and DL models, routing
is performed in the presence of LNs only. Therefore, delay
is minimized. From the figures, it is observed that LEACH
with RMCV and HMGEAR with RMCV detect MNs more
accurately than other solutions.

Figs. 16(a) and 16(b) show the total throughput obtained
from the network in terms of rounds using LEACH, LEACH-
DL and LEACH-RMCV, and HMGEAR, HMGEAR-DL
and HMGEAR-RMCV, respectively. The MNs in the net-
work receive the data packets to send them towards destina-
tion. Therefore, without MND, both LEACH and HMGEAR
show maximum throughput. As compared to LEACH, both
LEACH-DL and LEACH-RMCV, due to the MNs’ removal,
exhibit less throughput. Similar is the case with HMGEAR,
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FIGURE 16. (a) Throughput using LEACH (b) Throughput using HMGEAR.

TABLE 8. Time complexity for training ANN, CNN, LSTM and GRU.

HMGEAR-DL and HMGEAR-RMCV. The routing is per-
formed only via LNs in LEACH-DL, LEACH-RMCV,
HMGEAR-DL and HMGEAR-RMCV. Consequently, LNs
send less number of data packets to the destination.

The rounds at which the first node dies in LEACH and
HMGEAR are depicted in Figs. 17(a) and 17(b). The life-
time of the first node is the smallest for both LEACH
and HMGEAR, and the largest for LEACH-RMCV and
HMGEAR-RMCV. The reason is that the proposed clustering
method effectively uses the network’s total energy and ulti-
mately helps in extending the network lifetime. In a CNN, the
number of features in each feature map is at most a constant
times the number of input pixels n (typically the constant is
less than 1). Convolving a fixed size filter across an image
with n pixels takesO (n) time. It is because each output is just
the sum product between k pixels in the image, and k weights
in the filter. Where k does not vary with n. Similarly, any max

FIGURE 17. (a) First node die using LEACH (b) First node die using
HMGEAR.

FIGURE 18. Average transaction cost during nodes’ registration.

or avg pooling operation does not take more time than linear
function in the input size. Thus, the overall runtime is still
linear [48].

Suppose that a NN contains n hidden layers, m training
examples, x features, and ni nodes in each layer. We tried to
find the time complexity for training a NN that has 4 layers
having i, j, k and l nodes, with t training examples and n
epochs. The overall result was O(nt ∗ (ij + jk + kl))O(nt ∗

(ij+ jk + kl)) [49], [50].
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FIGURE 19. Formal vulnerabilities analysis of smart contract.

Table 8 shows the time complexity of ANN, CNN, LSTM
and GRU during training.

The average transaction cost incurred while registering
LNs in the blockchain network using PoA consensus mecha-
nism is displayed in Fig. 18. PoA requires low transaction cost
than PoW because in this consensus mechanism, the nodes
do not have to solve the puzzle to become the miner node
as in PoW. The node having the highest authority in terms
of wealth becomes the miner in PoA. Whereas, in PoW, that
node is regarded as the miner node which succeeds in solving
the given puzzle. That is why nodes consume less energy
and have less computational cost as given in [5] and [51].
Ropsten environment is used for PoW while Rinkeby is used
for PoA [52].

Registration of the LNs is done in the blockchain to indi-
cate that these nodes are legal and a part of the blockchain
network.

When LNs are registered in the blockchain network, rout-
ing is performed by these LNs using LEACH protocol.

VI. SECURITY ANALYSIS
Blockchain is an emerging technology that is used in indus-
tries and other domains. This technology is useful in the
area of energy, education, health, etc., [5], [51]. However,
it is still vulnerable to various attacks. The main purpose
of the proposed model is to detect the MNs in the network
and remove them. To tackle the attacks and vulnerabilities,
a security analysis is performed. This security analysis evalu-
ates our proposed system’s robustness against various attacks,
discussed below.

A. VULNERABILITIES IN THE BLOCKCHAIN
The smart contract is a piece of code, which acts as a building
block of blockchain technology. The smart contract deals
with the SPOF issues. Moreover, the blockchain provides
security, transparency, immutability and authenticity of the
network. However, various attacks and vulnerabilities can
affect the blockchain. These possible attacks are re-entrancy

attack, callstack attack, double spending attack, etc. To pre-
vent the network from these attacks, the smart contract is
analyzed from security perspective using Oyente tool [51].
The proposed smart contract’s security analysis is given in
Fig. 19. The smart contract is written for the registration of
LNs in our network. The smart contract’s vulnerabilities are
as follows

1) RE-ENTRANCY ATTACK
It is the attack in which attacker executes the transaction mul-
tiple times and no interruption error occurs during the trans-
actions. The attacker calls the function repeatedly while other
functions are not allowed to be executed. In our proposed
work, the LNs are registered in the network. Moreover, the
authorized nodes store their data in the blockchain network
while unauthorized nodes are restricted from taking partin the
network. For this reason, this attack can not occur on the smart
contract.

2) TIMESTAMP DEPENDENCY
In the mining process, the miner generates the blocks, which
are added in the blockchain. This attack can occur due to the
presence of malicious miners who change the time required
for mining process. This attack is unable to happen on our
smart contract because the time dependent function is not
used in the smart contract. In the proposed work, PoA con-
sensus mechanism is used, in which each miner has the copy
of a ledger. When any miner makes any change in the ledger,
other miners will also be informed.

3) CALLSTACK DEPTH ATTACK
When any function is called from any other function in the
smart contract, its depth is 1023 frames. However, the MN
increases the frame size to 1024 and makes it unable to call
any other function. Therefore, when an LN calls the function,
it will fail because frame size is increased by one and the
smart contract will stop working. This attack is not possible
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on our smart contract. It is because no dependent functions
are used.

4) PARITY MULTISIG BUG
In this attack, the attacker attacks the account of a miner node
and performs multiple transactions, which make the autho-
rized nodes unable to perform their transactions. However,
Fig. 19 shows that there are no chances of this attack on
the smart contract. It is because no multiple transactions are
performed at a single time.

VII. CONCLUSION AND FUTURE WORK
This paper presents a three-layered architecture. The first
layer comprises aWSNwith bothMNs and LNs. At this layer,
LEACH performs routing and a data set is generated [44].
The second layer contains blockchain enabled RMCV and
DL models, which detect the MNs. At the third layer, quality
routing is performed both with LEACH and HMGEAR only
by the LNs found in the second layer. ANN, CNN, LSTM,
and GRU models are trained on WSN-DS 2016 dataset gen-
erated at the first layer. Simultaneously, the trained DL mod-
els also detect the MNs in the network. Additionally, when
MNs are removed from the network, the LNs are registered
in the blockchain using PoA consensus mechanism. In the
simulation results, it is shown that GRU gives 97%, LSTM
gives 96%, CNN gives 92%, and ANN gives 90% accurate
results. In addition, the transaction cost is calculated and it
is observed that less cost is consumed by PoA as compared
to the cost consumed by PoW. Moreover, security analysis
is performed, which shows that our blockchain network is
resilient against different vulnerabilities.

In the future, other DL models will be explored for nodes’
classification on even bigger data sets.
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