
International Journal of Advances in Intelligent Informatics ISSN 2442-6571 

Vol. 9, No. 2, July 2023, pp. 273-285  273 

        https://doi.org/10.26555/ijain.v9i2.976      http://ijain.org         ijain@uad.ac.id  

A hybrid model for aspect-based sentiment analysis on  

customer feedback: research on the mobile commerce 

sector in Vietnam 

Thanh Ho 

a,b,1,*

, Hien Minh Bui 

c,2

, Thai Kim Phung 

c,3

  

a University of Economics and Law, Ho Chi Minh City, Vietnam 
b Viet Nam National University Ho Chi Minh City, Vietnam 
c UEH College of Technology and Design (UEH-CTD), University of Economics Ho Chi Minh City (UEH), Vietnam 
1 thanhht@uel.edu.vn; 2 hienbui.192118003@st.ueh.edu.vn;  3 phungthk@ueh.edu.vn  
* corresponding author 

 

1. Introduction 
With today's Internet and e-commerce platforms explosion, online shopping has become easier and 

more convenient than ever. Mobile commerce applications have been rapidly developing. In Vietnam, 

four mobile commerce apps (i.e., Shopee, Lazada, Sendo, and Tiki) have the most visits on Google Play 

Store, with total monthly traffic of 143 million in Q4, 2020 [1]. In addition, a large amount of data from 

users represents online responses in the form of daily texts on mobile commerce applications. These 

reviews are a valuable resource for businesses to understand the users' experiences and opinions about 

products and services, which is helpful for both users and manufacturers [2]. However, it is becoming 

more difficult to identify the main patterns with the increasing number of comments every day. 

Therefore, an automated approach to extracting and summarizing the main patterns of online 

commentary is essential, with opinion mining through sentiment analysis (SA), specifically aspect-based 
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 Feedback and comments on mobile commerce applications are extremely 

useful and valuable information sources that reflect the quality of products 

or services to determine whether data is positive or negative and help 

businesses monitor brand and product sentiment in customers’ feedback 

and understand customers’ needs. However, the increasing number of 

comments makes it increasingly difficult to understand customers using 

manual methods. To solve this problem, this study builds a hybrid research 

model based on aspect mining and comment classification for aspect-based 

sentiment analysis (ABSA) to deeply comprehend the customer and their 

experiences. Based on previous classification results, we first construct a 

dictionary of positive and negative words in the e-commerce field. Then, 

the POS tagging technique is applied for word classification in Vietnamese 

to extract aspects of model commerce related to positive or negative words. 

The model is implemented with machine and deep learning methods on a 

corpus comprising more than 1,000,000 customer opinions collected from 

Vietnam's four largest mobile commerce applications. Experimental results 

show that the Bi-LSTM method has the highest accuracy with 92.01%; it 

is selected for the proposed model to analyze the viewpoint of words on real 

data.  The findings are that the proposed hybrid model can be applied to 

monitor online customer experience in real time, enable administrators to 

make timely and accurate decisions, and improve the quality of products 

and services to take a competitive advantage.  
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sentiment analysis (ABSA), posing a significant challenge. In particular, the Vietnamese language is a 

complex language that consists of a 29-character alphabet including Latin characters, using additional 

tones, such as accents (´), hypotenuses (`), question marks (ˀ), tildes (~), and heavy accents (.). 

Additionally, many borrowed words are derived from Chinese, French, and English [3].  

Various studies with machine learning approaches in sentiment analysis have been published. Yanuar 

Nurdiansyah et al. [4] suggested a system that utilizes the Naïve Bayes Classifier method to classify 

sentiment in Bahasa Indonesia movie reviews into two categories (positive and negative), with an average 

classification accuracy of 88.37%. Al Amrani et al. [5] proposed a hybrid approach to identify product 

reviews offered by Amazon using Random Forest (RF) and Support Vector Machine (SVM). Bolbol & 

Maghari et al. [6] conducted an experiment with various machine learning classifiers and found that 

Logistic Regression (LR) achieved the highest accuracy of 93% on the Arabic Tweets dataset. Other 

comparative studies used machine learning techniques (Naïve Bayes, SVM, Decision Tree, K-Nearest 

Neighbor, and Artificial Neural Network) to classify customer opinions [7]–[11]. Recently, deep learning 

approaches produced better performance than traditional machine learning. Peng et al. [12] employed 

Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM) [13], [14], and Convolutional 

Neural Networks (CNN) and the results have shown that CNN has reported the accuracy of 88.22%, 

RNN and LSTM have reported accuracy of 68.64% and 85.32% respectively. Li et al. [15] combined 

BERT+BiLSTM+CNN to classify sentiment on the Weibo text dataset and achieved the accuracy of 

92.4%.  

In Vietnamese, Nguyen et al. [16] used the PhoBERT model to classify sentiment-based stock article 

titles, with an accuracy of 93%. In another research, Nguyen et al. [17] proposed fine-tuning BERT 

method for sentiment analysis of Vietnamese Reviews, the results show that the BERT-RCNN model 

achieves the best result with the F1-score is 91.15%. In addition, Truong et al. [18] used the pre-trained 

model PhoBERT, with other fine-tuning techniques was achieved with an accuracy of 94.28% on the 

UIT-VSFC dataset. 

ABSA is an interesting research topic in the opinion mining field [19]. People tend to talk about 

many aspects in their comments about a product or service and provide many words with positive or 

negative connotations. Specifically, each comment will include the following four categories: (1) an 

aspect of a word that has a positive or negative meaning, (2) an aspect of many words with a positive or 

negative meaning, (3) many aspects of one word that have positive or negative connotations, and (4) 

many aspects of many words that have positive or negative connotations [20]. For example, “Lazada has 

a lot of discount codes, but app still many bugs to fix”. Here, users gave positive reviews of the “discount” 

aspect but negative reviews of the “app” aspect. Dealing with the comments that have many facets in 

sentences is an extremely challenging task.  

One of the early studies in the field of user opinion aspect mining was introduced by Hu & Liu [21], 

which is based on the frequency of occurrence of nouns and noun phrases to exploit aspects. 

Subsequently, various approaches have been studied, focusing on the aspect mining problem, with the 

most widely used approach being the rule-based approach [22], which extracts aspects based on the 

grammatical relationships of words in a sentence. An aspect extraction system [23] was introduced from 

products that considered nouns to be aspect terms and extracted them based on POS tagging and term 

frequency-inverse document frequency (TF-IDF) methods. Classification algorithms, such as Naïve 

Bayes and SVMs which have also been applied for aspect extraction. Mai & Le [24] proposed a sequence-

labeling approach that combines BiRNN and Conditional Random Fields (CRF) to concurrently extract 

opinion targets and detect their associated sentiments in smartphone-related datasets. Luc Phan et al. 
[25] give a suggested method for the Vietnamese aspect-based sentiment task is based on the Bi-LSTM 

architecture, using fastText word embeddings, their experiments demonstrate that this approach 

achieves the highest F1-scores of 84.48% for the aspect task and 63.06% for the sentiment task in 

Vietnamese Smartphone Feedback Dataset (UIT-ViSFD). 

In this study, a hybrid research model that combines aspect mining and comment classification is 

developed. We propose an experimental method for the model that consists of five main tasks: first, we 
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provide a Vietnamese customer reviews dataset in the e-commerce industry; Second, we offer dictionaries 

and techniques to address issues in pre-processing Vietnamese text; Third, we propose the Bi-SLTM 

model for text sentiment classification; Fourth, we identify aspects of the product and service that users 

comment on, such as positive or negative comments, using POS tagging based on the result of the 

proposed model’s output; Finally, we build a the dashboard to help managers gain deeper understanding 

of customers’ needs and preferences, thereby improving the level of customer satisfaction and 

expectations about products and services. Fig. 1 provides an overview of the hybrid research model. 

The remainder of this paper is structured as follows: Section 2 presents the methodology used in this 

study. Section 3 outlines the results and associated discussion. In this section, we detail our experiments 

and provide corresponding discussions. Finally, in Section 4, we summarize our work and discuss future 

directions for research. 

2. Method 
To build the hybrid model and research method, the secondary data from previous studies which are 

related to the research objectives of the article on topics of aspects extraction and sentiment analysis in 

the field of mobile commerce and others are surveyed and studied. Specifically, we surveyed the 

theoretical basis, analyzed business models, and proposed appropriate research models. And then, 

experimental research method will be applied to implement and evaluate the proposed model through 

the following stages: identifying business problems and collecting online comments from customers, 

cleaning data, integrating, and applying statistical methods, and employing machine and deep learning 

techniques for natural language processing to uncover hidden knowledge and insights. The implicit 

knowledge in the data is represented by the nuances in customer comments, specific aspects, and issues 

related to the nuances of words. Based on the results, recommendations related to business and 

management will be proposed. The proposed hybrid model for aspect-based sentiment analysis in Fig. 1 

includes 5 stages. 

 

Fig. 1. A hybrid model for aspect-based sentiment analysis (Source: Authors) 

2.1. Data Collection 
Python language with google_play_scraper library is used to collect data from Google Play Store, 

which includes over 1,2 million customer feedback on four mobile commerce apps (Shopee, Lazada, 

Sendo, and Tiki) from 2013 to 2022. The dataset is named VN_E-commerce_Review and is published 

at https://www.kaggle.com/datasets/hienbm/vietnamese-ecommerce-review. 

2.2. Data Pre-processing 
After observing the original data set, there are so much noisy data such as other words not in the 

Vietnamese alphabet, emoji, emoticons, teen code, missing accents, and abbreviations. Therefore, the 

study highly focuses on pre-processing. As a result, the accuracy of proposed model has improved 

efficiently. The results after pre-processing will be shown in Table 1, including: (1) Converting all the 

words to lowercase; (2) Removing words with hashtag (#), html (< >), url (http://), mention (@); (3) 

Removing characters number, punctuation, and strange characters that are not in Vietnamese alphabet; 

https://www.kaggle.com/datasets/hienbm/vietnamese-ecommerce-review
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(4) Removing elongated characters, duplicate and continuous words or phrases (e.g., “ok ok okkkkkk” -

> “ok”); (5) Removing duplicate emojis; (6) Adding Vietnamese accents with dictionary mapping 

utilizing Vietnamese dictionary words with "key" as the original word and "value" as the word without 

the accents. (7) Mapping teen code and abbreviation words with a dictionary (e.g. “thjk” -> “thích 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙”); 

(8) Removing extra white space; (9) Applying word tokenizer with pyvi library [26] (the library was 

published by Viet -Trung Tran) (eg: “tẩy chay” -> “tẩy chay boycott”). Table 1 shows the examples of 

the dataset before and after pre-processing. 

Table 1.  Dataset examples after pre-processing (Source: Authors) 

Original text (in Vietnamese) After pre-processing (in Vietnamese and English) 
dịch vụ tốt và nhiệt tình������������ dịch_vụ tốt  𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 và 𝑎𝑎𝑎𝑎𝑎𝑎 nhiệt_tình 𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢  

tuyet voi :))) tuyệt_vời 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 
rất tiện và chất lượng lắm... rất 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 tiện 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 và 𝑎𝑎𝑎𝑎𝑎𝑎 chất_lượng 𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞 lắm 𝑚𝑚𝑚𝑚𝑚𝑚ℎ 

đề nghị xử lý các shop lừa đảo đề_nghị 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 xử_lý 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑤𝑤𝑤𝑤𝑤𝑤ℎ các shop 𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜 lừa_đảo 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 

2.3. Modeling 
This study not only intends to build a novel technique to improve sentiment classification on 

comments using the Bi-LSTM model, but it also aims to conduct a sentiment dictionary and extract 

aspects based on sentiment. The structure of the suggested model is explored in detail in this section. 

Fig. 2 depicts the general structure of the Bi-LSTM model. 

 

Fig. 2.  The architecture of Bi-LSTM model (Source: Authors) 

After pre-processing, the dataset is divided into 3 sets as input data: a training set with 1,039,240 

reviews (~80% of random data), a validation test set with 129,905 reviews (~10% of random data 

remaining), and a test set with 129,905 reviews (~10% of random data remaining). The label results have 

scores from 1 to 5, and then we divide them into 3 groups corresponding to scores 1-3 as Negative and 

scores 4-5 as Positive [26]. Fig. 3 shows the number of text reviews for each class for the training, 

validation, and test sets. 

 

Fig. 3.  The number of text reviews for training, validation, and test sets  
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Embedding layer takes the integer-encoded vocabulary and looks up the embedding vector for each 

word index. The embedding layer using training samples from the VN_E-commerce_Review dataset is 

trained rather than a pre-trained embedding word model such as word2vec [27] or GloVe [28]. In this 

study, we used an embedding layer given by Keras with a set of 32,526 unique vocabularies, with each 

word is embedded in a 30-dimension vector space.  

Bi-LSTM layer is an extension of the LSTM models that combine Bi-RNN models and LSTM 

units to capture the context information. In the first round, an LSTM is applied on the input sequence 

(i.e., forward layer). In the second round (i.e., backward layer) of the LSTM model, the reverse form of 

the input sequence is fed into the LSTM model [29]. Using the LSTM twice improves the learning of 

long-term dependencies, which allows it to learn the context more efficiently. The architecture of Bi-

LSTM is illustrated in Fig. 4. 

 

Fig. 4.  The architecture of Bi-LSTM [30] 

Sigmoid function is equivalent to a 2-element Softmax, with the second element being assumed to 

be zero. The output of the sigmoid function is always within a range between 0 to 1: 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥) =  1
1+𝑒𝑒−𝑥𝑥

   (1) 

2.4. Hyper-parameter setting 
Hyperparameter tuning is a crucial step in improving model performance. This method involves 

modeling the relationship between hyperparameters and the model's performance using a probabilistic 

model. The model is iteratively updated based on the performance of the evaluated hyperparameters, 

resulting in a more efficient search of the hyperparameter space. It can prevent overfitting or underfitting 

and selects the best model as the final model. In this study, we tune four different hyperparameters 

below and optimize the accuracy. After that, the Bayesian optimization function from Keras Tuner [30] 

for hyperparameter tuning is used. The objective of parameter is set to "val_accuracy" and the 

"max_trials" parameter is set to 50, which means that the optimization function will attempt to optimize 

the validation accuracy by trying a maximum of 50 different combinations of hyperparameters. Table 2 

describes the best hyperparameter values in the proposed model. 

2.5. Metrics 
Confusion matrix is applied to evaluate the model. It is a matrix with the number of True Positives 

(TP), True Negatives (TN), False Negatives (FN), and False Positives (FP). The metrics that are most 

widely used for evaluation are described as follows: 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

   (2) 

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =  𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

   (3) 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =  𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

   (4) 
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𝐹𝐹1 − 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  2∗𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝∗𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝+𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

   (5) 

Table 2.  Hyper-parameters setting 

Parameters Values Search space 
Embedding dimension 30 - 

Filter 256 

Values between 32 and 512 (inclusive) in steps of 32. These represent 

the number of units in a neural network layer 

(LSTM) dropout 0.5 

Values between 0.1 and 0.5 (inclusive) in steps of 0. These represent 

the fraction of input units to drop in a neural network layer. 

Bi-LSTM output size 512 - 

Activation tanh 

One of two values "tanh" or "relu". It represents the activation 

function to use in a neural network layer. 

Batch size 256 - 

Number of epoch 100 - 

Batch normalization Yes - 

Loss function binary_crossentropy - 

Optimizer Adam - 

Learning rate 0.002 

Values between 1e-5 and 1e-1 (inclusive). We use logarithmic 

sampling to explore the search space that represents the learning rate 

of a neural network optimizer. 

2.6. Building sentiment dictionary and extracting aspects by using POS tagging method 
POS tagging stands for “Part-of-Speech tagging”. It is a process in natural language processing that 

involves assigning a part of speech (such as noun, verb, adjective, etc.) to each word in a sentence. The 

process involves analyzing the grammatical structure of the sentence and identifying the role of each 

word in the sentence. In this study, to apply the technique of labeling from type, we used the pyvi library 

[31], which is considered one of the libraries with the best results for natural language processing in the 

Vietnamese language, with a F1 - score of 0.925. 

2.7. Building sentiment dictionary 
Based on using the POS tagging method and the results of model classification, we built a dictionary 

to classify positive and negative nuances. The dictionary was built by filtering adjective words in the 

dataset and determining their frequency of occurrence with respect to the rating score to assign them to 

either the positive or negative group. If a word's frequency of occurrence in one group is more than the 

other, it will be classified into that respective group. Table 3 shows some examples of words classified as 

positive or negative. 

Table 3.  Example of nuance words (Source: Authors) 

word (in Vietnamese and English) pos_tag negative positive 
tốt 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 A 4.68% 95.32% 

nhiều 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 A 41.37% 58.63% 

tuyệt_vời 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 A 1.41% 98.59% 

nhanh 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 A 12.43% 87.57% 

rẻ 𝑐𝑐ℎ𝑒𝑒𝑒𝑒𝑒𝑒 A 16.69% 83.31% 

ok 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 A 6.43% 93.57% 

tuyệt 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 A 1.87% 98.13% 

cao ℎ𝑖𝑖𝑖𝑖ℎ A 58.91% 41.09% 

đúng 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 A 46.85% 53.15% 

tệ 𝑏𝑏𝑏𝑏𝑏𝑏 A 96.08% 3.92% 

tiện_lợi 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 A 2.94% 97.06% 

hài_lòng ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 A 5.96% 94.04% 
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2.7.1. Aspects Extraction 

The aspects by filtering the most frequently occurring noun words in the dataset were extracted that 

are related to segments such as goods, price, customer care, and customer experience UX/UI, etc. The 

aspect-based sentiment extraction results are presented in Table 4. 

Table 4.   Example of aspect based on nuance words (Source: Authors) 

Word (in Vietnamese and English) pos_tag 
hàng 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 N 

người 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 N 
sản_phẩm 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  N 
cửa_hàng 𝑠𝑠ℎ𝑜𝑜𝑜𝑜 N 

tiền 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 N 

ứng_dụng 𝑎𝑎𝑎𝑎𝑎𝑎 N 

chất_lượng 𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞 N 

hàng 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 N 

phí 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 N 
giá 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 N 

3. Results and Discussion 

3.1.Experimental setup 
Colaboratory Pro which is released by Google for all data pre-processing, training, and testing: 24GB 

of Reading Access Memory (RAM), GPU Nvidia Tesla P100-PCIe-16GB, and Intel(R) Xeon(R) CPU 

@ 2.30GHz. To train the model, the binary cross-entropy [32] for the loss function is applied: 

Λοσσ = −∑ 𝑦𝑦𝑜𝑜,𝑐𝑐 λογ(𝑝𝑝𝑜𝑜,𝑐𝑐) ,Μ
χ=1    (6) 

In the given equation, M represents the total number of classes, log refers to the natural logarithm, 

𝑦𝑦𝑜𝑜,𝑐𝑐 is a binary indicator taking values of either 0 or 1,  representing whether class label c is the correct 

classification for observation , and 𝑝𝑝𝑜𝑜,𝑐𝑐 is the predicted probability that observation o belongs to class c. 

For the optimizers, the optimal Adam method [33] with learning rate equal 0.002 is applied. The 

number of epochs is set to 100 with EarlyStopping to monitor the metric val_accuracy, and patience 

equals 15. This means stopping training when the monitored metric has stopped improving after 15 

epochs in a row. Fig. 5 displays the accuracy and loss training histories. 

 

Fig. 5.  The training history of the accuracy and the loss (Source: Authors) 
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3.2. Experimental results 
After training, the test data set is used to assess the performance of the proposed model. Fig. 6 shows 

the result in confusion matrix. 

 

Fig. 6.  The confusion matrix (Source: Authors) 

Table 5 illustrates the accuracy, precision, recall, and F1-score values for the proposed technique in 

comparison to conventional machine learning, as well as the assessment findings for both before and 

after pre-processing. 

Table 5.  Performance Comparison of Bi-LSTM Model (Source: Authors) 

Model 
Original After pre-processing 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

Naïve Bayes 88.78 92.59 92.15 92.37 89.15 92.65 92.63 92.64 

SVM 90.28 92.3 94.72 93.49 90.53 92.55 94.78 93.65 

Logistic regression 90.49 92.37 94.95 93.64 90.75 92.61 95.04 93.81 

LSTM 91.81 93.69 95.31 94.49 91.95 93.94 95.22 94.58 

Bi-LSTM 91.73 93.99 94.85 94.42 92.01 94.07 95.17 94.61 

 

After obtaining the results, the Bi-LSTM method is the most suitable for the dataset used in this 

study, with an accuracy of 92.01% and F-score of 94.61% after pre-processing step, which are higher 

than the remaining methods and before pre-processing. 

3.3. Bussiness application 
After implementing the labeling model from categories using the POS tagging method, Fig. 7 show 

the analysis of positive and negative sentiment trends in detail, including the total number of comments 

in the nine years from 2013 to 2022 covered by the corpus, with the Lazada application having the 

highest total number of comments (530,055), of which there were 410,021 (accounting for 77.35%) 

positive comments (sentiment = 1.0) and 120,034 (22.65%) negative comments (sentiment = 0.0). The 

Shopee application ranked second with a total of 518,716 comments, with 352,094 positive (67.88%) 

and 166,622 negative comments (32.12%). In third place, the Sendo application had a total of 179,321 

comments, with 143,170 positive (79.74%) and 36,368 (20.26%) negative comments. Lastly, Tiki 
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application had a total of 70,602 comments, with 52,310 positive (74.09%) and 18,292 negative 

comments (25.91%). 

Fig. 7 shows that most applications have a decreasing trend of a positive proportion and have an 

increasing negative proportion of comments from 2019 to 08/2022. 

 

Fig. 7. The total numbers of positive and negative comments on the four applications from 06/2013 to 08/2022  

Dive into more detail, Fig. 8 presents the top 10 words with positive nuances in the period (01/2018 

- 08/2022). “Good” was the word most appreciated by users on all four applications, with Lazada having 

the most comments from 2018-2021. Followed by words such as “multiple”, “excellent”, “fast”, “cheap”, 

“okay”, “great”, “true”, “better”, and “happy”. 

 

Fig. 8. Top 10 words with positive nuances in the period (01/2018 - 08/2022) 

The template is designed so that author affiliations are not repeated each time for multiple authors 

of the same affiliation. Please keep your affiliations as succinct as possible (for example, do not 

differentiate among departments of the same organization). This template was designed for two 

affiliations. 

Fig. 9 shows the top 10 negative words in the period (01/2018 - 08/2022). In 2022, for the Shopee 

app, the negative words to care about were “bad”, “long”, “different” and “slow” with more than 1000 

occurrences more than the rest of the top 10 words. For the Lazada, words with an occurrence number 

above 1000 were "bad". The negative words that Tiki needs to pay attention to include “bad”, “long”. 

 

Fig. 9. Top 10 negative words in the period (01/2018 - 08/2022)  

In terms of words with a nuance-related aspect, Fig. 10 shows the top 10 words in the period (01/2018 

- 08/2022) for the four applications including “app”, “order”, “cost”, “customer”, “error”, “voucher”, 

“advertising”, “phone”, “time”, and “pr*ck”. Based on the 2022 data, the positive and negative related 

aspects that all four applications need to care about are as follows “app”, which includes feedback 

regarding the use of the application, ease of use, access speed, and the response on applications. This 

aspect group had the highest occurrence frequency in the top 10 aspect-related words. 
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Fig. 10. Top 10 aspects related to positive and negative nuances in the period (01/2018 – 08/2022)  

3.4. Discussion 
The experimental results have clarified the research model in Fig. 1 for the analysis of positive and 

negative aspects and nuances of customers toward mobile applications of commercial shops through 

feedback, comments, and reviews. In particular, when analyzing aspects related to negative nuances, the 

results show that the majority of opinions focus on six main issues related to the shops’ products and 

services: (1) product quality is not as advertised; (2) the process of returning products is difficult and 

time consuming such that customers do not know when they will be refunded; (3) the mobile application 

is difficult to use; (4) when there is a response, the customer calls the switchboard and waits for a long 

time; (5) service attitude errors of staff, as there are promises that are not fulfilled; (6) the transportation 

of goods causes damage and long waiting times. 

Based on customer feedback, the study also analyzed and found six solutions that can be 

recommended for shops to improve product and service quality based on the positive aspects and nuances 

deduced from the customers’ opinions: (1) reminding about and taking proactive measures against stalls 

in stores; (2) updating customers on a regular basis about the product return process, what stage the 

return is in, and when to refund and through which channels; (3) providing specific instructions for 

customers via video, images, or directly on the mobile application when the customer makes a return or 

complaint; (4) preparing staffing plans during peak hours or promotional campaign days to always have 

sufficient numbers of customer support staff. In the future, stores should develop a system of call centers 

that automatically receive and answer calls or build AI chatbots to support customers in a timely manner; 

(5) provide continuous reviews of quality monitoring, listening to call recordings until the end, and 

viewing replies to emails and messages. Moreover, shops should identify common mistakes and provide 

training sessions for employees to follow the correct process, learn how to control emotions, and help 

them better understand customer wishes; (6) continuous checks of the shipping process, stowage, and 

the shipper’s performance through customer reviews. In addition, there should be detailed instructions 

on how to pack items so that stores selling on mobile applications can properly pack products. 

4. Conclusion 
Based on the research and analysis results from our dataset of customer opinions about e-commerce 

products and services from the four largest mobile commerce applications in Vietnam (i.e., Lazada, 

Shopee, Sendo, and Tiki) on the Google Play Store from 01/2013 to 08/2022, the experimental results 

demonstrate that the proposed Bi-LSTM model achieved the best model among all existing models, 

with a high F1 score of 94.61%. The result of the Bi-LSTM model can be attributed to its ability to 

learn long-term dependencies and understand the context of the text, which is crucial in identifying 

sentiment. Additionally, the study obtained research results of scientific and practical significance with 

the following contributions: (1) providing a dataset of customer reviews specific to the Vietnamese e-

commerce industry; (2) developing dictionaries and techniques to address pre-processing issues with 

Vietnamese text; (3) proposing a hybrid model for classifying sentiment and extracting aspects of 

products and services from reviews. These results have significant implications for both researchers and 

businesses. For instance, the model can be employed to build dashboards to monitor online customer 
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experiences in real-time, assist administrators in making timely decisions, enhance the quality of 

products and services, and improve customer satisfaction. 

The study has some limitations that could be addressed in future research. The model focuses on 

considering the positive and negative nuances and did not analyze neutral nuances. To expand the 

model’s capabilities: (1) planning to incorporate more neutral nuances in the Vietnamese language; (2) 

improving the feature extraction for the network. An integrated word embedding approach may produce 

better results; (3) using pre-trained models and applying them to large datasets. 
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