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Abstract 

Laser milling is a recent technology adopted in rapid prototyping to produce tool, mould and polymer-based microfluidic devices. In this process, 
a laser beam is used to machine a solid bulk, filling the area to be machined with a number of closely spaced parallel lines. Compared to traditional 
machining, this method has some advantages, such as: greater flexibility of use, no mechanical contact with the surface, a reduction in industrial 
effluents, a fine accuracy of machining, even with complex forms, and the possibility to work different kind of materials. While it is relatively 
easy to predict the depth of the area worked, the surface roughness is more difficult to predict due to the materials behaviors at microscopic level. 
This is truer when polymer processing is considered due to the local thermal effects. The paper addresses the application of an artificial neural 
network computing technique to predict the depth and the surface roughness in laser milling tests of poly-methyl-methacrylate. The tests were 
carried out adopting a CO2 laser working in continuous and pulsed wave mode. The obtained results showed a good agreement between the model 
and the experimental data. As a matter of fact, despite the thermal degradation that occurs on the PMMA surface, neural network processing 
offers an effective method for the prevision of roughness parameters as a function of the adopted process parameters. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of 48th CIRP Conference on MANUFACTURING SYSTEMS - CIRP CMS 
2015. 
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1. Introduction 

Laser milling is a recent technologies adopted in rapid 
prototyping to produce tool and mould [1-4]. Furthermore, it is 
also an effective technique to obtain polymer-based 
microfluidic devices [5-10]. In laser milling technique, a laser 
beam is used as a tool to machine a solid bulk, following 
predetermined patterns [4-19]. The material removal occurs 
layer by layer. Each layer is obtained by filling the area to be 
machined with a number of closely spaced parallel lines, 
sequentially machined in the materials. The thickness of the 
single layer is thin, so, in order to obtain a deep profile, the 
process has to be repeated up to the required depth. During the 
process, the geometry of the etched area can be changed in 
order to obtain complex profile (2D ½ sculpture). Compared to 
traditional machining processes, laser milling offers several 
advantages, including: greater flexibility of use, no mechanical 
contact with the surface, no tool wear, a reduction in industrial 
effluents (i.e. no acid, solvent or dielectric oils are required), a 

fine accuracy of machining, even with complex forms, and the 
possibility to work different kind of materials such as metals 
[11-14], wood [17], composite [18], ceramics [4,19] and 
polymers [7-12]. 

However, the Material Removal Rate (MRR), the heat 
affected zone, the surface roughness, as well as, the interaction 
phenomena occurring during the milling process, strictly 
depend on the material properties, the laser source 
characteristics, comprises the wavelength, and the process 
parameters [4-19]. In a previous works, the authors have shown 
that the depth and the machined volume linearly depend on the 
total amount of released energy [11-14, 17, 18]. On the 
contrary, the surface roughness depends in a complex way on 
average power, adopted step, the wave mode and the scanning 
speed [7-18]. Consequently the roughness estimation involves 
the knowledge of the different mechanisms of surface 
formation and their dependence on the process parameters. 
Since the material removal is based on the realization of single 
grooves placed one alongside one another, the development of 
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a model, able to estimate the depth and the roughness, starts 
from the estimation of the shape of the groove as a function of 
the process parameters. In [5] an experimental model for the 
channel depth prediction as a function on the process 
parameters was presented. The model assumes that the ablated 
material depth is proportional to the amount of heat (Q) that is 
available to vaporize the polymer material. This heat is given 
as the absorbed energy (Qin) coming from the laser that is higher 
than a certain threshold (Qth), i.e.: 

 
 (1) 

 
where k is a proportionality constant that is related to the 

vaporisation energy of the material. While the term (Qth) 
represents the threshold heat i.e. the energy losses in the process 
needed to heat up the irradiated spot and its surroundings before 
ablation begins, as well as the energy that is lost due to heat 
conduction into the surroundings. 

This type of relationship is very effective, because allows to 
directly related the depth to the released energy. Furthermore, 
it can be directly applied the prevision of the pocket depth 
obtained in laser milling for different materials, such as metals 
alloy [11-14], wood [17], composite [18], ceramics [4,19] and 
Poly-Methyl-MethAcrylate PMMA [11,12]. 

In [7] L. Romoli et al. present an empirical formulation in 
order to predict the groove width as a function of Average 
Power/Scan Speed ratio (Pa/Ss), the beam spot diameter, a 
threshold energy below which no vaporization occurs by the 
equation and an experimental constant. The models have been 
applied in [8] to predict the depth and Rt roughness parameters 
of the machined area. It was assumed that the groove generated 
on the material had a triangular shape. This assumption goes 
well when using high ratio Pa/Ss, like in [7-8], while does not 
fit to reality when the ratio Pa/Ss is low and the shape of the 
groove is more similar to a half circle, like as in the present 
study, Fig 1. In the real process, the groove shape depends on 
the energy distribution of the laser, and, for a laser source with 
a Gaussian energy distribution, is very close to the shape of the 
energy distribution (i.e. a Gaussian shape).  

In [9] Jensen et al. suggest to model the groove shape by 
fitting the Gaussian function to the profile of a channel created 
by a single pass of the laser beam. Then the overall profile 
obtained in the milling process could be calculated by the 
superposition of the groove produced in each beam travel. 
However the model was not applied to predict the roughness. A 
similarly approach was adopted in [12]. In this case the 
geometry of the single groove was estimate adopting a semi-
empirical model able to estimate the groove shape. Then, the 
profile of the etched area were predicted by superposition of the 
grooves geometry estimate by the semi-empirical model based 
on energy considerations. From the results a good agreement 
between the estimates etched area depth and the experimental 
data were found. 

 

Fig. 1. Section of groves obtained at CW mode, Pa=30W and a scan speed 
(mm/s) of: (a) 25; (b) 50; (c) 100; (d) 200. 

 

Fig. 2. Images of samples obtained at CW mode, Pa=30W and (a) Ss=600 
(mm/s) step=0.05 mm; (b) Ss=50 (mm/s) step=0.2 mm. 

However, the proposed model was not able to estimate the 
roughness because does not take in account the thermal damage 
that occurs into the material. As a matter of fact, the resulting 
roughness depended only partly on the pure ablative terms, and 
the model does not take in account the consequence of phase 
transformation and polymer degradation phenomena. The 
increase of the temperature, due to the energy lost by heat 
conduction produces different phenomena in the surrounding of 
the machined area, such as: melting, softening and relaxation 
and bubbling/boiling [20-23]. The viscous material is pushed 
and ejected by the gas vapour phase produced during the 
ablation. This material is resolidified at the side of the groove 
producing bulges at the rim of the groove [12, 20-22]. The 
material, due to the temperature increase, produces relaxation 
in the molecular chain, with consequent change in the machined 
profile. During the machining, the decomposition of PMMA 
occurs also in the molten and in the softened phase, 
consequently vapour phase may be formed and may expand 
from the internal regions of the polymer. The volatile 
decomposed products nucleate within the liquid and PMMA 
layer forming bubbles that increase in size and finally explode 
on the surface producing porosity [12, 21-23] as visible in Fig 
2, where images of etched surfaces obtained in different 
conditions are reported. All these phenomena involve a change 
in the geometry of the pocket at the micro level which is 
reflected on the final roughness.  

On the other hand, the ability of the Artificial Neural 
Network (ANNs) in the prediction of complex systems is well 
known. ANNs are able to learn from examples, understand the 
environment in which they operate by finding functional 
relationships among different given inputs and, eventually, 
produce an output. D’Addona et al. [24] investigated the ANN 
performances in the forecasting of cutting tool wear of Ni-base 
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alloy components. The accurate correct prediction of such 
outputs, might allow the right selection of working parameters. 
Leone et al. [25] conducted studies to predict the residual stress 
strength of glass fibre-reinforced plastic beams pre-fatigued via 
the training of ANNs and taking as input the acoustic emission 
(AE) signal recorded during the process. In order to define the 
best process parameters, Xu et al. [19] predicted the laser 
milling quality of A12O3 ceramics with ceramics features, by 
relating process input features with the milling parameters 
depth and width.  

The present paper addresses the application of an Artificial 
Neural Network (ANN) computing technique to predict the 
depth and the surface roughness in laser milling tests of poly-
methyl-methacrylate. The tests were carried out adopting a CO2 
laser working in continuous and pulsed wave mode, CW and 
PW respectively. Several ANN configurations were trained to 
optimize the forecast of the milling parameters. In this study 
are presented two different ANN training functions, which 
were trained with different methods and network 
configurations.  

The obtained results showed a good agreement between the 
model and the experimental data. As a matter of fact, despite 
the thermal degradation that occurs on the PMMA surface, 
neural network processing offers an effective method for the 
prevision of roughness parameters as a function of the adopted 
process parameters. 

2. Equipment, material and experimental procedures 

2.1. Equipment 

The tests were performed using a sealed 30W RF excited 
CO2 laser source (Fly 30 CO2 by LASIT) working at the 
fundamental wavelength of 10˙600 nm. The laser beam is 
moved through two galvanometric mirrors, then it is focused 
by a “flat field” lens with a focal length of 100 mm onto the 
sample surface. The laser system is computer controlled, which 
allows the generation of the geometric patterns and the set up 
of the process parameters: average power (Pa); scan speed (Ss); 
wave mode: continuous wave and the pulsed wave and, in the 
pulsed regime, the pulse frequency (F). In pulsed wave mode, 
for a fixed average power, the pulse energy (i.e., the energy 
released in a single pulse, also namely Pe) depends on pulse 
frequency by way of the well known relation: Pe=Pa/F. Pulse 
energy, together to the pulse power, plays a central role in laser 
machining and micromachining since they determine the laser 
beam-material interaction mode, the amount of machined 
volume, the roughness and thermal damage extension [11-19, 
26-29]. 

Accordingly, it was chose to use two different conditions for 
the PW regime, corresponding to the two frequencies: 2 and 15 
kHz. At these frequencies, the two pulse energy values, far 
from each other, of 13.8 and 1.9 mJ were obtained. On the other 
hand, it is worth noting that frequency and scanning speed 
affect the so-called overlapping factor that is another critical 
parameter for pulse laser applications. Table 1 shows the 
detailed characteristics of the laser system. 

2.2. Materials 

The adopted material was a commercial (PMMA) plate, 3 
mm in thickness. This material is especially advantageous for 
this application thanks to the perfect mix of features, such as: 
high absorptions of the radiation at the CO2 wavelength (about 
92% at 10˙600 nm [5, 30]), low heat capacity and low heat 
conductance, low transition temperature (in the range of 95- 
120°C [31]), and low degradation temperature (350 – 380 °C). 
When irradiated by the laser beam, the PMMA absorbs about 
all the radiation and rapidly increases its temperature up to the 
degradation one. At this temperature, vaporization occurs by 
random breaking and end-chain scission, producing a volatile 
phase made of PMMA monomers and CO2 vapours [10, 32, 
33]. The process without any chemical degradation or 
carbonisation occurs, so it is called non-charring pyrolysis [34]. 
Consequently, the process is very efficient (it mean that the loss 
in energy is very low), and the machined surfaces could be 
smooth, clean and HAZ free [6, 20, 21]. 

2.3. Experimental procedures 

The experimental tests were carried out etching pockets of 
10x10 mm2 on PMMA samples of 60x60x3 mm3 in size. On 
each sample, 9 areas were etched at the maximum average 
power (Pa), by filling the area with parallel lines, changing the 
parameters: wave mode (CW or PW), scan speed (Ss), space 
between the parallel lines (step or st). The adopted process 
parameters were selected on the basis of preliminary tests, 
taking in account also the released energy. In particular, to 
avoid the beam defocusing, and then an excessive decrease of 
the energy density, the energy released during the overall test 
was limited at 300 J. This results in the selection of an 
appropriate combination of Step and scanning speed. In Table 
3 the adopted process conditions for the milling tests are 
reported, while in Fig. 1 the typical appearance of a sample and 
tasks are reported. No less of 4 samples were carried out for 
each process condition. To measure the depth of the pocket and 
the roughness, a 3D Surface Profiling System (Talysurf CLI 
2000 from Taylor Hobson).  

Table 1. Laser source characteristics. 
Characteristics Value Units 
Source type RF excited CO2 (Fly 30 CO2) -- 
Wavelength  10˙600 [nm] 
Nominal average power  30 [W] 
Pulse frequency  CW or 1-10 [kHz] 
M2 factor ≈ 1.2 -- 
Focal length  100 [mm] 
Declared focal spot   ≈ 220* [μm] 

Table 2. Process condition adopted in the milling test. 

Regime 
Step 
[mm] 

Scanning speed 
[mm/s] 

Released energy 
[J] 

CW 
 
PW 2 kHz 
 
PW 15 
kHz 

0.05 
600 100 
1200 50 

0.1 
300 100 
600 50 

0.2 

50 300 
75 200 
150 100 
300 50 
600 25 
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The system was equipped with an inductive gauge 2 μm 
radius diamond stylus, was adopted. Profiles of 14 mm in 
length were acquired orthogonally to the beam direction over 
the whole pocket profile. An axis resolution of 0.5 μm, a lateral 
resolution of 0.5 μm and a vertical resolution of 8.28 nm were 
adopted. No less than 4 profiles were recorded for each pocket. 
In order to discriminate the different surface characteristics, the 
arithmetic mean of the deviations from the mean (Ra) and the 
total height of the roughness profile (Rt) were adopted. 

2.4. Neural network configuration set-up 

In order to predict the best output, from a given input, it was 
chosen to work with Back Propagation Neural Networks (BP 
NN) [35], because they are able to understand functional 
relationships between given inputs and outputs [36]. 

The casadeforwardnet (CFN) function is a BP NN, which 
has the following MATLAB R2014b syntax: 

 
cascadeforwardnet(hiddenSizes,trainFcn) (2) 

The particularity of the cascadeforwardnet function is a 
weight connection from the input and every previous layer to 
the following layers and the three-layer network also has 
connections from the input to all three layers. The CFN was 
trained with the Training-Validation-Testing (T-V-T), by 
setting the Training as the 70% of the input data, Validation as 
the 15% and Test as the remaining 15%, while the best number 
of hidden nodes was chosen by trial, as indicated in Table 3. 
MATLAB randomly divides these three sets. 

To achieve the best ANN performances [36], they have been 
also trained by using the newcf (N_CF) function, which is a BP 
NN, and it was also run in MATLAB R2014b, according to the 
following code: 

 
net = newcf (P’, T’, [S1 Si], {TF1 TF2…TFN}) (3) 

Where: 
• newcf: function to create a cascade-forward BP network; 
• P’: to transpose input matrix or array: R x Q1 matrix of Q1 

sample R-element input vectors; 
• T’: to transpose target matrix or array: SN x Q2 matrix of Q2 

sample SN-element input vectors; 
• Si: number of input and output layers: size of ith layer, for N-

1 layers; 
• TFN: to transfer function of the ith layer. 

The formula in (3) returns a three-layer cascade-forward BP 
network: as setting, it was chosen as transfer function, between 
input and hidden layer, the tangent sigmoid, while, to produce 
the output a linear function was chosen. The best number of 
nodes were chosen by trial, as shown in Table 3. The size of 
the output layer varied among 1, 2 and 3: it depended by the 
type of chosen output: one to predict the single value of Ra, Rt 
and depth, two for the simultaneous prediction of Ra and Rt, 3 
to predict simultaneously Ra, Rt, depth. The ANN input 
parameters consist of time, scan speed, wave mode, steep, 
average power and total released energy. 

The input data matrix was pre-processed by randomly 
applying a noise (±2.5%) to the input values of scan speed, 
wave mode, steep, average power and total released energy. 

This procedure was required to avoid overfitting problems, 
which might be caused by the large size of the input matrix. 

In order to test the performances of the newcf ANNs, the 
leave-k-out (L-k-O) method was been applied by setting k = 1, 
and this means that the Training phase was carried out with the 
full input matrix, with the exception of the testing row k. 

In Table 3 the configuration of the tested ANN are 
summarised. The ability to estimate the depth and the 
roughness of the ANNs, was estimate by mean of the parameter 
"successful rate percentage" (Sr%) calculated as: 

 

 (4) 

Sr% was calculated as the percentage of the ones’ 
complement of the Mean Absolute Percentage Error (MAPE) 
[37], where Ak is the actual value, Fk the predicted one and n 
the dimension of training set. The MAPE indicates the 
accuracy as a percentage of data. 

Table 3. Tested ANN configuration. 

ANN ID NET Nodes Method % training k Tr. set 
1 CFN 5 T-V-T 70-15-15 # 114 
2 CFN 33 T-V-T 70-15-15 # 114 
3 CFN 25 T-V-T 70-15-15 # 114 
4 CFN 40 T-V-T 70-15-15 # 114 
5 CFN 45 T-V-T 70-15-15 # 114 
6 CFN 10 T-V-T 70-15-15 # 114 
7 N_CF 7 L-k-O FULL - k 1 114 
8 N_CF 3 L-k-O FULL - k 1 114 
9 N_CF 48 L-k-O FULL - k 1 114 

10 N_CF 15 L-k-O FULL - k 1 114 
11 N_CF 5 L-k-O FULL - k 1 114 
12 N_CF 27 L-k-O FULL - k 1 114 
13 N_CF 10 L-k-O FULL - k 1 114 
14 N_CF 25 L-k-O FULL - k 1 114 
15 N_CF 20 L-k-O FULL - k 1 114 
16 N_CF 30 L-k-O FULL - k 1 114 

3. Results and discussion 

In Figures 3-5, the success rate for Ra, Rt and depth vs. the 
ANN ID are reported. From the Figures it is clearly visible that 
the success rate depend on the ANN architecture, the number 
of the adopted nodes, the number of output and the investigate 
parameters. Generally speaking the CFNs (ID=1-7) show a 
better response in the depth and Ra prediction compared to the 
N_CFs (ID=7-12). By examining the ANN performance for 
each single parameters (Ra, Rt and Depth) it can be deduced 
that the network n°5 shows the better response for all the three 
parameters and for both output configuration (single or triple). 

In Figures 6-8, the Ra, Rt and depth predicted by the 1-
output ANN_ID n°5, were reported against the measured ones, 
respectively. While in Figs. 9-11, the same diagrams are 
reported for the 3-output ANN_ID n°5. From the figures, 
despite the use of fuzzy data, almost all the points are fairly 
closed to the 45° straight line (i.e. the dashed line). This means 
that a good agreement between the experimental and estimated 
values was obtained. Adopting a 1-output ANN a MAPE a 
greater than 87% was obtained for all the parameters. 
Moreover, compared to a 3-output ANN, the use of a 1-output 
ANN, results in an improvement of the MAPE of about 10%. 
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Fig. 3. Success rate for Ra obtained for the different NN_ID. 

  
Fig. 4. Success rate for Rt obtained for the different NN_ID. 

 

Fig. 5. Success rate for the depth obtained for the different NN_ID. 

 
Fig. 6. Predicted Ra against measured Ra, CFN, 45 nodes, 1 output. 

 
Fig. 7. Predicted Rt against measured Rt, CFN, 45 nodes, 1 output. 

  
Fig. 8. Predicted depth against measured depth, CFN, 45 nodes, 1 output. 

 
Fig. 9. Predicted Ra against measured Ra, CFN, 45 nodes, 3 outputs. 

 
Fig. 10. Predicted Rt against measured Rt, CFN, 45 nodes, 3 outputs. 

 
Fig. 11. Predicted depth against measured depth, CFN, 45 nodes, 3 outputs. 

4. Conclusion 

Artificial Neural Network computing technique was applied 
to estimate the depth and the surface roughness on of PMMA 
samples obtained by laser milling tests. From the obtained 
results, the main conclusions are as follows. 

Despite the use of fuzzy data, it was proven that the ANNs 
are able to describe the relation between the process parameters 
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and the depth and the roughness obtained in the laser milling 
operation of PMMA. 

The depth and the surface roughness (Ra, Rt) were best 
estimated by training a Cascadeforwadnet with 45 nodes in 
hidden layer and by utilizing the T-V-T method for training. 

The analysis shows good results in terms of MAPE, which 
means that the model has good precision compared to the 
former studies reported in bibliography.  

Compared to a 3-output ANN, the use of a 1-output ANN, 
results in an improvement of the MAPE of about 10%. 
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