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#### Abstract

This paper is devoted to the study of the existence of at least three classical solutions for a second-order multi-point boundary value problem with impulsive effects. We use variational methods for smooth functionals defined on reflexive Banach spaces in order to achieve our results. Also by presenting an example, we ensure the applicability of our results.


Keywords: multi-point boundary value problem, impulsive condition, classical solution, variational method, three critical points theorem.

Mathematics Subject Classification: 34B10, 34B15, 34A37.

## 1. INTRODUCTION

In this paper, we consider the second-order $\ell$-point boundary value problem with $m$-impulsive effects

$$
\left\{\begin{array}{l}
-\left(\phi_{p_{i}}\left(u_{i}^{\prime}\right)\right)^{\prime}=\lambda F_{u_{i}}\left(t, u_{1}, \ldots, u_{n}\right)+\mu G_{u_{i}}\left(t, u_{1}, \ldots, u_{n}\right), \quad t \in(0,1) \backslash Q, \\
\Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right)=I_{i j}\left(u_{i}\left(t_{j}\right)\right), \quad j=1, \ldots, m, \\
u_{i}(0)=\sum_{k=1}^{\ell} a_{k} u_{i}\left(s_{k}\right), \quad u_{i}(1)=\sum_{k=1}^{\ell} b_{k} u_{i}\left(s_{k}\right)
\end{array} \quad\left(\phi_{\lambda, \mu}\right)\right.
$$

for $i=1, \ldots, n$, where $Q=\left\{t_{1}, \ldots, t_{m}\right\}, p_{i} \in(1, \infty), \phi_{p_{i}}(x)=|x|^{p_{i}-2} x$ for $i=$ $1, \ldots, n, \lambda>0, \mu \geq 0$ are parameters, $m, n, \ell \in \mathbb{N}, 0=t_{0}<t_{1}<t_{2}<\ldots<$ $t_{m}<t_{m+1}=1,0<s_{1} \leq s_{2} \leq \ldots \leq s_{\ell}<1, t_{j} \neq s_{k}, j=1, \ldots, m, k=1, \ldots, \ell$, $F, G:[0,1] \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ are measurable with respect to $t$, for every $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$,
continuously differentiable in $\left(x_{1}, \ldots, x_{n}\right)$, for almost every $t \in[0,1]$ and satisfy the standard summability condition

$$
\begin{equation*}
\sup _{|\xi| \leq \varrho_{1}}\left\{\max \left\{|F(\cdot, \xi)|,|G(\cdot, \xi)|,\left|F_{\xi_{i}}(\cdot, \xi)\right|,\left|G_{\xi_{i}}(\cdot, \xi)\right|, i=1, \ldots, n\right\}\right\} \in \mathrm{L}^{1}([0,1]) \tag{1.1}
\end{equation*}
$$

for any $\varrho_{1}>0$ with $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$ and $|\xi|=\sqrt{\sum_{i=1}^{n} \xi_{i}^{2}}, F_{u_{i}}$ and $G_{u_{i}}$ are the partial derivatives of $F$ and $G$ with respect to $u_{i}$, respectively,

$$
\Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right)=\phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}^{+}\right)\right)-\phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}^{-}\right)\right)
$$

where $u_{i}^{\prime}\left(t_{j}^{+}\right)$and $u_{i}^{\prime}\left(t_{j}^{-}\right)$represent the right-hand limit and left-hand limit of $u_{i}^{\prime}(t)$ at $t=t_{j}$, respectively, $I_{i j} \in \mathrm{C}(\mathbb{R}, \mathbb{R}), i=1, \ldots, n, j=1, \ldots, m$ and $a_{k}, b_{k} \in \mathbb{R}$ for $k=1, \ldots, \ell$.

The theory of multi-point boundary value problems for ordinary differential equations arise in different areas of applied mathematics and physics, especially in heat conduction $[4,5,27,29]$, the vibration of cables with nonuniform weights [35], and other problems in nonlinear elasticity [45]. The study of multi-point BVPs for linear second-order ordinary differential equations was initiated by Il'in and Moiseev [26]. From then on, many authors studied more general nonlinear multi-point boundary value problems. Recently, the existence and multiplicity of positive solutions for nonlinear multi-point BVPs have received a great deal of attention, we refer the reader to $[11,12,15,16,18-20,23-25,34]$ and the references therein.

On the other hand, impulsive differential equations serve as basic models to study the dynamics of processes that are subjected to sudden changes in their states. These kinds of processes naturally occur in control theory, biology, optimization theory, medicine, and so on (see $[6,10,28,36]$ ). The theory of impulsive differential equations has recently received considerable attention, see $[2,3,6,30,33,39]$. There has been increasing interest in the investigation for boundary value problems of nonlinear impulsive differential equations during the past few years, and many works have been published about the existence of solutions for second-order impulsive differential equations. There are some common techniques to approach these problems: Fixed point theorems [ $8,9,31$ ], the method of upper and lower solutions [7], and topological degree theory [37]. In the last few years, variational methods and critical point theory have been used to determine the existence of solutions for impulsive differential equations under certain boundary conditions, see $[1,21,43,44,46,48]$ and the references therein. We note that the difficulties dealing with such problems are that their states are discontinuous. Therefore, the results of impulsive differential equations, especially for higher-order impulsive differential equations, are fewer in number than those for differential equations without impulses.

Moreover, some researchers have studied the existence and multiplicity of solutions for multi-point boundary value problems for second-order impulsive differential equations; we refer the reader to $[13,14,32,42]$ and the references therein. For example in [13], Feng and Pang used fixed-point index theory and a fixed-point theorem in the cone of strict set contraction operators to obtained some new results for the existence
and multiplicity of positive solutions of a boundary value problem for second-order three-point nonlinear impulsive integrodifferential equation of mixed type in a real Banach space. In [32], Liu and Yu with the help of the coincidence degree continuation theorem, achieved a general result concerning the existence of solutions of $m$-point boundary value problems for second-order differential systems with impulses. They also give a definition of autonomous curvature bound set relative to this m-point boundary value problems, and by using this definition and the above existence theorem, obtained some simple existence conditions for solutions of these boundary value problems. Meiqiang and Dongxiu in [14], based on fixed point theory in a cone, discussed the existence of solutions for the m-point BVPs for second-order impulsive differential systems, and Thaiprayoon et al. in [42], introduced a new definition of impulsive conditions for boundary value problems of first-order impulsive differential equations with multi-point boundary conditions was introduced, and used the method of lower and upper solutions in reversed order coupled with the monotone iterative technique to obtain the extremal solutions of the boundary value problem.

Motivated by the above works, in this paper we are interested to investigate the existence of at least three nontrivial classical solutions for second-order $\ell$-point boundary value problems with $m$-impulsive effects ( $\phi_{\lambda, \mu}$ ) for appropriate values of the parameters $\lambda$ and $\mu$ belonging to real intervals. Our approach uses variational methods and a three critical points theorem due to Ricceri [38].

Here, we state a special case of our main result.
Theorem 1.1. Let $p_{1}, p_{2}>1$ such that either $\min \left\{p_{1}, p_{2}\right\} \geq 2$ or $\max \left\{p_{1}, p_{2}\right\}<2$, $F: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a $\mathrm{C}^{1}$-function satisfying the condition

$$
\sup _{\sqrt{\xi_{1}^{2}+\xi_{2}^{2} \leq \varrho_{2}}} \max \left\{\left|F\left(\xi_{1}, \xi_{2}\right)\right|,\left|F_{\xi_{1}}\left(\xi_{1}, \xi_{2}\right)\right|,\left|F_{\xi_{2}}\left(\xi_{1}, \xi_{2}\right)\right|\right\} \in \mathrm{L}^{1}([0,1])
$$

for any $\varrho_{2}>0, F(0,0)=0, I_{11}, I_{12}, I_{21}, I_{22} \in \mathrm{C}(\mathbb{R}, \mathbb{R})$ be nondecreasing functions such that $I_{i j}(0)=0$ and $I_{i j}(s) s>0, s \neq 0$ for $i=1,2, j=1,2, a_{1}, a_{2}, b_{1}, b_{2} \in \mathbb{R}$ such that $a_{1}+a_{2} \neq 1$ and $b_{1}+b_{2} \neq 1,0<t_{1}<t_{2}<1,0<s_{1} \leq s_{2}<1$, and $t_{j} \neq s_{k}$, $j=1,2, k=1,2$. Assume that

$$
\max \left\{\limsup _{\left(u_{1}, u_{2}\right) \rightarrow(0,0)} \frac{F\left(u_{1}, u_{2}\right)}{\left|u_{1}\right|^{p_{1}}+\left|u_{2}\right|^{p_{2}}}, \limsup _{|u| \rightarrow \infty} \frac{F\left(u_{1}, u_{2}\right)}{\left|u_{1}\right|^{p_{1}}+\left|u_{2}\right|^{p_{2}}}\right\}<0
$$

and

$$
\sup _{u \in \widehat{E}_{1} \times \widehat{E}_{2}} \frac{\int_{0}^{1} F\left(u_{1}(t), u_{2}(t)\right) \mathrm{d} t}{\sum_{i=1}^{2} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{2} \sum_{j=1}^{2} \int_{0}^{u_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta}>0
$$

where
$\widehat{E}_{i}=\left\{\xi \in \mathrm{W}^{1, p_{i}}([0,1]): \xi(0)=a_{1} \xi\left(s_{1}\right)+a_{2} \xi\left(s_{2}\right), \xi(1)=b_{1} \xi\left(s_{1}\right)+b_{2} \xi\left(s_{2}\right)\right\}, i=1,2$.

Then, for each compact interval $[c, d] \subset(\tilde{\lambda}, \infty)$, where

$$
\tilde{\lambda}=\inf _{u \in \widehat{E}_{1} \times \widehat{E}_{2}}\left\{\frac{\sum_{i=1}^{2} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{2} \sum_{j=1}^{2} \int_{0}^{u_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta}{\int_{0}^{1} F\left(u_{1}(t), u_{2}(t)\right) \mathrm{d} t}: \int_{0}^{1} F\left(u_{1}(t), u_{2}(t)\right) \mathrm{d} t>0\right\}
$$

there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and for every $G \in \mathrm{C}^{1}\left(\mathbb{R}^{2}, \mathbb{R}\right)$ such that

$$
\sup _{\sqrt{\xi_{1}^{2}+\xi_{2}^{2}} \leq \varrho_{3}} \max \left\{\left|G\left(\xi_{1}, \xi_{2}\right)\right|,\left|G_{\xi_{1}}\left(\xi_{1}, \xi_{2}\right)\right|,\left|G_{\xi_{2}}\left(\xi_{1}, \xi_{2}\right)\right|\right\} \in \mathrm{L}^{1}([0,1])
$$

for any $\varrho_{3}>0$ with $G(0,0)=0$, there exists $\gamma>0$ such that, for each $\mu \in[0, \gamma]$, the system

$$
\begin{cases}-\left|u_{i}^{\prime}(t)\right|^{p_{i}-2} u_{i}^{\prime \prime}(t)=\lambda F_{u_{i}}\left(u_{1}, u_{2}\right)+\mu G_{u_{i}}\left(u_{1}, u_{2}\right), & t \in(0,1) \backslash\left\{t_{1}, t_{2}\right\}, \\ \left|u_{i}^{\prime}\left(t_{j}^{+}\right)\right|^{p_{i}-2} u_{i}^{\prime \prime}\left(t_{j}^{+}\right)-\left|u_{i}^{\prime}\left(t_{j}^{-}\right)\right|^{p_{i}-2} u_{i}^{\prime \prime}\left(t_{j}^{-}\right)=I_{i j}\left(u_{i}\left(t_{j}\right)\right), & j=1,2, \\ u_{i}(0)=a_{1} u_{i}\left(s_{1}\right)+a_{2} u_{i}\left(s_{2}\right), \quad u_{i}(1)=b_{1} u_{i}\left(s_{1}\right)+b_{2} u_{i}\left(s_{2}\right) & \end{cases}
$$

for $i=1,2$, has at least three classical solutions whose norms in the space $\widehat{E}_{1} \times \widehat{E}_{2}$ are less than $R$.

## 2. PRELIMINARIES

In this section, we will introduce some notations, definitions and preliminary facts which are used throughout this paper.

To construct appropriate function spaces and apply critical point theory in order to investigate the existence of solutions for system $\left(\phi_{\lambda, \mu}\right)$, we introduce the following basic notations and results which will be used in the proofs of our main results.

Throughout this article, we let $E$ be the Cartesian product of $n$ spaces

$$
E_{i}=\left\{\xi \in \mathrm{W}^{1, p_{i}}([0,1]): \xi(0)=\sum_{k=1}^{\ell} a_{k} \xi\left(s_{k}\right), \xi(1)=\sum_{k=1}^{\ell} b_{k} \xi\left(s_{k}\right)\right\}
$$

for $i=1, \ldots, n$, i.e., $E=E_{1} \times \ldots \times E_{n}$, endowed with the norm

$$
\|u\|=\left\|\left(u_{1}, \ldots, u_{n}\right)\right\|=\sum_{i=1}^{n}\left\|u_{i}\right\|_{p_{i}}
$$

where

$$
\left\|u_{i}\right\|_{p_{i}}=\left(\int_{0}^{1}\left|u_{i}^{\prime}(t)\right|^{p_{i}} \mathrm{~d} t\right)^{\frac{1}{p_{i}}}
$$

for $i=1, \ldots, n$. Then $E$ is a reflexive real Banach space.

In this paper, we assume throughout, and without further mention, that the following conditions hold:
(H1) either $\underline{p} \geq 2$ or $\bar{p}<2$, where $\underline{p}=\min \left\{p_{1}, \ldots, p_{n}\right\}$ and $\bar{p}=\max \left\{p_{1}, \ldots, p_{n}\right\}$;
(H2) $\sum_{k=1}^{\ell} \bar{a}_{k} \neq 1$ and $\sum_{k=1}^{\ell} b_{k} \neq 1$.
Let

$$
\begin{equation*}
c=\max _{1 \leq i \leq n}\left\{\sup _{u_{i} \in E_{i} \backslash\{0\}} \frac{\max _{t \in[0,1]}\left|u_{i}(t)\right|^{p_{i}}}{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}\right\} . \tag{2.1}
\end{equation*}
$$

Since $p_{i}>1$ for $i=1, \ldots, n$, the embedding $E=E_{1} \times \ldots \times E_{n} \hookrightarrow\left(\mathrm{C}^{0}([0,1])\right)^{n}$ is compact, and so $c<\infty$. Moreover, by (H2), from [11, Lemma 3.1], we have

$$
\begin{equation*}
\sup _{v \in E_{i} \backslash\{0\}} \frac{\max _{t \in[0,1]}|v(t)|^{p_{i}}}{\|v\|_{p_{i}}^{p_{i}}} \leq \frac{1}{2}\left(1+\frac{\sum_{k=1}^{\ell}\left|a_{k}\right|}{\left|1-\sum_{k=1}^{\ell} a_{k}\right|}+\frac{\sum_{k=1}^{\ell}\left|b_{k}\right|}{\left|1-\sum_{k=1}^{\ell} b_{k}\right|}\right) \tag{2.2}
\end{equation*}
$$

for $i=1, \ldots, n$.
By a classical solution of $\left(\phi_{\lambda, \mu}\right)$, we mean a function $u=\left(u_{1}, \ldots, u_{n}\right)$ such that, for $i=1, \ldots, n$, the left-hand side limit and the right-hand side limit of the derivative $u_{i}$ in $t_{j}$ must exist and must be finite, $u_{i} \in \mathrm{C}^{1}([0,1] \backslash Q), \phi_{p_{i}}\left(u_{i}^{\prime}\right) \in \mathrm{C}^{1}([0,1] \backslash Q)$, and $u_{i}$ satisfies $\left(\phi_{\lambda, \mu}\right)$. We say that a function $u=\left(u_{1}, \ldots, u_{n}\right) \in E$ is a weak solution of $\left(\phi_{\lambda, \mu}\right)$ if

$$
\begin{aligned}
& \int_{0}^{1}\left(\sum_{i=1}^{n} \phi_{p_{i}}\left(u_{i}^{\prime}(t)\right) v_{i}^{\prime}(t)\right) \mathrm{d} t+\sum_{i=1}^{n} \sum_{j=1}^{m} I_{i j}\left(u_{i}\left(t_{j}\right)\right) v_{i}\left(t_{j}\right) \\
& -\lambda \int_{0}^{1} \sum_{i=1}^{n} F_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) v_{i}(t) \mathrm{d} t-\mu \int_{0}^{1} \sum_{i=1}^{n} G_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) v_{i}(t) \mathrm{d} t=0
\end{aligned}
$$

for any $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathrm{W}_{0}^{1, p_{1}}([0,1]) \times \mathrm{W}_{0}^{1, p_{2}}([0,1]) \times \ldots \times \mathrm{W}_{0}^{1, p_{n}}([0,1])$.
Let $\phi_{p_{i}}^{-1}$ denote the inverse of $\phi_{p_{i}}$ for every $i=1, \ldots, n$. Then $\phi_{p_{i}}^{-1}=\phi_{q_{i}}$, where $\frac{1}{p_{i}}+\frac{1}{q_{i}}=1$. It is clear that $\phi_{p_{i}}$ is increasing on $\mathbb{R}$,

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} \phi_{p_{i}}(x)=-\infty \quad \text { and } \quad \lim _{x \rightarrow \infty} \phi_{p_{i}}(x)=\infty . \tag{2.3}
\end{equation*}
$$

Lemma 2.1. For fixed $\lambda, \mu \in \mathbb{R}, u=\left(u_{1}, \ldots, u_{n}\right) \in\left(\mathrm{C}\left(t_{j}, t_{j+1}\right)\right)^{n}, j=0,1, \ldots, m$, define $\alpha_{i j}(x ; u): \mathbb{R} \rightarrow \mathbb{R}, i=1, \ldots, n, j=0,1, \ldots, m$ by

$$
\begin{aligned}
& \alpha_{i j}(x ; u) \\
& =\int_{t_{j}}^{t_{j+1}} \phi_{p_{i}}^{-1}\left(x-\lambda \int_{0}^{\delta} F_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) \mathrm{d} t-\mu \int_{0}^{\delta} G_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) \mathrm{d} t\right) \mathrm{d} \delta \\
& \quad+\sum_{k=1}^{\ell} a_{k} u_{k}\left(s_{k}\right)-\sum_{k=1}^{\ell} b_{k} u_{k}\left(s_{k}\right) .
\end{aligned}
$$

Then, the equation

$$
\begin{equation*}
\alpha_{i j}(x ; u)=0 \tag{2.4}
\end{equation*}
$$

has a unique solution $x_{u, i, j}$.
Proof. Taking (2.3) into account, we have

$$
\lim _{x \rightarrow-\infty} \alpha_{i j}(x, u)=-\infty \quad \text { and } \quad \lim _{x \rightarrow \infty} \alpha_{i j}(x, u)=\infty
$$

Since $\alpha_{i j}(\cdot, u)$ is continuous and strictly increasing on $\mathbb{R}$, the conclusion follows for $i=1, \ldots, n$ and $j=1, \ldots, m$.

Lemma 2.2. The function $u=\left(u_{1}, \ldots, u_{n}\right)$ is a solution of the system $\left(\phi_{\lambda, \mu}\right)$ if and only if $u_{i}$ is a solution of the equation

$$
\begin{aligned}
u_{i}(t)= & \sum_{k=1}^{\ell} a_{k} u_{k}\left(s_{k}\right)+\int_{0}^{t} \phi_{p_{i}}^{-1}\left(x_{u, i, j}-\lambda \int_{0}^{\delta} F_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) \mathrm{d} t\right. \\
& \left.-\mu \int_{0}^{\delta} G_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) \mathrm{d} t\right) \mathrm{d} \delta
\end{aligned}
$$

for $i=1, \ldots, n$, where $x_{u, i, j}$ is the unique solution of (2.4) for $j=0,1, \ldots, m$, and $\Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right)=I_{i j}\left(u_{i}\left(t_{j}\right)\right)$ for $i=1, \ldots, n$ and $j=0,1, \ldots, m$.

Proof. This can be verified by direct computations (see [17, Lemma 2.4]).

Lemma 2.3. If a function $u \in E$ is a weak solution of $\left(\phi_{\lambda, \mu}\right)$, then $u$ is a classical solution of $\left(\phi_{\lambda, \mu}\right)$.

Proof. Let $u=\left(u_{1}, \ldots, u_{n}\right) \in E$ be a weak solution of $\left(\phi_{\lambda, \mu}\right)$. Then

$$
\begin{align*}
\int_{0}^{1} & \left(\sum_{i=1}^{n} \phi_{p_{i}}\left(u_{i}^{\prime}(t)\right) v_{i}^{\prime}(t)\right) \mathrm{d} t+\sum_{i=1}^{n} \sum_{j=1}^{m} I_{i j}\left(u_{i}\left(t_{j}\right)\right) v_{i}\left(t_{j}\right) \\
& -\lambda \int_{0}^{1} \sum_{i=1}^{n} F_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) v_{i}(t) \mathrm{d} t  \tag{2.5}\\
& -\mu \int_{0}^{1} \sum_{i=1}^{n} G_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) v_{i}(t) \mathrm{d} t=0
\end{align*}
$$

for any $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathrm{W}_{0}^{1, p_{1}}([0,1]) \times \mathrm{W}_{0}^{1, p_{2}}([0,1]) \times \ldots \times \mathrm{W}_{0}^{1, p_{n}}([0,1])$. So (2.5) holds for all $v \in \mathrm{~W}_{0}^{1, p_{1}}\left(t_{j}, t_{j+1}\right) \times \mathrm{W}_{0}^{1, p_{2}}\left(t_{j}, t_{j+1}\right) \times \ldots \times \mathrm{W}_{0}^{1, p_{n}}\left(t_{j}, t_{j+1}\right), v(t)=0$ for $t \in(0,1) \backslash\left(t_{j}, t_{j+1}\right)$ for $j=0,1, \ldots, m$. Then (2.5) becomes

$$
\begin{align*}
& \int_{t_{j}}^{t_{j+1}}\left(\sum_{i=1}^{n} \phi_{p_{i}}\left(u_{i}^{\prime}(t)\right) v_{i}^{\prime}(t)\right) \mathrm{d} t-\lambda \int_{t_{j}}^{t_{j+1}} \sum_{i=1}^{n} F_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) v_{i}(t) \mathrm{d} t \\
& \quad-\mu \int_{t_{j}}^{t_{j+1}} \sum_{i=1}^{n} G_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) v_{i}(t) \mathrm{d} t=0 \tag{2.6}
\end{align*}
$$

for $j=0,1, \ldots, m$. Recall that, in one dimension, any weakly differentiable function is absolutely continuous, so that its classical derivative exists almost everywhere, and the classical derivative coincides with the weak derivative. Integrating (2.6) by parts gives

$$
\sum_{i=1}^{n} \int_{t_{j}}^{t_{j+1}}\left[-\left(\phi_{p_{i}} \circ u_{i}^{\prime}\right)^{\prime}(t)-\lambda F_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right)-\mu G_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right)\right] v_{i}(t) \mathrm{d} t=0
$$

for $j=0,1, \ldots, m$. Thus for $i=1, \ldots, n$,

$$
\begin{equation*}
-\left(\phi_{p_{i}} \circ u_{i}^{\prime}\right)^{\prime}(t)-\lambda F_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right)-\mu G_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right)=0 \tag{2.7}
\end{equation*}
$$

for almost every $t \in\left(t_{j}, t_{j+1}\right), j=0,1, \ldots, m$. Then, by Lemmas 2.1 and 2.2 , we see that

$$
\begin{aligned}
u_{i}(t)= & \sum_{k=1}^{\ell} a_{k} u_{k}\left(s_{k}\right)+\int_{0}^{t} \phi_{p_{i}}^{-1}\left(x_{u, i, j}-\lambda \int_{0}^{\delta} F_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) \mathrm{d} t\right. \\
& \left.-\mu \int_{0}^{\delta} G_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) d t\right) \mathrm{d} \delta
\end{aligned}
$$

for $i=1, \ldots, n$, where $x_{u, i, j}$ is the unique solution of (2.4) for $j=0,1, \ldots, m$. Hence, $u_{i} \in \mathrm{C}^{1}\left(t_{j}, t_{j+1}\right)$ and $\phi_{p_{i}} \circ u_{i}^{\prime} \in C^{1}\left(t_{j}, t_{j+1}\right)$ for $i=1, \ldots, n$ and $j=0,1, \ldots, m$. Therefore (2.7) holds for $t \in(0,1) \backslash Q$. Now we shall show that the impulsive conditions are satisfied. For all $v=\left(v_{1}, \ldots, v_{n}\right) \in W_{0}^{1, p_{1}}([0,1]) \times W_{0}^{1, p_{2}}([0,1]) \times \ldots \times W_{0}^{1, p_{n}}([0,1])$, from the equality

$$
\left(\phi_{p_{i}} \circ u_{i}^{\prime}\right)^{\prime}(t) v_{i}(t)=\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{0}^{t}\left(\phi_{p_{i}} \circ u_{i}^{\prime}\right)^{\prime}(\zeta) \mathrm{d} \zeta v_{i}(t)\right)-\left(\int_{0}^{t}\left(\phi_{p_{i}} \circ u_{i}^{\prime}\right)^{\prime}(\zeta) \mathrm{d} \zeta\right) v_{i}^{\prime}(t),
$$

we have

$$
\begin{align*}
& \int_{0}^{1}\left(\phi_{p_{i}} \circ u_{i}^{\prime}\right)^{\prime}(t) v_{i}(t) \mathrm{d} t \\
&= \int_{0}^{1}\left[\frac{\mathrm{~d}}{\mathrm{~d} t}\left(\int_{0}^{t}\left(\phi_{p_{i}} \circ u_{i}^{\prime}\right)^{\prime}(\zeta) \mathrm{d} \zeta v_{i}(t)\right)-\left(\int_{0}^{t}\left(\phi_{p_{i}} \circ u_{i}^{\prime}\right)^{\prime}(\zeta) \mathrm{d} \zeta\right) v_{i}^{\prime}(t)\right] d t \\
&= v_{i}(1) \int_{0}^{1}\left(\phi_{p_{i}} \circ u_{i}^{\prime}\right)^{\prime}(t) \mathrm{d} t \\
&-\int_{0}^{1}\left[\phi_{p_{i}}\left(u_{i}^{\prime}(t)\right)-\phi_{p_{i}}\left(u_{i}^{\prime}(0)\right)-\sum_{0 \leq t_{j}<t} \Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right)\right] v_{i}^{\prime}(t) \mathrm{d} t \\
&= {\left[\phi_{p_{i}}\left(u_{i}^{\prime}(1)\right)-\phi_{p_{i}}\left(u_{i}^{\prime}(0)\right)-\sum_{j=1}^{m} \Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right)\right] v_{i}(1) }  \tag{2.8}\\
&-\int_{0}^{1} \phi_{p_{i}}\left(u_{i}^{\prime}(t)\right) v_{i}^{\prime}(t) \mathrm{d} t+\phi_{p_{i}}\left(u_{i}^{\prime}(0)\right)\left[v_{i}(1)-v_{i}(0)\right] \\
&+\sum_{j=1}^{m} \int_{t_{j}}^{t_{j+1}} \sum_{0 \leq t_{j}<t} \Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right) v_{i}^{\prime}(t) \mathrm{d} t \\
&= \phi_{p_{i}}\left(u_{i}^{\prime}(1)\right) v_{i}(1)-\phi_{p_{i}}\left(u_{i}^{\prime}(0)\right) v_{i}(0)-\sum_{j=1}^{m} \Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right) v_{i}(1) \\
&-\int_{0}^{1} \phi_{p_{i}}\left(u_{i}^{\prime}(t)\right) v_{i}^{\prime}(t) \mathrm{d} t-\sum_{j=1}^{m} \Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right) v_{i}\left(t_{j}\right)+\sum_{j=1}^{m} \Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right) v_{i}(1) \\
&=-\sum_{j=1}^{m} \Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right) v_{i}\left(t_{j}\right)-\int_{0}^{1} \phi_{p_{i}}\left(u_{i}^{\prime}(t)\right) v_{i}^{\prime}(t) \mathrm{d} t
\end{align*}
$$

for $i=1, \ldots, n$. Substituting (2.8) into (2.5), we have

$$
\begin{aligned}
& \sum_{i=1}^{n} \int_{0}^{1}\left(-\left(\phi_{p_{i}} \circ u_{i}^{\prime}\right)^{\prime}(t)-\lambda F_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right)-\mu G_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right)\right) v_{i}(t) \mathrm{d} t \\
& \quad+\sum_{i=1}^{n} \sum_{j=1}^{m}\left[-\Delta \phi_{p_{i}}\left(u^{\prime}\left(t_{j}\right)\right) v_{i}\left(t_{j}\right)+I_{i j}\left(u_{i}\left(t_{j}\right)\right) v_{i}\left(t_{j}\right)\right]=0
\end{aligned}
$$

for $i=1, \ldots, n$. Since $u$ satisfies (2.7), we have

$$
\Delta \phi_{p_{i}}\left(u^{\prime}\left(t_{j}\right)\right) v_{i}\left(t_{j}\right)=I_{i j}\left(u_{i}\left(t_{j}\right)\right) v_{i}\left(t_{j}\right), \quad j=0,1, \ldots, m
$$

for $i=1, \ldots, n$. So $u$ is a classical solution of $\left(\phi_{\lambda, \mu}\right)$.
Our main tool is Theorem 2.4 which has been obtained by Ricceri ([38, Theorem 2]). It is as follows:

If $X$ is a real Banach space, then denote by $\mathcal{W}_{X}$ the class of all functionals $\Phi: X \rightarrow \mathbb{R}$ possessing the following property: If $\left\{u_{n}\right\}$ is a sequence in $X$ converging weakly to $u \in X$ with $\liminf _{n \rightarrow \infty} \Phi\left(u_{n}\right) \leq \Phi(u)$, then $\left\{u_{n}\right\}$ has a subsequence converging strongly to $u$.

For example, if $X$ is uniformly convex and $g:[0, \infty) \rightarrow \mathbb{R}$ is a continuous and strictly increasing function, then, by a classical result, the functional $u \rightarrow g(\|u\|)$ belongs to the class $\mathcal{W}_{X}$.

Theorem 2.4. Let $X$ be a separable and reflexive real Banach space, let $\Phi: X \rightarrow \mathbb{R}$ be a coercive, sequentially weakly lower semicontinuous $\mathrm{C}^{1}$-functional, belonging to $\mathcal{W}_{X}$, bounded on each bounded subset of $X$ and whose derivative admits a continuous inverse on $X^{*}$, and let $J: X \rightarrow \mathbb{R}$ be a $\mathrm{C}^{1}$-functional with compact derivative. Assume that $\Phi$ has a strict local minimum $u_{0}$ with $\Phi\left(u_{0}\right)=J\left(u_{0}\right)=0$. Finally, setting

$$
\begin{aligned}
& \rho=\max \left\{0, \limsup _{\|u\| \rightarrow \infty} \frac{J(u)}{\Phi(u)}, \limsup _{u \rightarrow u_{0}} \frac{J(u)}{\Phi(u)}\right\}, \\
& \sigma=\sup _{u \in \Phi^{-1}((0, \infty))} \frac{J(u)}{\Phi(u)}
\end{aligned}
$$

assume that $\rho<\sigma$. Then for each compact interval $[c, d] \subset\left(\frac{1}{\sigma}, \frac{1}{\rho}\right)$ (with the conventions $\frac{1}{0}=\infty, \frac{1}{\infty}=0$ ), there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and every $\mathrm{C}^{1}$-functional $\Psi: X \rightarrow \mathbb{R}$ with compact derivative, there exists $\gamma>0$ such that, for each $\mu \in[0, \gamma]$,

$$
\Phi^{\prime}(u)=\lambda J^{\prime}(u)+\mu \Psi^{\prime}(u)
$$

has at least three solutions in $X$ whose norms are less than $R$.
We refer the reader to the papers $[22,41]$ in which Theorem 2.4 was successfully employed to ensure the existence of at least three solutions for boundary value problems.

Now for every $u \in E$, we define

$$
\begin{align*}
\Phi(u) & :=\sum_{i=1}^{n} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{u_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta  \tag{2.9}\\
J(u) & =\int_{0}^{T} F\left(t, u_{1}(t), \ldots, u_{n}(t)\right) \mathrm{d} t \tag{2.10}
\end{align*}
$$

and

$$
\begin{equation*}
\Psi(u)=\int_{0}^{T} G\left(t, u_{1}(t), \ldots, u_{n}(t)\right) \mathrm{d} t \tag{2.11}
\end{equation*}
$$

Standard arguments show that $\Phi-\mu \Psi-\lambda J$ is a Gâteaux differentiable functional whose Gâteaux derivative at the point $u \in E$ is given by

$$
\begin{aligned}
& \left(\Phi^{\prime}-\mu \Psi^{\prime}-\lambda J^{\prime}\right)(u)(v) \\
& =\int_{0}^{1}\left[\sum_{i=1}^{n} \phi_{p_{i}}\left(u_{i}^{\prime}(t)\right) v_{i}^{\prime}(t)\right] \mathrm{d} t-\lambda \int_{0}^{1} \sum_{i=1}^{n} F_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) v_{i}(t) \mathrm{d} t \\
& \quad-\mu \int_{0}^{1} \sum_{i=1}^{n} G_{u_{i}}\left(t, u_{1}(t), \ldots, u_{n}(t)\right) v_{i}(t) \mathrm{d} t+\sum_{i=1}^{n} \sum_{j=1}^{m} I_{i j}\left(u_{i}\left(t_{j}\right)\right) v_{i}\left(t_{j}\right)
\end{aligned}
$$

for all $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathrm{W}_{0}^{1, p_{1}}([0,1]) \times \mathrm{W}_{0}^{1, p_{2}}([0,1]) \times \ldots \times \mathrm{W}_{0}^{1, p_{n}}([0,1])$. Hence, a critical point of the functional $\Phi-\mu \Psi-\lambda J$ gives us a weak solution of ( $\phi_{\lambda, \mu}$ ), and in view of Lemma 2.3, every weak solution of the problem $\left(\phi_{\lambda, \mu}\right)$ is a classical one.

We suppose that the impulsive terms satisfy the condition
(I) $I_{i j}: \mathbb{R} \rightarrow \mathbb{R}$ is nondecreasing, $I_{i j}(0)=0$ and $I_{i j}(s) s>0, s \neq 0$ for $i=1, \ldots, n$ and $j=1, \ldots, m$.

We need the following proposition in the proof of our main result.

Proposition 2.5. Assume that ( $H 1$ ) holds. Let $S: E \rightarrow E^{*}$ be the operator defined by

$$
S(u)(v)=\int_{0}^{1}\left[\sum_{i=1}^{n} \phi_{p_{i}}\left(u_{i}^{\prime}(t)\right) v_{i}^{\prime}(t)\right] \mathrm{d} t+\sum_{i=1}^{n} \sum_{j=1}^{m} I_{i j}\left(u_{i}\left(t_{j}\right)\right) v_{i}\left(t_{j}\right)
$$

for every $u, v \in E$. Then, $S$ admits a continuous inverse on $E^{*}$.

Proof. In the proof, we use $C_{1}, C_{2}$ and $C_{3}$ to denote appropriate positive constants. By (I), we have

$$
\begin{aligned}
S(u)(u) & =\sum_{i=1}^{n} \int_{0}^{1} \phi_{p_{i}}\left(u_{i}^{\prime}(t)\right) u_{i}^{\prime}(t) \mathrm{d} t+\sum_{i=1}^{n} \sum_{j=1}^{m} I_{i j}\left(u_{i}\left(t_{j}\right)\right) u_{i}\left(t_{j}\right) \\
& =\sum_{i=1}^{n} \int_{0}^{1}\left|u_{i}^{\prime}(t)\right|^{p_{i}} \mathrm{~d} t+\sum_{i=1}^{n} \sum_{j=1}^{m} I_{i j}\left(u_{i}\left(t_{j}\right)\right) u_{i}\left(t_{j}\right) \\
& \geq \sum_{i=1}^{n}\left[\left(\int_{0}^{1}\left|u_{i}^{\prime}(t)\right|^{p_{i}} \mathrm{~d} t\right)^{1 / p_{i}}\right]^{p_{i}} \\
& \geq \sum_{i=1}^{n}\left[\left(\int_{0}^{1}\left|u_{i}^{\prime}(t)\right|^{p_{i}} \mathrm{~d} t\right)^{1 / p_{i}}\right]^{\underline{p}} \\
& \geq C_{1}\left[\sum_{i=1}^{n}\left(\int_{0}^{1}\left|u_{i}^{\prime}(t)\right|^{p_{i}} \mathrm{~d} t\right)^{1 / p_{i}}\right]^{\underline{p}}=C_{1}\|u\| \underline{\underline{p}} .
\end{aligned}
$$

This implies that $S$ is coercive. Now, for any $u \in\left(u_{1}, \ldots, u_{n}\right) \in E$ and $v \in$ $\left(v_{1}, \ldots, v_{n}\right) \in E$, we have

$$
\begin{aligned}
\langle S(u)-S(v), u-v\rangle= & \int_{0}^{1}\left[\sum_{i=1}^{n}\left(\phi_{p_{i}}\left(u_{i}^{\prime}(t)\right)-\phi_{p_{i}}\left(v_{i}^{\prime}(t)\right)\right)\left(u_{i}^{\prime}(t)-v_{i}^{\prime}(t)\right)\right] \mathrm{d} t \\
& +\sum_{i=1}^{n} \sum_{j=1}^{m}\left(I_{i j}\left(u_{i}(t)\right)-I_{i j}\left(v_{i}(t)\right)\right)\left(u_{i}(t)-v_{i}(t)\right) .
\end{aligned}
$$

Then, by [40, Relation (2.2)] and (I), we see that

$$
\langle S(u)-S(v), u-v\rangle \geq \begin{cases}C_{2} \sum_{i=1}^{n} \int_{0}^{1}\left|u_{i}^{\prime}(t)-v_{i}^{\prime}(t)\right|^{p_{i}} \mathrm{~d} t, & \underline{p} \geq 2  \tag{2.12}\\ C_{3} \sum_{i=1}^{n} \int_{0}^{1} \frac{\left|u_{i}^{\prime}(t)-v_{i}^{\prime}(t)\right|^{2}}{\left(\left|u_{i}^{\prime}(t)\right|+\left|v_{i}^{\prime}(t)\right|\right)^{2-p_{i}}} \mathrm{~d} t, & \bar{p}<2\end{cases}
$$

Now by the same argument as given in the proof of [17, Lemma 2.6] and the condition (H1), if $\underline{p} \geq 2$, we have that $S$ is uniformly monotone. Moreover, since $E$ is reflexive, for $u_{n} \rightarrow u$ strongly in $E$ as $n \rightarrow \infty$, one has $S\left(u_{n}\right) \rightarrow S(u)$ weakly in $E^{*}$ as $n \rightarrow \infty$. Hence, $S$ is demicontinuous, so by [47, Theorem 26.A(d)], the inverse operator $S^{-1}$ of $S$ exists and it is continuous on $E^{*}$. If $\underline{p}<2$, by $(I)$ and by the same reasoning as in the proof of $[17$, Lemma 2.6], $S$ is strictly monotone. Thus, by [47, Theorem 26.A(d)],
$S^{-1}$ exists and it is bounded. So by [17, Relation (2.8)], $S^{-1}$ is locally Lipschitz continuous and hence continuous. This completes the proof.

Remark 2.6. Suppose that the condition (I) is replaced by the condition
(I') $I_{i j}: \mathbb{R} \rightarrow \mathbb{R}$ is odd and nondecreasing in $\mathbb{R}$ for any $i=1, \ldots, n$ and $j=1, \ldots, m$.
Then the conclusion of Proposition 2.5 holds again. It is easy to see that the condition (I') implies the condition (I).

## 3. MAIN RESULTS

In this section, we formulate our main results. Let us denote by $\mathcal{F}$ the class of all functions $F:[0,1] \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ that are measurable with respect to $t$, for all $\xi \in \mathbb{R}^{n}$, continuously differentiable in $\xi$, for almost every $t \in[0,1]$, satisfy the standard summability condition (1.1). Set

$$
A:=\frac{1}{2}\left(1+\frac{\sum_{k=1}^{\ell}\left|a_{k}\right|}{\left|1-\sum_{k=1}^{\ell} a_{k}\right|}+\frac{\sum_{k=1}^{\ell}\left|b_{k}\right|}{\left|1-\sum_{k=1}^{\ell} b_{k}\right|}\right) .
$$

Let

$$
\lambda_{1}=\inf _{u \in E}\left\{\frac{\sum_{i=1}^{n} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{u_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta}{\int_{0}^{1} F(t, u(t)) \mathrm{d} t}: \int_{0}^{1} F(t, u(t)) \mathrm{d} t>0\right\}
$$

and $\lambda_{2}=\frac{1}{\max \left\{0, \lambda_{0}, \lambda_{\infty}\right\}}$, where

$$
\lambda_{0}=\limsup _{|u| \rightarrow 0} \frac{\int_{0}^{1} F(t, u(t)) \mathrm{d} t}{\sum_{i=1}^{n} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{u_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta}
$$

and

$$
\lambda_{\infty}=\limsup _{\|u\| \rightarrow \infty} \frac{\int_{0}^{1} F(t, u(t)) \mathrm{d} t}{\sum_{i=1}^{n} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{u_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta}
$$

with $u=\left(u_{1}, \ldots, u_{n}\right)$.

Theorem 3.1. Suppose that $F \in \mathcal{F}$. Assume that
$\left(\mathcal{A}_{1}\right)$ there exists a constant $\varepsilon>0$ such that

$$
\max \left\{\limsup _{u \rightarrow(0, \ldots, 0)} \frac{\max _{t \in[0,1]} F(t, u)}{\sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}}, \limsup _{|u| \rightarrow \infty} \frac{\max _{t \in[0,1]} F(t, u)}{\sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}}\right\}<\varepsilon
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)$ with $|u|=\sqrt{\sum_{i=1}^{n} u_{i}^{2}}$;
$\left(\mathcal{A}_{2}\right)$ there exists a function $w \in E$ such that

$$
\sum_{i=1}^{n} \frac{\left\|w_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{w_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta \neq 0
$$

and

$$
A \bar{p} \varepsilon<\frac{\int_{0}^{1} F(t, w(t)) \mathrm{d} t}{\sum_{i=1}^{n} \frac{\left\|w_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{w_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta}
$$

Then, for each compact interval $[c, d] \subset\left(\lambda_{1}, \lambda_{2}\right)$, there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and every $G \in \mathcal{F}$, there exists $\gamma>0$ such that, for each $\mu \in[0, \gamma]$, the system $\left(\phi_{\lambda, \mu}\right)$ has at least three classical solutions whose norms in $E$ are less than $R$.

Proof. Take $X=E$. Clearly, $X$ is a separable and uniformly convex Banach space. Let the functionals $\Phi, J$ and $\Psi$ be as given in (2.9), (2.10) and (2.11), respectively. The functional $\Phi$ is $C^{1}$, and due to Proposition 2.5 its derivative admits a continuous inverse on $X^{*}$. Moreover, by the sequentially weakly lower semicontinuity of $\sum_{i=1}^{n} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}$ and the continuity of $I_{i j}, i=1, \ldots, n, j=1, \ldots, m, \Phi$ is sequentially weakly lower semicontinuous in $X$. On the other hand, we let $\left\|u_{i}\right\|_{p_{i}}>1, i=1, \ldots, n$, by (I),

$$
\begin{equation*}
\Phi(u)=\sum_{i=1}^{n} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{u_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta \geq \sum_{i=1}^{n} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}} \geq \frac{1}{\bar{p}}\|u\|^{\underline{p}} \tag{3.1}
\end{equation*}
$$

for every $u=\left(u_{1}, \ldots, u_{n}\right) \in X$. Thus $\Phi$ is coercive. Moreover, let $M$ be a bounded subset of $X$. That is, there exist constants $c_{i}>0, i=1, \ldots, n$ such that $\left\|u_{i}\right\|_{i} \leq c_{i}$ for each $u \in M$. Then, we have

$$
|\Phi(u)| \leq \frac{1}{\underline{p}} \sum_{i=1}^{n} \begin{cases}\left\|c_{i}\right\|^{\underline{p}}, & \text { if }\left\|u_{i}\right\|_{i} \leq 1 \\ \left\|c_{i}\right\|^{\bar{p}}, & \text { if }\left\|u_{i}\right\|_{i}>1\end{cases}
$$

Hence $\Phi$ is bounded on each bounded subset of $X$. Furthermore, $\Phi \in \mathcal{W}_{X}$. Indeed, let the sequence

$$
\left\{u_{k}\right\}_{k=1}^{\infty}=\left\{\left(u_{k_{1}}, \ldots, u_{k_{n}}\right)\right\}_{k=1}^{\infty} \subset X, \quad u=\left(u_{1}, \ldots, u_{n}\right) \subset X, \quad u_{k} \rightharpoonup u
$$

and $\liminf _{k \rightarrow \infty} \Phi\left(u_{k}\right) \leq \Phi(u)$. Since the function $I_{i j}$ is continuous, $i=1, \ldots, n$, $j=1, \ldots, m$, one has

$$
\liminf _{n \rightarrow \infty} \sum_{i=1}^{n} \frac{\left\|u_{k i}\right\|_{p_{i}}^{p_{i}}}{p_{i}} \leq \sum_{i=1}^{n} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}
$$

Thus, $\left\{u_{k}\right\}_{k=1}^{\infty}$ has a subsequence converging strongly to $u$. Therefore, $\Phi \in \mathcal{W}_{X}$. The functionals $J$ and $\Psi$ are two $\mathrm{C}^{1}$-functionals with compact derivatives. Moreover, $\Phi$ has a strict local minimum 0 with $\Phi(0)=J(0)=0$. In view of $\left(\mathcal{A}_{1}\right)$, there exist $\tau_{1}, \tau_{2}$ with $0<\tau_{1}<\tau_{2}$ such that

$$
\begin{equation*}
F(t, u) \leq \varepsilon \sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}} \tag{3.2}
\end{equation*}
$$

for every $t \in[0,1]$ and every $u=\left(u_{1}, \ldots, u_{n}\right)$ with $|u| \in\left[0, \tau_{1}\right) \cup\left(\tau_{2}, \infty\right)$. By (1.1), $F(t, u)$ is bounded on $[0,1] \times\left[\tau_{1}, \tau_{2}\right]$. Thus we can choose $\eta>0$ and $v>\bar{p}$ such that

$$
F(t, u) \leq \varepsilon \sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}+\eta \sum_{i=1}^{n}\left|u_{i}\right|^{v}
$$

for all $(t, u) \in[0,1] \times \mathbb{R}^{n}$. So, by (2.2), we have

$$
\begin{equation*}
J(u) \leq A \varepsilon \sum_{i=1}^{n}\left\|u_{i}\right\|_{p_{i}}^{p_{i}}+\eta \sum_{i=1}^{n} A^{v / p_{i}}\left\|u_{i}\right\|_{p_{i}}^{v} \tag{3.3}
\end{equation*}
$$

for all $u \in X$. Hence, from (3.3), we have

$$
\begin{equation*}
\limsup _{|u| \rightarrow 0} \frac{J(u)}{\Phi(u)} \leq A \bar{p} \varepsilon \tag{3.4}
\end{equation*}
$$

Moreover, by using (3.2), for each $u \in X \backslash\{0\}$, we obtain

$$
\begin{aligned}
& \frac{J(u)}{\Phi(u)}=\frac{|u| \leq \tau_{2}}{} F(t, u(t)) \mathrm{d} t \int_{|u|>\tau_{2}} F(t, u(t)) \mathrm{d} t \\
& \Phi(u) \\
& \leq \frac{\sup _{t \in[0,1],|u| \in\left[0, \tau_{2}\right]} F(t, u)}{\Phi(u)}+\frac{A \varepsilon \sum_{i=1}^{n}\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{\Phi(u)} \\
& \leq \frac{\sup _{t \in[0,1],|u| \in\left[0, \tau_{2}\right]} F(t, u)}{\sum_{i=1}^{n} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}}+A \bar{p} \varepsilon .
\end{aligned}
$$

So, we get

$$
\begin{equation*}
\limsup _{\|u\| \rightarrow \infty} \frac{J(u)}{\Phi(u)} \leq A \bar{p} \varepsilon \tag{3.5}
\end{equation*}
$$

In view of (3.4) and (3.5), we have

$$
\begin{equation*}
\rho=\max \left\{0, \limsup _{\|u\| \rightarrow \infty} \frac{J(u)}{\Phi(u)}, \limsup _{u \rightarrow(0, \ldots, 0)} \frac{J(u)}{\Phi(u)}\right\} \leq A \bar{p} \varepsilon \tag{3.6}
\end{equation*}
$$

Assumption $\left(\mathcal{A}_{2}\right)$ in conjunction with (3.6) yields

$$
\begin{aligned}
\sigma & =\sup _{u \in \Phi \Phi^{-1}((0, \infty))} \frac{J(u)}{\Phi(u)}=\sup _{X \backslash\{0\}} \frac{J(u)}{\Phi(u)} \\
& \geq \frac{\int_{0}^{1} F(t, w(t)) \mathrm{d} t}{\Phi(w(t))}=\frac{\int_{0}^{1} F(t, w(t)) \mathrm{d} t}{\sum_{i=1}^{n} \frac{\left\|w_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{w_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta}>A \bar{p} \varepsilon \geq \rho .
\end{aligned}
$$

Thus, all the hypotheses of Theorem 2.4 are satisfied. Clearly, $\lambda_{1}=\frac{1}{\beta}$ and $\lambda_{2}=\frac{1}{\alpha}$. Then, using Theorem 2.4, taking Lemma 2.3 into account, for each compact interval $[c, d] \subset\left(\lambda_{1}, \lambda_{2}\right)$, there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and every $G \in \mathcal{F}$ there exists $\gamma>0$ such that, for each $\mu \in[0, \gamma]$, the system $\left(\phi_{\lambda, \mu}\right)$ has at least three classical solutions whose norms in $E$ are less than $R$.

Another announced application of Theorem 2.4 reads as follows.
Theorem 3.2. Suppose that $F \in \mathcal{F}$. Assume that

$$
\begin{equation*}
\max \left\{\limsup _{u \rightarrow(0, \ldots, 0)} \frac{\max _{t \in[0,1]} F(t, u)}{\sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}}, \limsup _{|u| \rightarrow \infty} \frac{\max _{t \in[0,1]} F(t, u)}{\sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}}\right\}<0 \tag{3.7}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)$ with $|u|=\sqrt{\sum_{i=1}^{n} u_{i}^{2}}$, and

$$
\begin{equation*}
\sup _{u \in E} \frac{\int_{0}^{1} F(t, u(t)) \mathrm{d} t}{\sum_{i=1}^{n} \frac{\left\|u_{i}\right\|_{p_{i}}^{p_{i}}}{p_{i}}+\sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{u_{i}\left(t_{j}\right)} I_{i j}(\zeta) \mathrm{d} \zeta}>0 \tag{3.8}
\end{equation*}
$$

Then for each compact interval $[c, d] \subset\left(\lambda_{1}, \infty\right)$ there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and every $G \in \mathcal{F}$, there exists $\gamma>0$ such that for each $\mu \in[0, \gamma]$, the system $\left(\phi_{\lambda, \mu}\right)$ has at least three classical solutions whose norms in $E$ are less than $R$.

Proof. In view of (3.7), there exist an arbitrary $\varepsilon>0$ and $\tau_{1}, \tau_{2}$ with $0<\tau_{1}<\tau_{2}$ such that

$$
F(t, u) \leq \varepsilon \sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}
$$

for every $t \in[0,1]$ and every $u=\left(u_{1}, \ldots, u_{n}\right)$ with $|u| \in\left[0, \tau_{1}\right) \cup\left(\tau_{2}, \infty\right)$. By (1.1), $F(t, u)$ is bounded on $[0,1] \times\left[\tau_{1}, \tau_{2}\right]$. Thus we can choose $\eta>0$ and $v>\bar{p}$ in a manner that

$$
F(t, u) \leq \varepsilon \sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}+\eta \sum_{i=1}^{n}\left|u_{i}\right|^{v}
$$

for all $(t, u) \in[0,1] \times \mathbb{R}^{n}$. So, by the same process as in the proof of Theorem 3.1, we obtain (3.4) and (3.5). Since $\epsilon$ is arbitrary, (3.4) and (3.5) give

$$
\max \left\{0, \limsup _{\|u\| \rightarrow+\infty} \frac{J(u)}{\Phi(u)}, \limsup _{u \rightarrow(0, \ldots, 0)} \frac{J(u)}{\Phi(u)}\right\} \leq 0
$$

Then, with the notation of Theorem 2.4, we have $\rho=0$. By (3.8), we also have $\sigma>0$. In this case, clearly $\lambda_{1}=\frac{1}{\sigma}$ and $\lambda_{2}=\infty$. Thus, by using Theorem 2.4 and taking Lemma 2.3 into account, the result is achieved.

Remark 3.3. Theorem 1.1 immediately follows from Theorem 3.2.
Remark 3.4. In Assumption $\left(\mathcal{A}_{2}\right)$, if we choose

$$
\begin{equation*}
w(t)=w^{\star}(t)=\left(0, \ldots, 0, w_{n}(t)\right) \tag{3.9}
\end{equation*}
$$

with

$$
w_{n}(t)= \begin{cases}\delta\left(\sum_{k=1}^{\ell} a_{k}+\frac{2\left(1-\sum_{k=1}^{\ell} a_{k}\right)}{s_{1}} t\right), & \text { if } t \in\left[0, \frac{s_{1}}{2}\right),  \tag{3.10}\\ \delta, & \text { if } t \in\left[\frac{s_{1}}{2}, \frac{1+s_{\ell}}{2}\right], \\ \delta\left(\frac{{ }^{2-\sum_{k=1}^{\ell} b_{k}-s_{\ell} \sum_{k=1}^{\ell} b_{k}}}{1-s_{\ell}}-\frac{2\left(1-\sum_{k=1}^{\ell} b_{k}\right)}{1-s_{\ell}} t\right), & \text { if } t \in\left(\frac{1+s_{\ell}}{2}, 1\right]\end{cases}
$$

where $\delta>0$, then $\left(\mathcal{A}_{2}\right)$ takes the following form: $\left(\mathcal{A}_{2}^{\prime}\right)$ there exists a positive constant $\delta$ such that

$$
\left(\omega_{n} \delta\right)^{p_{n}}+p_{n} \sum_{j=1}^{m} \int_{0}^{w_{n}\left(t_{j}\right)} I_{n j}(\zeta) \mathrm{d} \zeta \neq 0
$$

and

$$
A \bar{p} \varepsilon<\frac{p_{n} \int_{0}^{1} F\left(t, w^{\star}(t)\right) \mathrm{d} t}{\left(\omega_{n} \delta\right)^{p_{n}}+p_{n} \sum_{j=1}^{m} \int_{0}^{w_{n}\left(t_{j}\right)} I_{n j}(\zeta) \mathrm{d} \zeta}
$$

Clearly, $w^{\star} \in E$ and

$$
\Phi\left(w^{\star}\right)=\frac{\left(\omega_{n} \delta\right)^{p_{n}}}{p_{n}}+\sum_{j=1}^{m} \int_{0}^{w_{n}\left(t_{j}\right)} I_{n j}(\zeta) \mathrm{d} \zeta
$$

where

$$
\omega_{n}:=\left[2^{p_{n}-1}\left(s_{1}^{1-p_{n}}\left|1-\sum_{k=1}^{\ell} a_{k}\right|^{p_{n}}+\left(1-s_{\ell}\right)^{1-p_{n}}\right)\left|1-\sum_{k=1}^{\ell} b_{k}\right|^{p_{n}}\right]^{1 / p_{n}} .
$$

Now, we point out some results in which the function $F$ has separated variables. To be precise, we consider the system

$$
\left\{\begin{array}{l}
-\left(\phi_{p_{i}}\left(u_{i}^{\prime}\right)\right)^{\prime}=\lambda \theta(t) F_{u_{i}}\left(u_{1}, \ldots, u_{n}\right)+\mu G_{u_{i}}\left(t, u_{1}, \ldots, u_{n}\right), \quad t \in(0,1) \backslash Q, \\
\Delta \phi_{p_{i}}\left(u_{i}^{\prime}\left(t_{j}\right)\right)=I_{i j}\left(u_{i}\left(t_{j}\right)\right), \quad j=1, \ldots, m, \\
u_{i}(0)=\sum_{k=1}^{\ell} a_{k} u_{i}\left(s_{k}\right), \quad u_{i}(1)=\sum_{k=1}^{\ell} b_{k} u_{i}\left(s_{k}\right),
\end{array}\left(\phi_{\lambda, \mu}^{\theta}\right)\right.
$$

where $\theta:[0,1] \rightarrow \mathbb{R}$ is a nonzero function such that $\theta \in \mathrm{L}^{1}([0,1])$ and $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a $\mathrm{C}^{1}$-function and $G:[0,1] \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is as introduced for the system $\left(\phi_{\lambda, \mu}\right)$ in Section 1.

Set $F\left(t, x_{1}, \ldots, x_{n}\right)=\theta(t) F\left(x_{1}, \ldots, x_{n}\right)$ for every $\left(t, x_{1}, \ldots, x_{n}\right) \in[0,1] \times \mathbb{R}^{n}$. The following existence results are consequences of Theorem 3.1.

Theorem 3.5. Assume that
$\left(\mathcal{A}_{1}^{\prime}\right)$ there exists a constant $\varepsilon>0$ such that

$$
\sup _{t \in[0,1]} \theta(t) \cdot \max \left\{\limsup _{u \rightarrow(0, \ldots, 0)} \frac{F(u)}{\sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}}, \limsup _{|u| \rightarrow \infty} \frac{F(u)}{\sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}}\right\}<\varepsilon,
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)$ with $|u|=\sqrt{\sum_{i=1}^{n} u_{i}^{2}}$;
$\left(\mathcal{A}_{2}^{\prime \prime}\right)$ there exists a positive constant $\delta$ such that

$$
\left(\omega_{n} \delta\right)^{p_{n}}+p_{n} \sum_{j=1}^{m} \int_{0}^{w_{n}\left(t_{j}\right)} I_{n j}(\zeta) \mathrm{d} \zeta \neq 0
$$

and

$$
A \bar{p} \varepsilon<\frac{p_{n} \int_{0}^{1} F\left(t, w^{\star}(t)\right) \mathrm{d} t}{\left(\omega_{n} \delta\right)^{p_{n}}+p_{n} \sum_{j=1}^{m} \int_{0}^{w_{n}\left(t_{j}\right)} I_{n j}(\zeta) \mathrm{d} \zeta}
$$

where $w^{\star}$ and $\omega_{n}$ are given by (3.9) and (3.10), respectively.
Then, for each compact interval $[c, d] \subset\left(\lambda_{3}, \lambda_{4}\right)$, where $\lambda_{3}$ and $\lambda_{4}$ are the same as $\lambda_{1}$ and $\lambda_{2}$, but $\int_{0}^{1} F(t, u(t)) \mathrm{d} t$ is replaced by $\int_{0}^{1} \theta(t) F(u(t)) \mathrm{d} t$, respectively, there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and every $G \in \mathcal{F}$, there exists $\gamma>0$ such that for each $\mu \in[0, \gamma]$, the system $\left(\phi_{\lambda, \mu}^{\theta}\right)$ has at least three classical solutions whose norms in $E$ are less than $R$.

Theorem 3.6. Assume that there exists a positive constant $\delta$ such that

$$
\begin{equation*}
\left(\omega_{n} \delta\right)^{p_{n}}+p_{n} \sum_{j=1}^{m} \int_{0}^{w_{n}\left(t_{j}\right)} I_{n j}(\zeta) \mathrm{d} \zeta>0 \text { and } \int_{0}^{1} \theta(t) F\left(w^{\star}(t)\right) \mathrm{d} t>0 \tag{3.11}
\end{equation*}
$$

where $w^{\star}$ and $\omega_{n}$ are given by (3.9) and (3.10), respectively. Moreover, suppose that

$$
\begin{equation*}
\limsup _{u \rightarrow(0, \ldots, 0)} \frac{F(u)}{\sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}}=\limsup _{|u| \rightarrow \infty} \frac{F(u)}{\sum_{i=1}^{n}\left|u_{i}\right|^{p_{i}}}=0 \tag{3.12}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)$ with $|u|=\sqrt{\sum_{i=1}^{n} u_{i}^{2}}$. Then, for each compact interval $[c, d] \subset$ $\left(\lambda_{3}, \infty\right)$ where $\lambda_{3}$ is the same as $\lambda_{1}$ but $\int_{0}^{1} F(t, u(t)) \mathrm{d} t$ is replaced by $\int_{0}^{1} \theta(t) F(u(t)) \mathrm{d} t$, there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and every $G \in \mathcal{F}$, there exists $\gamma>0$ such that for each $\mu \in[0, \gamma]$, the system $\left(\phi_{\lambda, \mu}^{\theta}\right)$ has at least three classical solutions whose norms in $E$ are less than $R$.

Proof. We easily observe that, from (3.12), the assumption $\left(\mathcal{A}_{1}^{\prime}\right)$ is satisfied for every $\varepsilon>0$. Moreover, using (3.11), by choosing $\varepsilon>0$ small enough, one can derive the assumption $\left(\mathcal{A}_{2}^{\prime \prime}\right)$. Hence, the conclusion follows from Theorem 3.5.

Now, we exhibit an example in which the hypotheses of Theorem 3.6 are satisfied.
Example 3.7. Let $n=2, p_{1}=p_{2}=2, m=l=1, t_{1}=\frac{1}{3}, s_{1}=\frac{1}{2}, a_{1}=b_{1}=2$ and $I_{11}(x)=I_{21}(x)=x^{3}$ for each $x \in \mathbb{R}$. Let $\theta(t)=[t]+1$ for all $t \in[0,1]$, where $[t]$ is the integer part of $t$ and

$$
F\left(x_{1}, x_{2}\right)= \begin{cases}\left(x_{1}^{2}+x_{2}^{2}\right)^{2}, & \text { if } x_{1}^{2}+x_{2}^{2}<1 \\ 1, & \text { if } x_{1}^{2}+x_{2}^{2} \geq 1\end{cases}
$$

By choosing $\delta=1$, we have $w(t)=w^{\star}(t)=\left(0, w_{2}(t)\right)$ with

$$
w_{2}(t)= \begin{cases}2(1-2 t) & \text { if } t \in\left[0, \frac{1}{4}\right), \\ 1 & \text { if } t \in\left[\frac{1}{4}, \frac{3}{4}\right] \\ -2(1-2 t) & \text { if } t \in\left(\frac{3}{4}, 1\right]\end{cases}
$$

and $\omega_{2}=2 \sqrt{2}$. Thus we have

$$
\begin{gathered}
\left(\omega_{2} \delta\right)^{p_{2}}+p_{2} \sum_{j=1}^{m} \int_{0}^{w_{2}\left(t_{j}\right)} I_{2 j}(\zeta) \mathrm{d} \zeta=(2 \sqrt{2})^{2}+2 \int_{0}^{1} \zeta^{3} \mathrm{~d} \zeta=\frac{17}{2}>0 \\
\int_{0}^{1} \theta(t) F\left(w^{\star}(t)\right) \mathrm{d} t=\int_{0}^{\frac{1}{4}} F(0,2(1-2 t)) \mathrm{d} t+\int_{\frac{1}{4}}^{\frac{3}{4}} F(0,1) \mathrm{d} t+\int_{\frac{3}{4}}^{1} F(0,-2(1-2 t)) \mathrm{d} t \\
=\int_{0}^{\frac{1}{4}} 16(1-2 t)^{4} \mathrm{~d} t+\int_{\frac{1}{4}}^{\frac{3}{4}} \mathrm{~d} t+\int_{\frac{3}{4}}^{1} \mathrm{~d} t=\frac{23}{10}>0 \\
\lim _{\left(u_{1}, u_{2}\right) \rightarrow(0,0)} \frac{F\left(u_{1}, u_{2}\right)}{u_{1}^{2}+u_{2}^{2}}=\lim _{\left(u_{1}, u_{2}\right) \rightarrow(0,0)} \frac{\left(u_{1}^{2}+u_{2}^{2}\right)^{2}}{u_{1}^{2}+u_{2}^{2}}=\lim _{\left(u_{1}, u_{2}\right) \rightarrow(0,0)}\left(u_{1}^{2}+u_{2}^{2}\right)=0
\end{gathered}
$$

and

$$
\lim _{|u| \rightarrow \infty} \frac{F\left(u_{1}, u_{2}\right)}{u_{1}^{2}+u_{2}^{2}}=\lim _{|u| \rightarrow \infty} \frac{1}{u_{1}^{2}+u_{2}^{2}}=0
$$

where $u=\left(u_{1}, u_{2}\right)$ with $|u|=\sqrt{u_{1}^{2}+u_{2}^{2}}$. Hence, by applying Theorem 3.6 for each compact interval $[c, d] \subset(0, \infty)$, there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and every $G \in \mathcal{F}$, there exists $\gamma>0$ such that, for each $\mu \in[0, \gamma]$, the system

$$
\begin{cases}-u_{1}^{\prime \prime}(t)=\lambda([t]+1) F_{u_{1}}\left(u_{1}, u_{2}\right)+\mu G_{u_{1}}\left(t, u_{1}, u_{2}\right), & t \in(0,1) \backslash\left\{\frac{1}{3}\right\}, \\ -u_{2}^{\prime \prime}(t)=\lambda([t]+1) F_{u_{2}}\left(u_{1}, u_{2}\right)+\mu G_{u_{2}}\left(t, u_{1}, u_{2}\right), & t \in(0,1) \backslash\left\{\frac{1}{3}\right\}, \\ u_{1}^{\prime}\left(\frac{1}{3}^{+}\right)-u_{1}^{\prime}\left(\frac{1}{3}-\right)=\left(u_{1}\left(\frac{1}{3}\right)\right)^{3}, & \\ u_{2}^{\prime}\left(\frac{1}{3}^{+}\right)-u_{2}^{\prime}\left(\frac{1}{3}-\right)=\left(u_{2}\left(\frac{1}{3}\right)\right)^{3}, & \\ u_{1}(0)=2 u_{1}\left(\frac{1}{2}\right), \quad u_{1}(1)=2 u_{1}\left(\frac{1}{2}\right), & \\ u_{2}(0)=2 u_{2}\left(\frac{1}{2}\right), \quad u_{2}(1)=2 u_{2}\left(\frac{1}{2}\right) & \end{cases}
$$

has at least three classical solutions whose norms in the space

$$
\left.\left.\left.\begin{array}{rl}
\widetilde{E}=\left\{\left(\xi_{1}, \xi_{2}\right) \in \mathrm{W}^{1,2}([0,1]) \times \mathrm{W}^{1,2}([0,1]): \xi_{1}(0)\right. & =\xi_{1}(1)
\end{array}\right)=2 \xi_{1}\left(\frac{1}{2}\right), ~ \begin{array}{rl} 
\\
\xi_{2}(0) & =\xi_{2}(1)
\end{array}\right)=2 \xi_{2}\left(\frac{1}{2}\right)\right\}
$$

are less than $R$.

## 4. SINGLE IMPULSE

As an application of the results from Section 3, we consider the problem

$$
\left\{\begin{array}{l}
-\left(\phi_{p}\left(u^{\prime}\right)\right)^{\prime}=\lambda f(t, u)+\mu g(t, u), \quad t \in(0,1) \backslash\left\{t_{1}\right\}  \tag{4.1}\\
\Delta \phi_{p}\left(u^{\prime}\left(t_{1}\right)\right)=I\left(u\left(t_{1}\right)\right) \\
u(0)=u(1)=u\left(s_{1}\right)
\end{array}\right.
$$

where $p>1,0<t_{1}, s_{1}<1, t_{1} \neq s_{1}, \phi_{p}(x)=|x|^{p-2} x, \lambda>0, \mu \geq 0$, and $f, g$ : $[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ are two L ${ }^{1}$-Carathéodory functions, $\Delta \phi_{p} u_{i}^{\prime}\left(t_{1}\right)=\phi_{p} u^{\prime}\left(t_{1}^{+}\right)-\phi_{p} u^{\prime}\left(t_{1}^{-}\right)$, where $u^{\prime}\left(t_{1}^{+}\right)$and $u^{\prime}\left(t_{1}^{-}\right)$represent the right-hand limit and left-hand limit of $u^{\prime}(t)$ at $t=t_{1}$, respectively, and $I: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous and nondecreasing function such that $I(0)=0$ and $I(s) s>0$ for all $s \in \mathbb{R} \backslash\{0\}$.

We introduce the functions $F:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ and $G:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, respectively, as

$$
F(t, x)=\int_{0}^{x} f(t, \zeta) \mathrm{d} \zeta \text { for all }(t, x) \in[0,1] \times \mathbb{R}
$$

and

$$
G(t, x)=\int_{0}^{x} g(t, \zeta) \mathrm{d} \zeta \text { for all }(t, x) \in[0,1] \times \mathbb{R}
$$

The following two theorems are consequences of Theorems 3.1 and 3.2 , respectively.
Theorem 4.1. Assume that
$\left(\mathcal{B}_{1}\right)$ there exists a constant $\varepsilon>0$ such that

$$
\max \left\{\limsup _{u \rightarrow 0} \frac{\max _{t \in[0,1]} F(t, u)}{|u|^{p}}, \limsup _{|u| \rightarrow \infty} \frac{\max _{t \in[0,1]} F(t, u)}{|u|^{p}}\right\}<\varepsilon
$$

$\left(\mathcal{B}_{2}\right)$ there exists a function $w \in \widehat{E}$, where

$$
\widehat{E}=\left\{\xi \in \mathrm{W}^{1, p}([0,1]): \xi(0)=\xi(1)=\xi\left(s_{1}\right)\right\}
$$

such that

$$
\|w\|_{p}^{p}+p \int_{0}^{w\left(t_{1}\right)} I(\zeta) \mathrm{d} \zeta \neq 0
$$

and

$$
p^{2} \varepsilon<\frac{2 \int_{0}^{1} F(t, w(t)) \mathrm{d} t}{\|u\|_{p}^{p}+p \int_{0}^{u\left(t_{1}\right)} I(\zeta) \mathrm{d} \zeta}
$$

Then, for each compact interval $[c, d] \subset\left(\bar{\lambda}_{1}, \bar{\lambda}_{2}\right)$, where

$$
\bar{\lambda}_{1}=\inf _{u \in \widehat{E}}\left\{\frac{\|u\|_{p}^{p}+p \int_{0}^{u\left(t_{1}\right)} I(\zeta) \mathrm{d} \zeta}{p \int_{0}^{1} F(t, u(t)) \mathrm{d} t}: \int_{0}^{1} F(t, u(t)) \mathrm{d} t>0\right\}
$$

and

$$
\bar{\lambda}_{2}=\max \left\{0, \limsup _{|u| \rightarrow 0} \frac{p \int_{0}^{1} F(t, u(t)) \mathrm{d} t}{\|u\|_{p}^{p}+p \int_{0}^{u\left(t_{1}\right)} I(\zeta) \mathrm{d} \zeta}, \limsup _{\|u\|_{p} \rightarrow \infty} \frac{p \int_{0}^{1} F(t, u(t)) \mathrm{d} t}{\|u\|_{p}^{p}+p \int_{0}^{u\left(t_{1}\right)} I(\zeta) \mathrm{d} \zeta}\right\}
$$

there exists $R>0$ with the following property: for every $\lambda \in[c, d]$, there exists $\gamma>0$ such that for each $\mu \in[0, \gamma]$, the problem (4.1) has at least three classical solutions whose norms in $\widehat{E}$ are less than $R$.

Theorem 4.2. Assume that

$$
\max \left\{\limsup _{u \rightarrow 0} \frac{\sup _{t \in[0,1]} F(t, u(t))}{|u|^{p}}, \limsup _{|u| \rightarrow \infty} \frac{\sup _{t \in[0,1]} F(t, u(t))}{|u|^{p}}\right\} \leq 0
$$

and

$$
\sup _{u \in \widehat{E}} \frac{p \int_{0}^{1} F(t, u(t)) \mathrm{d} t}{\|u\|_{p}^{p}+p \int_{0}^{u\left(t_{1}\right)} I(\zeta) \mathrm{d} \zeta}>0
$$

Then for each compact interval $[c, d] \subset\left(\bar{\lambda}_{1}, \infty\right)$, where $\bar{\lambda}_{1}$ is defined in Theorem 4.1, there exists $R>0$ with the following property: for every $\lambda \in[c, d]$, there exists $\gamma>0$ such that for each $\mu \in[0, \gamma]$, the problem (4.1) has at least three classical solutions whose norms in $\widehat{E}$ are less than $R$.

Now let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function. Put

$$
F(x)=\int_{0}^{x} f(\zeta) \mathrm{d} \zeta \text { for all } x \in \mathbb{R}
$$

The following theorems are immediate consequences of Theorems 3.5 and 3.6, respectively.

Theorem 4.3. Assume that
$\left(\mathcal{B}_{1}^{\prime}\right)$ there exists a constant $\varepsilon>0$ such that

$$
\max \left\{\limsup _{u \rightarrow 0} \frac{F(u)}{|u|^{p}}, \limsup _{|u| \rightarrow \infty} \frac{F(u)}{|u|^{p}}\right\}<\varepsilon ;
$$

$\left(\mathcal{B}_{2}^{\prime \prime}\right)$ there exists a positive constant $\delta$ such that

$$
2^{p(p-1)} \delta^{p}\left(s_{1}^{1-p}+\left(1-s_{1}\right)^{1-p}\right)+p \int_{0}^{\delta} I(\zeta) \mathrm{d} \zeta \neq 0
$$

and

$$
p \varepsilon<\frac{2 p_{n} \int_{0}^{1} F(\bar{w}(t)) \mathrm{d} t}{2^{p(p-1)} \delta^{p}\left(s_{1}^{1-p}+\left(1-s_{1}\right)^{1-p}\right)+p \int_{0}^{\delta} I(\zeta) \mathrm{d} \zeta}
$$

where

$$
\bar{w}(t)= \begin{cases}\frac{2 \delta}{s_{1}} t, & \text { if } t \in\left[0, \frac{s_{1}}{2}\right),  \tag{4.2}\\ \delta, & \text { if } t \in\left[\frac{s_{1}}{2}, \frac{1+s_{1}}{2}\right], \\ \frac{2 \delta}{1-s_{1}}(1-t), & \text { if } t \in\left(\frac{1+s_{1}}{2}, 1\right]\end{cases}
$$

Then, for each compact interval $[c, d] \subset\left(\bar{\lambda}_{3}, \bar{\lambda}_{4}\right)$, where $\bar{\lambda}_{3}$ and $\bar{\lambda}_{4}$ are the same as $\bar{\lambda}_{1}$ and $\bar{\lambda}_{2}$, but $\int_{0}^{1} F\left(t, u(t) \mathrm{d} t\right.$ is replaced by $\int_{0}^{1} F(u(t)) \mathrm{d} t$, respectively, there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and every continuous function $g: \mathbb{R} \rightarrow \mathbb{R}$, there exists $\gamma>0$ such that for each $\mu \in[0, \gamma]$, the problem

$$
\left\{\begin{array}{l}
-\left(\phi_{p}\left(u^{\prime}\right)\right)^{\prime}=\lambda f(u)+\mu g(u), \quad t \in(0,1) \backslash\left\{t_{1}\right\}  \tag{4.3}\\
\Delta \phi_{p}\left(u^{\prime}\left(t_{1}\right)\right)=I\left(u\left(t_{1}\right)\right) \\
u(0)=u(1)=u\left(s_{1}\right)
\end{array}\right.
$$

has at least three classical solutions whose norms in $\widehat{E}$ are less than $R$.
Theorem 4.4. Assume that there exists a positive constant $\delta$ such that

$$
2^{p(p-1)} \delta^{p}\left(s_{1}^{1-p}+\left(1-s_{1}\right)^{1-p}\right)+p \int_{0}^{\delta} I(\zeta) \mathrm{d} \zeta>0 \text { and } \int_{0}^{1} F(\bar{w}(t)) \mathrm{d} t>0,
$$

where $\bar{w}$ is given by (4.2). Moreover, suppose that

$$
\limsup _{u \rightarrow 0} \frac{f(u)}{|u|^{p-1}}=\limsup _{|u| \rightarrow \infty} \frac{f(u)}{|u|^{p-1}}=0 .
$$

Then, for each compact interval $[c, d] \subset\left(\bar{\lambda}_{3},+\infty\right)$, where $\bar{\lambda}_{3}$ is the same as $\bar{\lambda}_{1}$, but $\int_{0}^{1} F(t, u(t)) \mathrm{d} t$ is replaced by $\int_{0}^{1} F(u(t)) \mathrm{d} t$, there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and every continuous function $g: \mathbb{R} \rightarrow \mathbb{R}$, there exists $\gamma>0$ such that for each $\mu \in[0, \gamma]$, the problem (4.3) has at least three classical solutions whose norms in $\widehat{E}$ are less than $R$.

Finally, we present the following example in order to illustrate Corollary 4.4.
Example 4.5. Let $p=3, t_{1}=\frac{2}{3}, s_{1}=\frac{1}{2}, I(x)=\sqrt[3]{x}$ for all $x \in \mathbb{R}$ and $f(x)=-x^{3} e^{-x}$ for all $x \in \mathbb{R}$. By choosing $\delta=1$, we have

$$
\bar{w}(t)= \begin{cases}4 t, & \text { if } t \in\left[0, \frac{1}{4}\right), \\ 1, & \text { if } t \in\left[\frac{1}{4}, \frac{3}{]}\right], \\ 4(1-t), & \text { if } t \in\left(\frac{3}{4}, 1\right] .\end{cases}
$$

Thus

$$
2^{p(p-1)} \delta^{p}\left(s_{1}^{1-p}+\left(1-s_{1}\right)^{1-p}\right)+p \int_{0}^{\delta} I(\zeta) \mathrm{d} \zeta=2^{9}+3 \int_{0}^{1} \sqrt[3]{\zeta} \mathrm{d} \zeta=2^{9}+\frac{3}{4}>0,
$$

$$
\begin{aligned}
\int_{0}^{1} F(\bar{w}(t)) \mathrm{d} t= & -\int_{0}^{\frac{1}{4}} \int_{0}^{4 t} \zeta^{3} e^{-\zeta} \mathrm{d} \zeta \mathrm{~d} t-\int_{\frac{1}{4}}^{\frac{3}{4}} \int_{0}^{1} \zeta^{3} e^{-\zeta} \mathrm{d} \zeta \mathrm{~d} t-\int_{\frac{3}{4}}^{1} \int_{0}^{4(1-t)} \zeta^{3} e^{-\zeta} \mathrm{d} \zeta \mathrm{~d} t \\
= & \int_{0}^{\frac{1}{4}}\left[e^{-4 t}\left(64 t^{3}+58 t^{2}+24 t+6\right)-6\right] \mathrm{d} t+\left(\frac{16}{e}-6\right) \int_{\frac{1}{4}}^{\frac{3}{4}} \mathrm{~d} t \\
& +\frac{2}{e^{4}} \int_{\frac{3}{4}}^{1}\left[e^{4 t}\left(76-166 t+125 t^{2}-32 t^{3}\right)-6\right] \mathrm{d} t \\
= & \frac{29}{6}+\frac{8}{e}-\frac{1089}{16 e^{4}}+\frac{122}{64 e^{7}}-\frac{70}{32 e^{8}}>0
\end{aligned}
$$

Also $\lim _{u \rightarrow 0} \frac{f(u)}{|u|^{2}}=\lim _{|u| \rightarrow \infty} \frac{f(u)}{|u|^{2}}=0$. Hence, by applying Corollary 4.4 for each compact interval $[c, d] \subset(0, \infty)$, there exists $R>0$ with the following property: for every $\lambda \in[c, d]$ and every continuous function $g: \mathbb{R} \rightarrow \mathbb{R}$, there exists $\gamma>0$ such that, for each $\mu \in[0, \gamma]$, the problem

$$
\left\{\begin{array}{l}
-\left|u_{1}^{\prime}(t)\right| u_{1}^{\prime \prime}(t)=-\lambda u(t)^{3} e^{-u(t)}+\mu g(u), \quad t \in(0,1) \backslash\left\{\frac{2}{3}\right\} \\
\left|u^{\prime}\left(\frac{2}{3}^{+}\right)\right| u^{\prime}\left(\frac{2}{3}^{+}\right)-\left|u^{\prime}\left(\frac{2}{3}^{-}\right)\right| u_{1}^{\prime}\left(\frac{2}{3}^{-}\right)=\sqrt[3]{u\left(\frac{2}{3}\right)} \\
u(0)=u(1)=u\left(\frac{1}{2}\right)
\end{array}\right.
$$

has at least three classical solutions whose norms in the space

$$
\widetilde{E}_{1}=\left\{\xi \in \mathrm{W}^{1,3}([0,1]): \xi(0)=\xi(1)=\xi\left(\frac{1}{2}\right)\right\}
$$

are less than $R$.

## REFERENCES

[1] L. Bai, B. Dai, An application of variational method to a class of Dirichlet boundary value problems with impulsive effects, J. Franklin Inst. 348 (2011) 9, 2607-2624.
[2] D.D. Bă̆nov, P.S. Simeonov, Systems with Impulse Effect. Stability, Theory and Applications, Ellis Horwood Series in Mathematics and Its Applications, New York, 1989.
[3] M. Benchohra, J. Henderson, S.K. Ntouyas, Impulsive Differential Equations and Inclusions, Contemporary Mathematics and Its Applications, vol. 2, Hindawi Publishing Corporation, New York, 2006.
[4] J.R. Cannon, S. Pérez Esteva, J. van der Hoek, A Galerkin procedure for the diffusion equation subject to the specification of mass, SIAM J. Numer. Anal. 24 (1987) 3, 499-515.
[5] J.R. Cannon, The One-dimensional Heat Equation, vol. 23, Encyclopedia of Mathematics and its Applications, Addison-Wesley Publishing Company, Advanced Book Program, Reading, MA, 1984.
[6] T.E. Carter, Necessary and sufficient conditions for optimal impulsive rendezvous with linear equations of motion, Dynam. Control 10 (2000) 3, 219-227.
[7] L. Chen, J. Sun, Nonlinear boundary value problem of first order impulsive functional differential equations, J. Math. Anal. Appl. 318 (2006) 2, 726-741.
[8] J. Chen, C.C. Tisdell, R. Yuan, On the solvability of periodic boundary value problems with impulse, J. Math. Anal. Appl. 331 (2007) 2, 902-912.
[9] J. Chu, J.J. Nieto, Impulsive periodic solutions of first-order singular differential equations, Bull. Lond. Math. Soc. 40 (2008) 1, 143-150.
[10] B. Dai, H. Su, D. Hu, Periodic solution of a delayed ratio-dependent predator-prey model with monotonic functional response and impulse, Nonlinear Anal. 70 (2009) 1, 126-134.
[11] Z. Du, L. Kong, Existence of three solutions for systems of multi-point boundary value problems, Electron. J. Qual. Theory Diff. Equ., Spec. Ed. I, 10 (2009).
[12] H.-Y. Feng, W.-G. Ge, Existence of three positive solutions for M-point boundary-value problem with one-dimensional P-Laplacian, Taiwanese J. Math. 14 (2010) 2, 647-665.
[13] M. Feng, H. Pang, A class of three-point boundary-value problems for second-order impulsive integro-differential equations in Banach spaces, Nonlinear Anal. 70 (2009) 1, 64-82.
[14] M. Feng, D. Xie, Multiple positive solutions of multi-point boundary value problem for second-order impulsive differential equations, J. Comput. Appl. Math. 223 (2009) 1, 438-448.
[15] W. Feng, J.R.L. Webb, Solvability of m-point boundary value problems with nonlinear growth, J. Math. Anal. Appl. 212 (1997) 2, 467-480.
[16] J.R. Graef, L. Kong, Existence of solutions for nonlinear boundary value problems, Comm. Appl. Nonlinear Anal. 14 (2007) 1, 39-60.
[17] J.R. Graef, S. Heidarkhani, L. Kong, A critical points approach to multiplicity results for multi-point boundary value problems, Appl. Anal. 90 (2011) 12, 1909-1925.
[18] J.R. Graef, S. Heidarkhani, L. Kong, Infinitely many solutions for systems of multi-point boundary value problems using variational methods, Topol. Methods Nonlinear Anal. 42 (2013) 1, 105-118.
[19] J.R. Graef, L. Kong, Q. Kong, Higher order multi-point boundary value problems, Math. Nachr. 284 (2011) 1, 39-52.
[20] S. Heidarkhani, Multiple solutions for a class of multipoint boundary value systems driven by a one-dimensional $\left(p_{1}, \ldots, p_{n}\right)$-Laplacian operator, Abstr. Appl. Anal. 2012 (2012), Article ID 389530.
[21] S. Heidarkhani, M. Ferrara, A. Salari, Infinitely many periodic solutions for a class of perturbed second-order differential equations with impulses, Acta Appl. Math. 139 (2015), 81-94.
[22] S. Heidarkhani, A. Salari, Existence of three solutions for impulsive perturbed elastic beam fourth-order equations of Kirchhoff-type, Studia Sci. Math. Hungar. (2016), to appear.
[23] J. Henderson, Solutions of multipoint boundary value problems for second order equations, Dynam. Systems Appl. 15 (2006) 1, 111-117.
[24] J. Henderson, B. Karna, C.C. Tisdell, Existence of solutions for three-point boundary value problems for second order equations, Proc. Amer. Math. Soc. 133 (2005) 5, 1365-1369.
[25] J. Henderson, S.K. Ntouyas, Positive solutions for systems of nth order three-point nonlocal boundary value problems, Electron. J. Qual. Theory Differ. Equ. 18 (2007).
[26] V.A. Il'in, E.I. Moiseev, A nonlocal boundary value problem of the second kind for the Sturm-Liouville operator, Differentsial'nye Uravneniya 23 (1987) 8, 1422-1431.
[27] N.I. Ionkin, The solution of a certain boundary value problem of the theory of heat conduction with a nonclassical boundary condition, Differencial'nye Uravnenija 13 (1977) 2, 294-304.
[28] G. Jiang, Q. Lu, L. Qian, Complex dynamics of a Holling type II prey-predator system with state feedback control, Chaos Solitons Fractals 31 (2007) 2, 448-461.
[29] L.I. Kamynin, A boundary-value problem in the theory of heat conduction with non-classical boundary conditions, Ž. Vyčisl. Mat. i Mat. Fiz. 4 (1964), 1006-1024.
[30] V. Lakshmikantham, D.D. Baĭnov, P.S. Simeonov, Theory of Impulsive Differential Equations, vol. 6, Series in Modern Applied Mathematics, World Scientific Publishing Co., Teaneck, NJ, 1989.
[31] J. Li, J.J. Nieto, Existence of positive solutions for multipoint boundary value problem on the half-line with impulses, Bound. Value Probl. (2009), 2009:834158.
[32] B. Liu, J. Yu, Existence of solution of m-point boundary value problems of second-order differential systems with impulses, Appl. Math. Comput. 125 (2002) 2-3, 155-175.
[33] X. Liu, A.R. Willms, Impulsive controllability of linear dynamical systems with applications to maneuvers of spacecraft, Math. Probl. Eng. 2 (1996) 4, 277-299.
[34] R. Ma, Existence of positive solutions for superlinear semipositone m-point boundary--value problems, Proc. Edinb. Math. Soc. 46 (2003) 2, 279-292.
[35] M. Moshinsky, On one-dimensional boundary value problems of a discontinuous nature, Bol. Soc. Mat. Mexicana 4 (1947), 1-25.
[36] S.I. Nenov, Impulsive controllability and optimization problems in population dynamics, Nonlinear Anal. 36 (1999), 881-890.
[37] D. Qian, X. Li, Periodic solutions for ordinary differential equations with sublinear impulsive effects, J. Math. Anal. Appl. 303 (2005) 1, 288-303.
[38] B. Ricceri, A further three critical points theorem, Nonlinear Anal. 71 (2009) 9, 4151-4157.
[39] A.M. Samoĭlenko, M.O. Perestyuk, Impulsive Differential Equations, vol. 14, World Scientific Series on Nonlinear Science, Series A: Monographs and Treatises, World Scientific Publishing Co., River Edge, NJ, 1995.
[40] J. Simon, Régularité de la solution d'une équation non linéaire dans $\boldsymbol{R}^{N}$, [in:] Journées d'Analyse Non Linéaire (Proc. Conf., Besançon, 1977), vol. 665, Lecture Notes in Math., Springer, Berlin, 1978, 205-227.
[41] J. Sun, H. Chen, J.J. Nieto, M. Otero-Novoa, The multiplicity of solutions for perturbed second-order Hamiltonian systems with impulsive effects, Nonlinear Anal. 72 (2010) 12, 4575-4586.
[42] C. Thaiprayoon, D. Samana, J. Tariboon, Multi-point boundary value problem for first order impulsive integro-differential equations with multi-point jump conditions, Bound. Value Probl. 2012, 2012:38.
[43] Y. Tian, W. Ge, Applications of variational methods to boundary-value problem for impulsive differential equations, Proc. Edinb. Math. Soc. 51 (2008) 2, 509-527.
[44] Y. Tian, W. Ge, Variational methods to Sturm-Liouville boundary value problem for impulsive differential equations, Nonlinear Anal. 72 (2010) 1, 277-287.
[45] S.P. Timoshenko, Theory of Elastic Stability, 2nd ed., McGraw-Hill Book Co., New York, 1961.
[46] J. Xiao, J.J. Nieto, Z. Luo, Multiplicity of solutions for nonlinear second order impulsive differential equations with linear derivative dependence via variational methods, Commun. Nonlinear Sci. Numer. Simul. 17 (2012) 1, 426-432.
[47] E. Zeidler, Nonlinear functional analysis and its applications. II/A: Linear monotone operators, Springer-Verlag, New York, 1990.
[48] H. Zhang, Z. Li, Variational approach to impulsive differential equations with periodic boundary conditions, Nonlinear Anal. Real World Appl. 11 (2010) 1, 67-78.

Martin Bohner
bohner@mst.edu
Department of Mathematics and Statistics
Missouri S\&T, Rolla
MO 65409-0020, USA

Shapour Heidarkhani
s.heidarkhani@razi.ac.ir

Razi University
Faculty of Sciences
Department of Mathematics
67149 Kermanshah, Iran

Amjad Salari<br>amjads45@yahoo.com

Razi University
Faculty of Sciences
Department of Mathematics
67149 Kermanshah, Iran
Giuseppe Caristi
gcaristi@unime.it
University of Messina
Department of Economics Messina, Italy

Received: August 23, 2016.
Revised: December 7, 2016.
Accepted: December 8, 2016.

