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ABSTRACT In the next years, several new applications involving unmanned aerial vehicles (UAVs) for
public and commercial uses are envisaged. In such developments, since UAVs are expected to operate
within the public airspace, a key issue is the design of reliable control and non-payload communication
(CNPC) links connecting the ground control station to the UAV. At the physical layer, CNPC design must
cope with time- and frequency-selectivity (so-called double selectivity) of the wireless channel, due to low-
altitude operation and flight dynamics of the UAV. In this paper, we consider the transmission of continuous
phase modulated (CPM) signals for UAV CNPC links operating over doubly-selective channels. Leveraging
on the Laurent representation for a CPM signal, we design a two-stage receiver: the first one is a linear
time-varying (LTV) equalizer, synthesized under either the zero-forcing (ZF) or minimum mean-square
error (MMSE) criterion; the second one recovers the transmitted symbols from the pseudo-symbols of the
Laurent representation in a simple recursive manner. In addition to LTV-ZF and LTV-MMSE equalizers,
their widely-linear versions are also developed, to take into account the possible noncircular features of
the CPM signal. Moreover, relying on a basis expansion model (BEM) of the doubly-selective channel,
we derive frequency-shift versions of the proposed equalizers, by discussing their complexity issues and
proposing simplified implementations. Monte Carlo numerical simulations show that the proposed receiving
structures are able to satisfactorily equalize the doubly-selective channel in typical UAV scenarios.

INDEX TERMS Basis expansion channel models, continuous phase modulation, control and non-payload
communication links, doubly-selective channels, time-varying equalization.

I. INTRODUCTION

AFTER their introduction in the military field, the use of
unmanned aerial vehicles (UAVs), also commonly re-

ferred as drones, is expected to grow dramatically in the com-
ing decades for many civilian applications, including moni-
toring, surveillance, traffic control, remote sensing, commu-
nications relaying, agriculture, and shipping [1]–[3]. In these
operative scenarios, the bidirectional channel connecting the
remote pilot located at a ground control facility with the UAV
in the airspace represents a safety-critical communication
connection [3], which is referred to as the control and non-
payload communication (CNPC) link. The design of CNPC
systems for UAV applications demands improved receiving

structures, in order to satisfy higher requirements in terms
of reliability, availability, and low latency, so as to ensure
operation capabilities in a large variety of environmental and
propagation conditions. As a reference, typical rate require-
ments [1] for an UAV CNPC link are in the order of 10−20
Kbps in uplink and up to 270 Kbps in downlink (when a video
stream is required for piloting aids). In this paper, we focus
attention on the physical layer design of a CNPC link, which
is a fundamental tool to implement networks of UAVs.

For years, there was a lack of approved national and
international standards for designing CNPC links for UAV
applications. Techniques compliant to the IRIG-106 teleme-
try standard [4], based on PCM/FM, were used for medium-
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to-large dimension UAVs, whereas smaller vehicles typically
employed inexpensive communication chips mostly based
on the Gaussian minimum-shift keying (GMSK) modula-
tion format. Recently, the Radio Technical Commission for
Aeronautics (RTCA) started to develop requirements and
standards for CNPC links [5]. To this aim, many transmission
techniques were evaluated for UAV communications: among
them, one of the preferred solution is GMSK, due to its many
favorable properties, such as low power consumption, high
spectral efficiency, and noise robustness.

GMSK belongs to the family of continuous phase mod-
ulated (CPM) [6] signals. Since CPM is a modulation with
memory, its main drawback is the high computational com-
plexity of the optimal maximum-likelihood (ML) detection
strategy. This issue is tackled on the additive white Gaussian
noise (AWGN) channel by exploiting the trellis structure of
CPM and resorting to the Viterbi algorithm (VA) [7]. How-
ever, ML detection of CPM signals over frequency-selective
channels is much more cumbersome, since the number of
states of the extendend trellis grows exponentially with the
channel length. Even worse, in CNPC links for UAV applica-
tions, due to flight dynamics and low-altitude operations, the
wireless channel exhibits not only frequency selectivity, but
also significant time selectivity, due to Doppler effects: when
CPM modulations are employed over such doubly-selective
channels, optimal ML detection becomes prohibitive, due to
the huge number of states of the VA and the need to perform
fast channel estimation and tracking.

Several approaches aimed at reducing the complexity of
the ML detector have been proposed, mostly targeted at
linear time-invariant (LTI) channels. A viable strategy [8]–
[10] consists of performing preliminary channel equalization
in the frequency domain, aimed at mitigating the effects of
intersymbol interference (ISI), allowing thus the subsequent
VA to work in an almost ISI-free setting, albeit with colored
noise. However, frequency-domain equalization becomes
cumbersome in the presence of high Doppler spreads, since
in this case the time-varying channel cannot be diagonalized
by a channel-independent transformation.

To devise efficient solutions for doubly-selective channel
equalization, a parsimonious representation (i.e., with a small
number of parameters) of the channel is required. A popular
approach is the basis expansion model (BEM) [11], [12],
wherein the channel impulse response (CIR) is expressed as
a superposition of time-varying functions, such as complex
exponentials (CEs), with time-invariant coefficients. BEM
models with different basis functions have been employed in
a number of communication applications, including diversity
transmissions [12], channel shortening [13], [14], equaliza-
tion [15]–[17], and channel identification [18], [19].

In this paper, we synthesize new equalization techniques
for CPM signals to be employed in UAV CNPC links
operating over doubly-selective wireless channels. In par-
ticular, when the CPM signal is circular or proper [20],
we synthesize linear time-varying (LTV) zero-forcing (ZF)
or minimum mean-square error (MMSE) equalizers. When

instead the CPM signal exhibits noncircular or improper
features, which interestingly happens for the GMSK format,
we synthesize widely-linear [21] time-varying (WLTV) ZF
or MMSE equalizers, which are expected to significantly out-
perform their LTV or LTI counterparts. The proposed synthe-
sis leverages on Laurent decomposition [22] of a CPM signal,
which allows one to obtain approximate but computationally-
efficient versions of the devised equalizers. Moreover, by
exploiting the CE-BEM of the doubly-selective channel, we
derive convenient frequency-shift (FRESH) implementations
[23] of the proposed receivers, which can be implemented as
a parallel bank of LTI filters having, as input signals, different
frequency-shifted and possibly conjugated versions of the
received data. The performance of the proposed receiving
structures is assessed by Monte Carlo computer simulations,
for the interesting scenario of a GMSK-modulated CNPC
link operating over a typical UAV wireless channel.

A. NOTATIONS

Besides standard notations, we adopt the following ones:
N0 , N ∪ {0}; matrices [vectors] are denoted with upper
[lower] case boldface letters (e.g., AAA or aaa); (·)∗, (·)T, (·)H,
(·)−1, (·)− denote the conjugate, the transpose, the Her-
mitian (conjugate transpose), the inverse, and the general-
ized (1)-inverse [24] of a matrix, respectively; 000m ∈ Rm,
OOOm×n ∈ Rm×n, and IIIm ∈ Rm×m denote the null vector, the
null matrix, and the identity matrix, respectively; ⊗ denotes
the Kronecker product, (·)R denotes the modulo-R operation,
and E[·] denotes ensemble averaging; diag [a11,a22, . . . ,ann]
denotes a diagonal matrix wherein {aii}n

i=1 are the diagonal
entries, and JJJn = diag

[
1,−1, . . . ,(−1)n−1

]
∈ Rn×n.

II. SYSTEM MODEL

Let us consider a wireless communication system employing
CPM modulation with baud-rate 1/T . By adopting a one-
sided model, the complex envelope of the CPM signal for
t ≥ 0 can be written as

xa(t) = exp

[
j2πh

+∞

∑
n=0

an g(t−nT )

]
(1)

where h is the modulation index of the signal, the
information-bearing symbol sequence {an}n≥0 assumes val-
ues in the M-ary alphabet A , {±1,±3, . . . ,±(M − 1)},
g(t) ,

∫ t
0 f (u)du is the phase response, and f (t) is the

frequency response satisfying the three conditions: f (t) ≡ 0
for each t 6∈ [0,LT ]; f (t) = f (LT − t); and

∫ LT
0 f (u)du =

g(LT ) = 1/2, with L ∈ N. GMSK modulation is a particular
case of (1) with h = 1/2 and a Gaussian-shaping f (t) [6].

For non-integer h and M = 2 (binary CPM), the signal xa(t)
can be expressed [22] for t ≥ 0 as a superposition of Q, 2L−1
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PAM waveforms1 as follows

xa(t) =
Q−1

∑
q=0

+∞

∑
n=0

sq,n ca,q(t−nT ) (2)

where, for n≥ 0 and q∈ {0,1, . . . ,Q−1}, the following non-
linear functions of {an}n≥0:

sq,n = exp

[
jπh

(
n

∑
`=0

a`−
min(n,L−1)

∑
`=0

an−` βq,`

)]
(3)

are the pseudo-symbols, where βq,` ∈ {0,1}, for ` ∈
{1,2, . . . ,L− 1}, is the `th bit of the radix-2 representation
of q, i.e., q = ∑

L−1
`=1 2`−1 βq,` (with βq,0 = 0) and ca,q(t)

is a real-valued pulse (see [22] for the detailed expres-
sion) obeying ca,q(t) ≡ 0 for each t 6∈ [0,LqT ], with
Lq , min0≤`≤L−1[L(2−βq,`)− `]≤ L+1.

The integer L represents the length of the frequency
response, expressed in symbol periods: when L = 1 (full
response CPM) one has Q = 1, that is, there is only one
PAM component in (2); on the other hand, when L > 1
(partial response CPM), it results [26] that, for smooth phase
response pulses, the power of xa(t) is mainly contained in the
first PAM component, i.e., the one associated with ca,0(t),
which exhibits moreover the longest duration.

To obtain a compact discrete model for the overall com-
munication system, we assume that the CPM signal is well
represented by its samples x(k) , xa(kTc) taken with rate
1/Tc ,N/T , with N > 1 denoting the oversampling factor. In
particular, we will find it convenient to resort to the following
polyphase decomposition [27] of x(k) with respect to N:

x(η)(`), x(`N +η) =
Q−1

∑
q=0

+∞

∑
i=0

sq,i c(η)
q (`− i) (4)

where (2) has been taken into account, and c(η)
q (`) ,

ca,q(`T +ηTc), with η ∈ {0,1, . . . ,N− 1}. The CPM signal
given by (1) or (2) is up-converted to radio-frequency (RF)
and transmitted over a wireless channel; the received dis-
torted signal, corrupted by AWGN, is filtered and sampled.

Denoting with ha(t,τ) the overall time-varying CIR (in-
cluding also the effects of transmit/receive filters), we assume
that: (a1) ∀t ∈ R, the channel spans Lh symbol periods
in τ , i.e., ha(t,τ) ≡ 0 for τ 6∈ [0,LhT ]. Hence, assuming
perfect symbol synchronization, the complex envelope of the
received signal, at the output of the receiver filter, can be
expressed as

ra(t) =
+∞

∑
`=0

N−1

∑
η=0

x(η)(`)ha (t, t− `T −ηTc)+ va(t) (5)

where va(t) is filtered AWGN and x(η)(`) is given by (4).

1The decomposition into PAM waveforms can be extended to multilevel
CPM signaling by expressing the M-ary symbol sequence {an}n≥0 in terms
of binary subsequences [25]. Moreover, the pathological case of integer h
can be dealt with by viewing xa(t) as the product of CPM signals with
rational modulation indices [25]. Therefore, generalization of the proposed
equalization structures to M > 2 and/or integer h can be carried out with
minor modifications.

The received signal (5) is sampled at time epochs tk,µ ,
kT +µTc, with k∈Z and µ ∈{0,1, . . . ,N−1}, thus obtaining
r(µ)(k) , ra(tk,µ) represented by the following polyphase
decomposition with respect to N:

r(µ)(k) =
Lh

∑
`=0

N−1

∑
η=0

h(µ)(k, `N +µ−η)x(η)(k− `)+ v(µ)(k)

(6)
with h(µ)(k, `), h(kN +µ, `), where the discrete-time chan-
nel h(k, `) , ha(kTc, `Tc), due to (a1), is a causal finite
impulse response (FIR) system of order NLh, i.e., ∀k ∈ Z,
h(k, `)≡ 0 for ` 6∈ {0,1, . . . ,NLh}, and v(µ)(k), va(tk,µ).

The following customary assumptions will be considered
in the sequel: (a2) the symbols an ∈ {±1} are modeled as
a sequence of independent and identically distributed (i.i.d.)
zero-mean random variables, with E[a2

n] = 1; (a3) the noise
samples {v(µ)(k)}N−1

µ=0 are modeled as mutually independent
zero-mean i.i.d. complex circular random sequences, with
variance σ2

v , E[|v(µ)(k)|2], statistically independent of the
symbol sequence {an}n≥0. In what follows, we further as-
sume that: (a4) the noise variance σ2

v is either exactly known
at the receiver or it is estimated by using data-aided or non-
data aided algorithms [28].

By gathering N consecutive samples (6) into the vector
rrr(k) , [r(0)(k),r(1)(k), . . . ,r(N−1)(k)]T ∈ CN , model (6) can
be compactly expressed as

rrr(k) =
Lh

∑
`=0

HHH`(k)xxx(k− `)+ vvv(k) (7)

where, for i1, i2 ∈ {0,1, . . . ,N−1},

{HHH`(k)}i1,i2 = h(i1)(k, `N + i1− i2) (8)

is the (i1 + 1, i2 + 1)th element of HHH`(k) ∈ CN×N and,
due to (4) and the support properties [22] of ca,q(t), the
vector xxx(k) , [x(0)(k),x(1)(k), . . . ,x(N−1)(k)]T ∈ CN can be
expressed as

xxx(k) =
Q−1

∑
q=0

CCCq sssq,k (9)

where, for i1 ∈ {0,1, . . . ,N−1} and i2 ∈ {0,1, . . . ,Lq−1},

{CCCq}i1,i2 = c(i1)q (i2) (10)

is the (i1 + 1, i2 + 1)th element of CCCq ∈ RN×Lq and we have
defined sssq(k), [sq,k,sq,k−1, . . . ,sq,k−Lq+1]

T ∈ CLq .

III. TIME-VARYING DEMODULATION OF CPM SIGNALS
The proposed receiver exhibits a two-stage structure: the
former stage performs LTV or WLTV channel equalization,
allowing one to recover the pseudo-symbols

sss(n), [s0,n,s1,n, . . . ,sQ−1,n]
T (11)

the latter stage detects the sequence {an}n≥0 by inverting
the nonlinear mapping (3) between symbols and pseudo-
symbols. Although the resulting overall structure is not op-
timal, it allows to equalize rapidly time-varying dispersive
channels with an affordable complexity.
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In the following, we separately describe LTV and WLTV
channel equalization strategies.

A. FIRST STAGE: LTV CHANNEL EQUALIZATION
Consider first a causal FIR LTV equalizer of order Le > 0,
whose input-output relationship, for any k ∈ Z, is given by

yyy(k) = FFFH(k)zzz(k) (12)

where FFF(k) ∈ CN(Le+1)×Q collects all the equalizer parame-
ters, whereas

zzz(k), [rrrT(k),rrrT(k−1), . . . ,rrrT(k−Le)]
T ∈ CN(Le+1) (13)

is the equalizer input vector. By virtue of (9), one has

zzz(k), HHH(k)
Q−1

∑
q=0

CCCqbbbq(k)+www(k)

= HHH(k)CCC bbb(k)+www(k) (14)

where bbbq(k), [sq,k,sq,k−1, . . . ,sq,k−La−Lq+1]
T ∈CLa+Lq , with

La , Le +Lh, CCCq ∈ RN(La+1)×(La+Lq) is defined as

CCCq ,


CCCq 000N · · · 000N
000N CCCq · · · 000N
...

. . . . . .
...

000N · · · 000N CCCq

 (15)

HHH(k) ∈ CN(Le+1)×N(La+1) is the time-varying channel ma-
trix,2 whose expression is given in (15) at the top of the next
page, and

CCC , [CCC0,CCC1, . . . ,CCCQ−1] ∈ RN(La+1)×(QLa+Lc) (16)

www(k), [vvvT(k),vvvT(k−1), . . . ,vvvT(k−Le)]
T ∈ CN(Le+1) (17)

bbb(k), [bbbT
0 (k),bbb

T
1 (k), . . . ,bbb

T
Q−1(k)]

T ∈ CQLa+Lc (18)

with Lc , ∑
Q−1
q=0 Lq. Let d ∈ {0,1, . . . ,La} denote a suitable

equalization delay, the LTV equalizer has to provide a reli-
able estimate of the pseudo-symbol block sss(k− d). To this
end, we present in the following two common strategies, i.e.,
the ZF and MMSE ones.

1) LTV-ZF equalizer
Imposing the ZF condition yyy(k) = sss(k− d) to (12) leads to
the following system of linear equations:

FFFH(k)HHH(k)CCC = EEET
d (19)

where EEEd ∈ B(QLa+Lc)×Q is given in (20) at the top of the
following page, with

eeed,q , [0,0, . . . ,0,1,0,0, . . . ,0]T ∈ BLq+La (21)

having a one in the (d + 1)th position, for any value of
q ∈ {0,1, . . . ,Q− 1}. System (19) is consistent [24] if and
only if CCC

T
HHHH(k)[CCC

T
HHHH(k)]−EEEd = EEEd , ∀k ∈ Z. If the time

varying matrix HHH(k)CCC ∈ CN(Le+1)×(QLa+Lc) is full-column

2Due to the time-varying assumption for the channel, the matrix HHH(k)
loses its typical Toeplitz structure.

rank, i.e., rank[HHH(k)CCC] = QLa + Lc, ∀k ∈ Z, it results that
CCC

T
HHHH(k)[CCC

T
HHHH(k)]− = IIIQLa+Lc , ∀k ∈ Z, and, then, the sys-

tem (19) turns out to be consistent independently of the
equalization delay d. In this case, the minimal norm solution
of (19) is given (see, e.g., [24]) by

FFFZF(k) = HHH(k)CCC[CCC
T

HHHH(k)HHH(k)CCC]−1EEEd . (22)

Since the condition rank[HHH(k)CCC] = QLa+Lc, ∀k ∈Z, assures
the consistency of the system (19) and, thus, the existence
of the LTV-ZF equalizer, it seems natural to investigate the
rank properties of HHH(k)CCC. A necessary condition is that
QLa +Lc = QLh +QLe +Lc ≤ N(Le +1), from which

Le ≥
QLh +Lc−N

N−Q
. (23)

Equation (23) shows that oversampling (N > 1) is necessary
to ensure the existence of a FIR ZF equalizer even when the
CPM is full response (i.e., Q = 1): indeed, for N = 1, the
inequality leading to (23) cannot be satisfied with a finite Le.

2) LTV-MMSE equalizer
For ill-conditioned channel matrices, ZF equalization can
introduce moderate-to-high amount of noise enhancement.
To counteract this phenomenon, we resort to the LTV-MMSE
equalizer, whose expression can be obtained by minimizing
the output mean-square error cost function

MSE[FFF(k)], E[‖yyy(k)− sss(k−d)‖2] (24)

for all k ∈ Z. It can be shown [29] that the optimal FFF(k) is
given by

FFFMMSE(k) = RRR−1
zzzzzz (k)RRRzzzsss(k) (25)

where RRRzzzzzz(k) , E[zzz(k)zzzH(k)] ∈ CN(Le+1)×N(Le+1) and
RRRzzzsss(k) , E[zzz(k)sssH(k− d)] ∈ CN(Le+1)×Q. By virtue of (14)
and assumptions (a2)–(a3), it can be readily obtained that

RRRzzzzzz(k) = HHH(k)CCC RRRbbbbbb[HHH(k)CCC]H +σ
2
v IIIN(Le+1) (26)

RRRzzzsss(k) = HHH(k)CCCRRRbbbsss (27)

where the entries of RRRbbbbbb ,E[bbb(k)bbbH(k)]∈C(QLa+Lc)×(QLa+Lc),
as well as those of RRRbbbsss , E[bbb(k)sssH(k− d)] ∈ C(QLa+Lc)×Q,
do not depend on k and can be calculated by using the known
correlation properties of the pseudo-symbols [22], [30].

B. FIRST STAGE: WLTV CHANNEL EQUALIZATION
It can be shown [30] that, for h = 1/2+ k, with k ∈ Z, one-
sided CPM signals are noncircular or improper (see [20],
[21]). In this case, it is well known (see [21], [31]–[38])
that widely-linear signal processing techniques, which jointly
elaborate the received signal and its complex conjugate ver-
sion, allow to improve the performance.

The input-output relationship of a causal FIR WLTV
equalizer of order Le > 0 is given by

yyy(k) = FFFH
1 (k)zzz(k)+FFFH

2 (k)zzz
∗(k) = F̃FF

H
(k)z̃zz(k) (28)

4 VOLUME xx, 2018
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HHH(k),


HHH0(k) HHH1(k) . . . HHHLh(k) OOON×N . . . OOON×N

OOON×N HHH0(k−1) HHH1(k−1) . . . HHHLh(k−1)
. . . OOON×N

...
. . . . . . . . . . . . . . .

...

OOON×N . . .
. . . HHH0(k−Le) HHH1(k−Le) . . . HHHLh(k−Le)

 (15)

EEEd ,


eeed,0 000L0+La · · · 000L0+La 000L0+La

000L1+La eeed,1 · · · 000L1+La 000L1+La
...

...
. . .

...
...

000LQ−2+La 000LQ−2+La · · · eeed,Q−2 000LQ−2+La

000LQ−1+La 000LQ−1+La · · · 000LQ−1+La eeed,Q−1

 (20)

for k ∈Z, where FFF1(k),FFF2(k)∈CN(Le+1)×Q collect all of the
equalizer parameters, F̃FF(k), [F̃FF

T
1 (k), F̃FF

T
2 (k)]

T ∈C2N(Le+1)×Q

and z̃zz(k), [zzzT(k),zzzH(k)]T ∈ C2N(Le+1).
On the basis of (14), the vector z̃zz(k) can be expressed as

z̃zz(k) = H̃HH(k)C̃CC b̃bb(k)+ w̃ww(k) (29)

where H̃HH(k) ∈ C2N(Le+1)×2N(La+1) is the augmented channel
matrix, defined as

H̃HH(k),
[

HHH(k) OOON(Le+1)×N(La+1)
OOON(Le+1)×N(La+1) HHH∗(k)

]
(30)

whereas

C̃CC , III2⊗CCC ∈ R2N(La+1)×2(QLa+Lc) (31)

b̃bb(k), [bbbT(k),bbbH(k)]T ∈ C2(QLa+Lc) (32)

w̃ww(k), [wwwT(k),wwwH(k)]T ∈ C2N(Le+1) . (33)

It can be proven [30] that, for h = 1/2+ k, with k ∈ Z, the
pseudo-symbols (3) are related to their complex conjugates
by the relationship

s∗q,n = (−1)n+1+N(1)
q sq,n (34)

∀n ∈ N0, where N(1)
q , ∑

L−1
`=0 βq,`, with q ∈ {0,1, . . . ,Q−1}.

Therefore, on the basis of (34), we can express the conjugate
vector bbb∗(k) as follows

bbb∗(k) = (−1)k+1 J̃JJ bbb(k) (35)

where J̃JJ ∈Z(QLa+Lc)×(QLa+Lc) is a block diagonal matrix such
that {J̃JJ}q,q = (−1)N(1)

q JJJLa+Lq , with q ∈ {0,1, . . . ,Q− 1}. In
this way, eq. (29) can be rewritten as

z̃zz(k) = H̃HH(k)C̃CC
[

IIIQLa+Lc

(−1)k+1J̃JJ

]
bbb(k)+ w̃ww(k) . (36)

To simplify the previous model, we resort to the derotation
approach [39], which consists of multiplying the vector zzz∗(k)
by the alternating signal (−1)k+1, with k ∈ Z, and then
applying the WLTV equalization to the modified input vector,
thus yielding

z̃zzd(k),
[

zzz(k)
(−1)k+1zzz∗(k)

]
= H̃HH(k)C̃CC D̃DDbbb(k)+ w̃wwd(k) (37)

where

D̃DD , [IIIQLa+Lc , J̃JJ]
T ∈ Z2(QLa+Lc)×(QLa+Lc) (38)

w̃wwd(k), [wwwT(k),(−1)k+1wwwH(k)]T . (39)

In the forthcoming two subsections, the WL versions of the
ZF and MMSE equalizers are derived.

1) WLTV-ZF equalizer
The synthesis of the WLTV equalizer is similar in principle
to that of the LTV one. Setting z̃zz(k) = z̃zzd(k) in (28), the ZF
condition yyy(k) = sss(k−d) leads to

F̃FF
H
(k) H̃HH(k)C̃CC D̃DD = EEET

d (40)

whose minimal norm solution is given by

F̃FFZF(k) = H̃HH(k)C̃CC D̃DD[D̃DD
T
C̃CC

T
H̃HH

H
(k)H̃HH(k)C̃CC D̃DD]−1EEEd . (41)

The condition rank[H̃HH(k)C̃CC D̃DD] = QLa + Lc, ∀k ∈ Z, assures
the consistency of the system in (40) and, thus, the existence
of the WLTV-ZF equalizer. A necessary condition to ensure
consistency is that QLa+Lc =Q(Le+Lh)+Lc ≤ 2N(Le+1),
from which

Le ≥
QLh +Lc−2N

2N−Q
. (42)

Compared to (23), the consistency condition (42) might be
satisfied for a full response CPM (Q = 1) with a finite Le
even when there is no oversampling (N = 1).

2) WLTV-MMSE equalizer
A WL version of the MMSE equalizer can be synthesized by
minimizing the cost function

MSE[F̃FF(k)], E[‖yyy(k)− sss(k−d)‖2] (43)

for all k ∈ Z, where yyy(k) is given by (28) and z̃zz(k) = z̃zzd(k). In
this case, the solution is given [29] by

F̃FFMMSE(k) = RRR−1
z̃zzd z̃zzd

(k)RRRz̃zzdsss(k) (44)
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where RRRz̃zzd z̃zzd(k) , E[z̃zzd(k)z̃zzH
d (k)] ∈ C2N(Le+1)×2N(Le+1) and

RRRz̃zzdsss(k) , E[z̃zzd(k)sssH(k− d)] ∈ C2N(Le+1)×Q. From (37) and
assumptions (a2)–(a3), one has

RRRz̃zzd z̃zzd(k) = H̃HH(k)C̃CCD̃DDRRRbbbbbb[H̃HH(k)C̃CCD̃DD]H +σ
2
v III2N(Le+1) (45)

RRRz̃zzdsss(k) = H̃HH(k)C̃CCD̃DDRRRbbbsss . (46)

C. SECOND STAGE: CPM SYMBOL DETECTION
The second stage processes the pseudo-symbol estimates at
the output of the first stage to recover the transmitted binary
sequence {an}n≥0. Based on (3), the generic qth pseudo-
symbol in the interval t ∈ [kT,(k+ 1)T ], with k ≥ L, can be
expressed as

sq,k = s0,k−L exp( jπhak)
L−1

∏
`=1

exp[ jπh(1−βq,`)ak−`]

= s0,k−L exp( jπhak)
L−1

∏
`=1

(s0,k−` s∗0,k−`−1)
1−βq,`

(47)

from which one obtains

sss(k) = exp( jπhak)ρρρ(k) (48)

where ρρρ(k) , [ρ0[aaas(k)],ρ1[aaas(k)], . . . ,ρQ−1[aaas(k)]]
T ∈ CQ,

with

ρq[aaas(k)], s0,k−L

L−1

∏
`=1

exp[ jπh(1−βq,`)ak−`] (49)

and aaas(k) , [ak−1,ak−2, . . . ,ak−L+1]
T ∈ {−1,1}L−1. It is

clear from (47) that, in general, the pseudo-symbol
sq,k, with q ∈ {0,1, . . . ,Q − 1} and k ∈ Z, depends on
the pseudo-symbol s0,k−L and the last L − 1 symbols
{ak−1,ak−2, . . . ,ak−L+1}, as well as the symbol ak. Let yyy(k)
be the output of the equalizer, this suggests that one can use
the VA, albeit in the presence of colored noise, to extract an
estimate âk−d of ak−d from each entry of yyy(k)≈ sss(k−d), for
high signal-to-noise ratio (SNR). In the following section, we
propose suboptimal yet computationally efficient recursive
strategies to this end.

IV. LOW-COMPLEXITY IMPLEMENTATION
The LTV or WLTV designs are considerably less compu-
tationally demanding than ML detection, even when the
latter is based on VA. Nevertheless, properties of Laurent
decomposition, as well as a careful analysis of the nonlinear
mapping between symbols and pseudosymbols, allow for
further simplifications of the two-stage proposed receiver.

A. SIMPLIFICATION OF THE FIRST STAGE
The number of PAM components involved in Laurent repre-
sentation [22] increases exponentially with the length L of
the frequency response. However, the same representation
can be used to synthesize simplified versions of both LTV
and WLTV equalizers. The key to achieve such a complexity
reduction is to approximate the CPM signal by a sum of
Qt < Q = 2L−1 PAM components, such that to recover only
a subset of Qr ≤ Qt corresponding pseudo-symbols, where

Qr and Qt are design parameters. This represents a viable
strategy because it is well known that the first Laurent pulse
ca,0(t) is not only the longest one, but it also contains most
of the energy [22]. Such a feature is manifest when particular
frequency shape pulses and modulation indices are used [26].
Moreover, the fact that higher-order Laurent pulses have
low energy negatively affects the rank of CCC in (14), making
the problem inherently ill-conditioned. Thus, discarding the
contribution of higher-order pulses is also a useful strategy to
obtain a robust solution.

In our models, the complexity reduction can be simply
obtained by substituting Q with Qt <Q in (14), and following
the same derivations for all the synthesized equalizers. When
a truncated Laurent representation is used, and a reduced
number of pseudo-symbols are recovered, the dimensions of
some matrices must be properly changed, i.e.,

EEEd ,RRRbbbsss ∈ C(QtLa+L̃c)×Qr (50)

CCC ∈ RN(La+1)×(QtLa+L̃c) (51)

D̃DD ∈ Z2(QtLa+L̃c)×(QtLa+L̃c) (52)

with L̃c , ∑
Qt−1
q=0 Lq. Moreover, the necessary conditions for

the existence of the ZF equalizers boil down to

Le ≥
QtLh + L̃c−N

N−Qt
(53)

Le ≥
QtLh + L̃c−2N

2N−Qt
(54)

for the LTV-ZF and WLTV-ZF case, respectively. The re-
quirement on the length Le of the equalizer is relaxed in both
the linear and WL cases.

B. SIMPLIFICATION OF THE SECOND STAGE
Let the modulation index h = m/p, with m, p ∈ Z. In this
case the number of states to be considered in the VA aimed at
recovering symbols form pseudo-symbols would be p2L−1

if m is even, otherwise p2L if m is odd. For instance, if
L = 3 and h = 0.7, we could have 80 states. In such a case,
employing the VA in the second stage is not a viable strategy,
due to the huge number of trellis states.

Hereinafter, we propose to resort to a simple least-squares
(LS) estimator of ak. Indeed, considering (48), we minimize
the cost function ‖sss(k−d)−yyy(k)‖2 with respect to ak−d . The
solution is obtained with straightforward calculations:

âk−d =
1

πh
arg{ρρρH(k−d)yyy(k)} . (55)

Further simplifications can be obtained by employing only
the first Qr pseudo-symbols for symbol recovery, in which
case ρρρ(k−d) and yyy(k) must be replaced by Qr-length vectors.
In the simplest case Qr = 1, eq. (55) can be rewritten as

âk−d =
1

πh
arg{y(k)y∗(k−1)} . (56)

It is worth noticing that, when h = 0.5, one has

s0,k = s0,k−1 exp
(

j
π

2
ak

)
= jak s0,k−1 (57)
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from which it can be inferred that (56) can also be written as

âk−d = ℑ{y(k)y∗(k−1)} (58)

which is a common recursive detection rule for GMSK
signals [26].

V. CHANNEL BEM AND FRESH REPRESENTATION
The synthesis of the first stage in Section III has been carried
out without assuming a particular model for the LTV chan-
nel. In this section, we exploit the parsimonious CE-BEM
representation [11], [15], [40] of the LTV channel to obtain
alternative forms of the receivers in the frequency domain, so
called FRESH representations [23].

The starting point is to express the discrete-time CIR
h(k, `) in (6) via the CE-BEM as

h(k, `) =
Qh/2

∑
q=−Qh/2

hq(`)exp
(

j
2π

P
qk
)

(59)

with k ∈K and ` ∈ {0,1, . . . ,NLh}, where

K , {k0N,k0N +1, . . . ,k0N +N−1,(k0 +1)N,

(k0 +1)N +1, . . . ,k0N +KN−1} (60)

is the observation window of finite length K > 1 (expressed
in symbols), with k0 ∈ Z, Lh is the channel length (expressed
in symbols), P≥KN, Qh , d2 fmaxPTce, and fmax denotes the
Doppler spread of the channel.

When the CE-BEM is oversampled, i.e., P > KN, model
(59) ensures a better level of accuracy in approximating
many wireless channels. Hereinafter, we assume that: (a5)
the coefficients {hq(`)}Qh/2

q=−Qh/2 are perfectly known at the
receiver, ∀` ∈ {0,1, . . . ,NLh}; they can be estimated blindly
[11], [18], [19] or by means of training sequences [41], [42].

By employing the CE-BEM (59), matrix HHH(k) in (14) can
be similarly expanded as

HHH(k) =
Qh/2

∑
q=−Qh/2

HHHq exp
(

j
2π

P
qkN

)
(61)

where HHHq , (WWW q ⊗ IIIN)HHHq ∈ CN(Le+1)×N(La+1), with WWW q
a diagonal matrix whose (i + 1, i + 1)th element is
given by {WWW q}ii = exp(− j 2π

P qiN), with i ∈ {0,1, . . . ,Le},
and HHHq ∈ CN(Le+1)×N(La+1) is an upper-triangular block
Toeplitz matrix, whose first N rows are given by
[HHH0,q,HHH1,q, . . . ,HHHLh,q,OOON×N , . . . ,OOON×N ], with

{HHH`,q}i1,i2 = hq(`N + i1− i2) exp
(

j
2π

P
qi1

)
(62)

∀i1, i2 ∈ {0,1, . . . ,N − 1}. Letting R , P/N (assumed to
be integer), matrices HHH(k) and H̃HH(k) can be equivalently
rewritten as

HHH(k) =
R−1

∑
p=0

HHH [p] exp
(

j
2π

R
pk
)

(63)

H̃HH(k) =
R−1

∑
p=0

H̃HH
[p]

exp
(

j
2π

R
pk
)

(64)

where

HHH [p] ,


HHH p, 0≤ p≤ Qh/2 ;
OOON(Le+1)×N(La+1), Qh/2+1≤ p≤ R−Qh/2−1 ;
HHH p−R, R−Qh/2≤ p≤ R−1 .

(65)
and

H̃HH
[p]

,

[
HHH [p] OOON(Le+1)×N(La+1)

OOON(Le+1)×N(La+1) HHH [(−p)R]∗

]
. (66)

It should be noted that (63) and (64) are the discrete Fourier
series (DFS) expansions, with period R, of the periodically
time-varying matrices HHH(k) and H̃HH(k), respectively, with HHH [p]

and H̃HH
[p]

representing the DFS coefficients. As a conse-
quence, the LTV and WLTV equalizers turn out to be periodic
with the same period R and, thus, they can be expressed by
means of their DFS representation over R points:

FFF(k) =
R−1

∑
p=0

FFF [p] exp
(

j
2π

R
pk
)

(67)

F̃FF(k) =
R−1

∑
p=0

F̃FF
[p]

exp
(

j
2π

R
pk
)

(68)

where FFF [p] ∈ CN(Le+1)×Q and F̃FF
[p]
∈ C2N(Le+1)×Q are the

DFS coefficients of the LTV and WLTV equalizer matrices,
respectively. In the following, we directly obtain the expres-
sions of FFF [p] and F̃FF

[p]
for the ZF and MMSE design strategies.

1) FRESH LTV-ZF equalizer

Let ΨΨΨ , [FFF [0]T,FFF [1]T, . . . ,FFF [R−1]T]T ∈ CRN(Le+1)×Q, by sub-
stituting (67) and (63), the ZF condition (19) is rewritten as

CCCcirc
T

HHHH
circΨΨΨ = EEEcirc (69)

where CCCcirc , IIIR ⊗ CCC ∈ RRN(La+1)×R(QLa+Lc), HHHcirc ∈
CRN(Le+1)×RN(La+1) is a block circulant [43] matrix whose
(i+ 1, j+ 1)th block, for i, j ∈ {0,1, . . . ,R− 1}, is given by
HHH [(i− j)R] ∈ CN(Le+1)×N(La+1), i.e.,

HHHcirc ,


HHH [0] HHH [R−1] · · · HHH [2] HHH [1]

HHH [1] HHH [0] · · · HHH [3] HHH [3]

...
...

...
...

...
HHH [R−1] HHH [R−2] · · · HHH [1] HHH [0]

 (70)

whereas EEEcirc , [EEET
d ,OOOQ×R(QLa+Lc)]

T ∈ BR(QLa+Lc)×Q.
Solution of (69), in the minimal-norm sense, is given by

ΨΨΨZF = HHHcircCCCcirc

(
CCCcirc

T
HHHH

circHHHcircCCCcirc

)−1
EEEcirc . (71)
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2) FRESH LTV-MMSE equalizer
The starting point for deriving the FRESH version of the
LTV-MMSE solution is the system of linear equations

RRRzzzzzz(k)FFF(k) = RRRzzzsss(k) . (72)

By taking into account (26) and (63), it can be proven that
RRRzzzzzz(k) admits the DFS expansion

RRRzzzzzz(k) =
R−1

∑
p=0

RRR[p]
zzzzzz exp

(
j
2π

R
pk
)

(73)

where the DFS coefficients {RRR[p]
zzzzzz }R−1

p=0 ∈CN(Le+1)×N(Le+1) are
referred to as the cyclic correlation matrices [23] of zzz(k). By
substituting (27), (63), (67), and (73) in (72), one obtains

RRRcircΨΨΨ = ΞΞΞCCC RRRbbbsss (74)

where ΞΞΞ,
[
HHH [0]T,HHH [1]T, . . . ,HHH [R−1]T

]T
∈CRN(Le+1)×N(La+1)

and RRRcirc ∈ CRN(Le+1)×RN(Le+1) is a block-circulant [43] ma-
trix whose (i+1, j+1)th block, for i, j ∈ {0,1, . . . ,R−1}, is
given by RRR[(i− j)R]

zzzzzz , i.e.,

RRRcirc ,


RRR[0]

zzzzzz RRR[R−1]
zzzzzz · · · RRR[2]

zzzzzz RRR[1]
zzzzzz

RRR[1]
zzzzzz RRR[0]

zzzzzz · · · RRR[3]
zzzzzz RRR[2]

zzzzzz
...

...
. . .

...
...

RRR[R−1]
zzzzzz RRR[R−2]

zzzzzz · · · RRR[1]
zzzzzz RRR[0]

zzzzzz

 . (75)

The solution of (74) is given by

ΨΨΨMMSE = RRR−1
circ ΞΞΞCCC RRRbbbsss . (76)

3) FRESH WLTV-ZF equalizer
Considering the synthesis of the WLTV-ZF equalizer using
the derotation approach, the equalizer represents the solution,
in the minimal-norm sense, of the following linear system:

D̃DD
T
C̃CC

T
H̃HH

H
(k)F̃FF(k) = EEEd . (77)

Let Ψ̃ΨΨ = [F̃FF
[0]T

, F̃FF
[1]T

, . . . , F̃FF
[R−1]T

] ∈ C2RN(Le+1)×Q, by sub-
stituting (64) and (68), the ZF condition (77) is rewritten as

C̃CC
T
circH̃HH

H
circΨ̃ΨΨ = EEEcirc (78)

where we defined C̃CCcirc , IIIR⊗(C̃CC D̃DD)∈R2RN(La+1)×R(QLa+Lc),
and H̃HHcirc ∈ C2RN(Le+1)×2RN(La+1) is block circulant, whose
(i+ 1, j+ 1)th block, for i, j ∈ {0,1, . . . ,R− 1}, is given by
H̃HH

[(i− j)R] ∈ C2N(Le+1)×2N(La+1). The solution in the minimal-
norm sense is given by

Ψ̃ΨΨZF = H̃HHcircC̃CCcirc(C̃CC
T
circH̃HH

H
circH̃HHcircC̃CCcirc)

−1EEEcirc . (79)

4) FRESH WLTV-MMSE equalizer
To derive the FRESH version of the WLTV-MMSE solution
using the derotation approach, let us start from the following
system of linear equations

RRRz̃zzd z̃zzd(k)F̃FF(k) = RRRz̃zzdsss(k) . (80)

By taking into account (45) and (64), it can be proven that
RRRz̃zzd z̃zzd(k) admits the DFS expansion

RRRz̃zzd z̃zzd(k) =
R−1

∑
p=0

RRR[p]
z̃zzd z̃zzd

exp
(

j
2π

R
pk
)

(81)

where the DFS coefficients {RRR[p]
z̃zzd z̃zzd
}R−1

p=0 ∈C2N(Le+1)×2N(Le+1)

are referred to as the cyclic correlation matrices [23] of z̃zzd(k).
By substituting (46), (68), and (81) in (80), one obtains

R̃RRcircΨ̃ΨΨ = Ξ̃ΞΞC̃CC D̃DDRRRbbbsss (82)

where Ξ̃ΞΞ,
[
H̃HH

[0]T
, H̃HH

[1]T
, . . . , H̃HH

[R−1]T]T
∈CRN(Le+1)×N(La+1)

and R̃RRcirc ∈ C2RN(Le+1)×2RN(Le+1) is a block-circulant [43]
matrix whose (i+1, j+1)th block, for i, j ∈ {0,1, . . . ,R−1},
is given by RRR[(i− j)R]

z̃zzd z̃zzd
. The solution of (82) is given by

Ψ̃ΨΨMMSE = R̃RR
−1
circ Ξ̃ΞΞC̃CC D̃DDRRRbbbsss . (83)

At this point, three remarks are in order.
Remark 1: Taking into account (67) and (68), the output

of the FRESH-LTV and FRESH-WLTV equalizers can be
written as yyy(k) = ΨΨΨ

H [ζζζ ⊗ zzz(k)] and yyy(k) = Ψ̃ΨΨ
H
[ζζζ ⊗ z̃zzd(k)],

respectively, where the (i + 1)th element of ζζζ (k) ∈ CR is
ζi , exp(− j 2π

R ik), with i ∈ {0,1, . . . ,R−1} and k ∈ Z. That
is, all the proposed time-varying equalizers can be regarded
as a parallel bank of R LTI equalizers, each driven by a
different frequency-shifted version of zzz(k) or z̃zzd(k).

Remark 2: The FRESH solutions require inversion of large
matrices [see (71), (76), (79), (83)]. However, reasoning as in
[16], it can be shown that, due to the block circulant nature
of such matrices, a much simpler inversion can be carried out
operating on the smaller component blocks; moreover, the
number of block inverses can be reduced by exploiting the
Hermitian symmetry of the overall matrix.

Remark 3: Low-complexity versions of the FRESH re-
ceivers can be obtained as in [16] by truncating the DFS
series of (67) and (68) to Qe + 1� R frequency shifts. The
resulting FRESH implementation consists of a bank of only
Qe +1 LTI equalizers instead of R ones.

VI. NUMERICAL RESULTS
In this section, we present results of Monte Carlo computer
simulations aimed at assessing the performance of the pro-
posed LTV and WLTV equalizers, which are all implemented
in their FRESH versions.

In all the experiments, the following common simulation
setting was adopted. We considered a 200 Kbps CNPC link
(symbol period T = 5 µs) with carrier frequency fc = 5060
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Table 1. ABER for different (Qt,Qr) (GMSK with L = 2, Eb/N0 = 6 dB).

LTV equalizers WLTV equalizers
Qt Qr ZF MMSE ZF MMSE
1 1 0.0819 0.0400 0.0048 0.0048
2 1 0.4858 0.0381 0.1049 0.0048

2 0.4860 0.0403 0.4783 0.0064

Table 2. ABER for different (Qt,Qr) (GMSK with L = 3, Eb/N0 = 6 dB).

LTV equalizers WLTV equalizers
Qt Qr ZF MMSE ZF MMSE
1 1 0.2228 0.0706 0.0059 0.0055
2 1 0.5014 0.0705 0.2964 0.0054

2 0.5014 0.0793 0.4738 0.0104
3 1 0.5023 0.0714 0.3620 0.0062

2 0.5023 0.0802 0.4734 0.0104
3 0.5024 0.0803 0.5020 0.0104

4 1 0.4988 0.0715 0.4795 0.0051
2 0.4988 0.0796 0.4874 0.0093
3 0.4988 0.0796 0.4995 0.0094
4 0.4988 0.0796 0.5006 0.0096

MHz (C-band), employing a binary GMSK modulation for-
mat (hence, M = 2 and h = 1/2) and operating over a
doubly-selective wireless channel. We considered two differ-
ent values of L > 1 (partial response CPM) for the GMSK
modulation, i.e., L ∈ {2,3}, corresponding to different pulse
lengths, amount of memory, and bandwidth of the signal: in
particular, the one-sided 99% energy bandwidth, evaluated
by numerical methods, is approximately equal to 103 kHz
for L = 2 and 94 kHz for L = 3.

The channel is modeled according to the Arrival/Takeoff
Ricean channel model in [44], which exhibits a maximum
delay spread of 7 µs; to better adapt it to the UAV scenario,
we employed a Rice factor Krice = 29 dB, which is typical
[45] of hilly/mountainous scenarios. The UAV speed is equal
to 90 m/s, corresponding to a maximum Doppler spread
fmax = 1.52 kHz and a channel coherence time of 0.66 ms.

The oversampling factor is N = 8, the discrete-time chan-
nel length in number of symbols is Lh = 2, the equalization
delay d is chosen as the zero-based index of the column
of CCC given by (16) having maximal norm (note that this
simple selection does not depend on the channel and can
be conveniently performed off-line). The parameters of the
oversampled BEM model are K = 100 (block size) and
P = 2KN = 1600, resulting in R = P/N = 2K = 200 and
Qh = d2 fmaxPTce= 4.

As performance measure, we adopted the average (over
10 channel realizations) bit-error rate (ABER), calculated for
each channel realization over 106 data symbols. All the LTV
and WLTV equalizers are implemented assuming perfect
knowledge of the channel.3

Experiment 1: (ABER versus Qt and Qr). In the first set
of simulations, for a fixed equalizer length Le + 1 = 4 and
energy contrast Eb/N0 = 6 dB, we explored different design

3Nearly perfect channel estimation can be achieved if sufficiently long
training sequences are employed [42].

choices for (Qt,Qr), with Qr≤Qt≤Q, where Q= 2L−1 is the
number of Laurent pulses. In particular, it results that Q = 2
when L = 2 and, thus, only 3 different (Qt,Qr) configurations
are allowed. On the other hand, we have Q = 4 for L = 3 and,
hence, 10 different (Qt,Qr) configurations are considered.
ABER results reported in Tab. 1 for L = 2 and Tab. 2 for
L = 3 show that the optimal choice of the parameters (Qt,Qr)
depends on the equalizer type (we marked in bold the best
combinations for each equalizer type). The ZF versions of
the equalizers are very sensitive to the choice of (Qt,Qr),
exhibiting considerable degradations for Qt > 1: this is due
to severe ill-conditioning of the inversion problem, due to
the addition of very small Laurent pulses. On the contrary,
the performance of the MMSE versions of the equalizers is
scarcely sensitive to the choice of (Qt,Qr). In general, for a
given value of Qt, the performance of both ZF and MMSE
equalizers exhibits a monotonic degradation with increasing
values of Qr: it is thus advisable to rely only on the first
pseudo-symbol to perform recursive symbol detection,4 by
setting Qr = 1. In summary, since the overall design complex-
ity increases with Qt, it is preferable to choose the smallest
values of Qt and Qr for all equalizers. For this reason, in the
following experiments we set Qt = Qr = 1, which entails a
very simple synthesis, based only on the first Laurent pulse.

Experiment 2 (ABER versus equalizer length). In the se-
cond simulation, we assessed the performance of the equal-
izer as a function of the equalizer length (in number of sym-
bols) Le +1 ranging from 1 to 6, by setting (Qt,Qr) = (1,1)
and Eb/N0 = 6 dB. In Figs. 1 and 2, the ABER values
are reported for L = 2 and L = 3, respectively. It is shown
that the WLTV equalizers exhibit the best performance,
with the WLTV-MMSE one providing good ABER values
even with very small equalizer lengths. On the contrary,
the performance of LTV equalizers is rather flat, exhibiting
only a moderate improvement with Le. A common trend for
all equalizers is that increasing the equalizer length beyond
Le + 1 = 4, which is the minimum value satisfying Le ≥
Lh + 1, does not allow one to further improve the system
performance, since the ABER curves tend to flatten out for
larger values of Le. Hence, selecting Le = Lh + 1 is a good
design choice, which is adopted in the following.

Experiment 3 (ABER versus Eb/N0). In the third simu-
lation, we explored the performance as a function of the
signal level. In particular, in Figs. 3 and 4 we reported the
ABER as a function of Eb/N0 (in dB) ranging from 4 to 12,
by choosing again (Qt,Qr) = (1,1) and, moreover, setting
the equalizer length Le + 1 = 4. Results of Figs. 3 and 4
show that the proposed equalizers, in particular the WLTV
ones, can provide satisfactory performance for relatively
small Eb/N0 values. Consider that, in the same situations,
VA-based ML detection optimized for the AWGN channel
exhibits a marked BER floor at ABER values around to

4This behavior would call for the adoption of more sophisticated strate-
gies, such as applying a weighted LS approach in the second stage, in order
to properly weigh the different energies of the PAM components.
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Figure 1. ABER vs. equalizer length Le +1 (GMSK with L = 2, Eb/N0 = 6 dB).

Figure 2. ABER vs. equalizer length Le +1 (GMSK with L = 3, Eb/N0 = 6 dB).

0.3. The performance is particularly good for the WLTV-ZF
and WLTV-MMSE equalizers, which perform comparably,
gaining approximately 4 dB over the LTV-MMSE at an
ABER of 10−3 for L = 2, and more than 5 dB for L = 3 (in
the latter case, we cannot precisely assess the Eb/N0 gain,
since a wider range of Eb/N0 values for the LTV equalizers
would be needed). It is worth noticing that the MMSE and ZF
versions of the WLTV equalizer exhibit practically the same
performance, whereas the LTV-MMSE equalizer performs
consistently better than the LTV-ZF one. Finally, there is no
significant difference in performance between the cases L= 2
and L = 3 for the WLTV equalizers, whereas the LTV ones
perform better when L = 2 compared to L = 3.

VII. CONCLUSIONS
In this paper, we proposed new techniques for equalization of
a UAV CNPC link operating over a doubly-selective wireless
channel. By leveraging on the Laurent representation for a
CPM signal and the BEM of the channel, and adopting the
ZF or MMSE criteria, we synthesized both LTV and WLTV

Figure 3. ABER vs. energy contrast Eb/N0 (GMSK with L = 2).

Figure 4. ABER vs. energy contrast Eb/N0 (GMSK with L = 3).

receivers, where the latter ones can be applied when the CPM
signal, such as the GMSK one, is noncircular or improper. By
exploiting the parameterization offered by both Laurent and
BEM representations, we derived computationally-efficient
versions of the proposed equalizers. Monte Carlo numerical
simulations corroborate our design choice, and show that
the proposed receiving structures provide good performances
even for low-to-moderate values of energy contrast, in typical
UAV scenarios.
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