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ABSTRACT Localization plays an important role in the field of Wireless Sensor Networks (WSNs) and
robotics. Currently, localization is a very vibrant scientific research field with many potential applications.
Localization offers a variety of services for the customers, for example, in the field of WSN, its importance
is unlimited, in the field of logistics, robotics, and IT services. Particularly localization is coupled with
the case of human-machine interaction, autonomous systems, and the applications of augmented reality.
Also, the collaboration of WSNs and distributed robotics has led to the creation of Mobile Sensor Networks
(MSNs). Nowadays there has been an increasing interest in the creation of MSNs and they are the preferred
aspect of WSNs in which mobility plays an important role while an application is going to execute.
To overcome the issues regarding localization, the authors developed a framework of three algorithms
named Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF) and Particle Filter (PF) Localization
algorithms. In our previous study, the authors only focused on EKF-based localization. In this paper,
the authors present a modified Kalman Filter (KF) for localization based on UKF and PF Localization.
In the paper, all these algorithms are compared in very detail and evaluated based on their performance.
The proposed localization algorithms can be applied to any type of localization approach, especially in the
case of robot localization. Despite the harsh physical environment and several issues during localization,
the result shows an outstanding localization performance within a limited time. The robustness of the
proposed algorithms is verified through numerical simulations. The simulation results show that proposed
localization algorithms can be used for various purposes such as target tracking, robot localization, and can
improve the performance of localization.

INDEX TERMS Extended Kalman filter, localization, particle filter, robot, unscented Kalman filter, wireless
sensor networks.

I. INTRODUCTION
The applications of Wireless Sensor Networks (WSNs) are
used widely for various purposes such as environmental
monitoring (air, oil, temperature or soil quality), traffic mon-
itoring, smart industries applications, and intelligent trans-
port systems. Normally, wireless nodes are small low-power
sensors over a few tens of a square area. The information
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is transformed between sensor nodes in the form of packets
and receives meaningful information [1], [2]. The sensor
nodes are required to be located. Although GPS achieves a
power localization, it is unfeasible and expensive to fit every
sensor node in a WSN along with a GPS maneuver. The
WSNs applications [3], [4] required an exact node position
that needs an efficient localization approach. In the past, all
the localization approaches are based on very fine numer-
ical computation of numerous network parameters. These
parameters include the power of transmission or receiving,
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shape of the propagation, connectivity information, transmis-
sion range, time of the transmission and reception, etc. These
constraints are likely towards environmental conditions and
environmental complications. Most of the recent research
work in the area of localization focuses on the minimization
of localization errors during localization [5]–[7].

Unscented Kalman Filter (UKF) relates to the class of
Sigma-Point Kalman Filters (SPKF) or Linear Regression
Kalman Filters (LRKF), which usually use the method of
statistical linearization. UKF is applied to linearize the ran-
dom variable non-linear functions by applying the linear
regression among n points which is derived from the previous
distribution of the random variables. In EKF, the state distri-
bution is spread systematically by the first order linearization
of the non-linear system, resultantly corrupt the posterior
covariance and mean. Alternatively, applying UKF, which is
derivative-free, solves this issue by applying the sampling
approach of deterministic. A minimal set of selected sample
points are selected to represent the state distribution, known
as sigma points. Similar to the EKF, UKF also applying the
two same stages such as model forecast and data assimilation.
UKF is based on the perception that it is relaxed to estimate a
probability distribution that is to estimate a randomnon-linear
function. The sigma points are selected so that their mean
and covariance will be xak−1 and Pk−1 [8]. Every sigma point
is then broadcasted by the nonlinearity yielding, in the end,
a transformed point in the form of a cloud. The innovative
estimated mean and covariance are then calculated based
on their statistics. The unscented transform is a method for
estimating the statistics of a random variable which expe-
riences a non-linear transformation. Let us consider a non-
linear system defined by the model of state xk transition and
observation.

xk = f (xk−1, uk )+ wk (1)
zk = h(xk )+ vk (2)

where the function f is to calculate the predicted state from
the prior estimated state and h can be used to determine the
previously expected calculation. However, f and h cannot be
used directly for the covariance, instead, a partial derivative
(Jacobian) matrix is calculated. At every step, the Jacobian is
estimated with the existed predicted state and these matrices
can be applied for the equations of Kalman Filter (KF). This
method effectively linearizes the non-linear equation around
the current estimate, which is EKF’s fundamental principle.

A particle’s basic concept is to make a different sum of
assumptions about the likely position of the robot, each of
which is known as a particle. Particle observes and travels
similar to the robot and perform as a cybernetic copy of the
robot. But particle does not perform in real, while with the
help of the map of the surrounding. As the particle precision
agrees with the robot, the probability increase that the particle
is near to the position of the robot [9]. Some particles live
or down according to their comparative probability after an
individually update phase, while the total particle number
is static. The precision of the particle also depends on the

particle density. The greater the number of particles in a
specific area of the map, the higher will be the probability
that the robot resides in the corresponding area of operation.
By using the map, movement is computationally relaxed,
concerning the simple arithmetical operations, allowing the
use of a higher number of particles and accurate localization.

PF was first introduced in 1999, [10] in a localization
context by the name of Monte Carlo Localization (MCL).
In this situation, PF proposed a probabilistic method on how
to evaluate the robot state in a prior definedmap. This method
is built on the hypothesis that the calculation of exterior values
is associated with the robot’s interior state such as the pose
of the robot. After this, PF creates semi-random states in
the world that provide an estimation on their corresponding
state’s probability to characterize the authentic state of the
robot. The corresponding technique is required because the
odometry (use of information from moving sensors to evalu-
ate the change in location over time) of the robot deviates over
time and may lose the accuracy highly. Therefore, by using
the exterior sensors, this error can be corrected.

When the information is ambiguous and the environment
grows in size, in such a situation the analytical calculations
for the localization are going to fail. Because the sum of
the probable causes to be measured becomes too large just
after a limited round [11]. PFs signify the existing robot
belief as a discrete probability distribution through the whole
surrounding of operation or a position that is being measured
i-e., the GPS individuated area. In the mid of every percept
execution cycle, before deciding on the execution and after
the perception, an update phase is taken. A new belief is
erected which based on the existing belief phase, the percept
from the sensors such as landmark sensing and the previous
execution, resultantly the computational requirements don’t
rise over time.

A. CONTRIBUTIONS
The authors examined the localization reliability of KF, EKF,
UKF, and PF in the above section. Nevertheless, the quality
of such models under localization is not yet considered to the
best of the author’s knowledge. We proposed an EKF-based
localization algorithm in our previous study and derived a
numerical expression for the algorithm of localization. To this
end, the authors use different algorithms to analyze the local-
ization scheme in this work. Also, the authors derived the
analytical expression for the localization of UKF and PF
algorithms. The derived expressions are coherent in the sense
that under different situations they can be used to evaluate
the approaches of localization. In addition, for both motion
and observation models, a covariance matrix is applied.
Ultimately, UKF and PF algorithm tests of localization were
analyzed and compared with different algorithms of local-
ization. More specifically, in terms of cross-section area,
length, time, velocity, etc., the proposed localization algo-
rithms present decent accuracy while preserving reasonable
computational intricacy.

2234 VOLUME 8, 2020



I. Ullah et al.: Localization Based on UKF and PF Localization Algorithms

B. ORGANIZATION
The rest of the paper is organized as follows. In the next
section, the author presents the related work regarding local-
ization algorithms. Section III presents the proposed local-
ization algorithms and derives the numerical expressions for
UKF and PF-based localization algorithms. The simulation
results of each localization algorithm are explained in the sub-
sections of section III. Section IV explains the comparison
and analysis of the results. Finally, Section V presents the
conclusions and provides prospects for future research work.

II. RELATED WORK
The KF-based localization has attracted significant consider-
ation of the researchers over the last decades. A variety of
solutions are presented regarding the KF-based localization
algorithm, fast and prevailing development has been com-
pleted which is subsequent in several challenging solutions,
counting both filtering and localization approach. Particular
filtering approaches such as EKF and UKF-based estimates
a state vector that consists of the robot observed landmark
and existing pose. A detailed introduction to KF, EKF, UKF,
and PF is discussed in the previous section. In the coming
paragraphs, a detail about these localization algorithms and
approaches is presented, and a comparison of the proposed
algorithms is also presented.

UKF is a recursive state estimation approach basis on the
unscented transform. It is a technique used to approximate a
random variable’s mean and covariance experiencing a non-
linear conversion. Unlike the EKF, UKF applying a set of
selected samples called sigma points for the representation of
the state distribution, while EKF approximate the non-linear
state equations andmeasurement models by applying the pro-
cess of linearization. Several algorithms related to UKF are
presented by the researchers such as in [12], a multi-sensor
node fusion localization approach is presented utilizing the
UKF in a rough environment. WSNs localization application
is a crucial application in the indoor environment [13], [14].
In the non-line-of-sight (NLoS) atmosphere [15], the accu-
racy of localization is high, but the estimation may be con-
taminated by NLoS propagation, which resultantly decreases
the localization accuracy. For this problem, the author pre-
sented the above approach to solving this problem which is a
modified KF localization technique based on UKF.

A UKF-based filtering localization approaches for track-
ing and inertial navigation are presented in [16]–[19]. The
approach is applied to discover the real-time location of
moving targets in IoT surroundings. In this process, the infor-
mation generated from the sensor nodes of IoT is involved
to localize and track the moving targets. For this purpose,
the least-square (LS) criterion-based mathematical model
and square root UKF (SRUKF) based algorithm is applied
to initialize the localization in the IoT environment. Next,
a measurement method is applied to the inertial system by
applying constraints of multiple view geometry. A version of
the square root UKF (SRUKF) derived algorithm is proposed

to incorporate the non-linear and complex structure. The state
covariance root is propagated and updated in the SRUKF,
thereby avoiding the breakdown of the state covariance. The
technique is also applied in an NLoS environment that is
based on the time-of-arrival (ToA) estimation. The sigma
points of the unscented transformation are anticipated on the
feasible area by solving the problem of constrained optimiza-
tion. The feasible area is the intersection of various disks
created by the NLoS estimation.

Furthermore, in [20]–[22], various approaches to the prob-
lem of simultaneous localization and mapping (SLAM)
are presented. First, a sampling technique is proposed for
the UKF which has the constant computational complexity
resulting in the computational complexity of the UKF SLAM
being established in the same order as that of the EKF
SLAM. Second, an observability-constrained (OC)-UKF is
suggested that guarantees the unobservable subspace of the
UKF’s linear-regression-based system is of the same size
as the non-linear SLAM. Also, the limitations of the Fast-
SLAM and Rao Blackwellized PF (RBPF) are investigated
which are the derivation of the linear estimates of nonlinear
functions and Jacobian matrices. Similarly, a real-time non-
linear method for SLAM is presented which is named as
compressed UKF (CUKF). To address the problem of partial
sampling, the author first proves the equivalence of the partial
and full sampling approaches for the decoupled nonlinear
schemes. Then a flattened arrangement is offered by reformu-
lating the cross-correlation substances. However, RBFT and
FastSLAM have two basic drawbacks. The first one is the
derivation of the Jacobian matrices and the second one is the
linear approximations of the non-linear functions. Therefore,
calculation of the Jacobian is undesirable exertion, and impre-
cise approximation to the posterior covariance degenerates
the filter reliability and estimate accuracy.

SLAM is an essential component in any autonomous
mobile robot (AMR) or autonomous vehicle (AV). For this
purpose, the authors in [23], [24] presented a SLAM-based
localization algorithm to improve the performance of local-
ization. A FastSLAM algorithm is proposed which consisted
of an intelligent bat-inspired resampling whose iteration
times can be adaptively tuned based on the filter diverging
degree. Moreover, a square root cubature filter is merged
into the algorithm for good proposal distribution and map-
ping results. An intelligent resampling phase is applied to
FastSLAM, which is stimulated by microbat performances
to attain the improved state of the robot. The projected
resampling only functions on small-weight elements and
thus decrease the computational load. In the proposed Fast-
SLAM algorithm, the square root cubature Kalman filter
(SRCKF) is merged for stepwise information of robot poses
and map landscapes. The algorithms are compared based
on two main aspects, the front-end is responsible for the
extraction of important features from the sensor data as well
as the data association. The second aspect, namely, the back-
end is responsible for the probabilistic estimation purposes.
The back-end is deeply reliant on the estimation concept and
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almost the associated work uses one estimation algorithm or
another. A SLAM robot tries to map an unidentified atmo-
sphere while reckoning out where it is at. The complication
comes from doing both these things at a similar time. The
robot required to know its location before responding to the
requirement of what the atmosphere looks like. The robot also
has to count where it is without the advantage of previously
taking a plan. SLAM, developed byHughDurrant-Whyte and
John L. Leonard, is a way of solving this problem using spe-
cialized equipment and techniques. The procedure of resolv-
ing the problem initiates with the robot or unmanned vehicle
(UV) itself. The type of robot utilized must have an excep-
tional odometry presentation. Odometry is the measure of
how well the robot can estimate its own location. This is nor-
mally intended by the robot using the location of its wheels.

PF or sequential MCL are among the most widely used
technique to offer a solution to the mobile robot localization
problem. The PF solves the problem of localization as a
Bayesian filtering problem to guesstimate the posterior or
subsequent density of the state consuming weighted particles.
It is a sequential Monte Carlo Bayesian (MCB) estimator
which is probable to deliver additional valued evidence of
the posterior. Specifically, when it has a multi-model shape
or when the noise distributions are non-Gaussian.

In recent years, PF algorithms have solved numerous prob-
lems in the field of robot localization. The previous success of
PF was only limited to low-dimensional measurement prob-
lems such as localization of robot in free defined maps [25].
The authors presented a variety of approaches that are mainly
focused on the localization of robots in various environments
such as in [26], [27], a self-localization technique is presented
for a mobile robot that is based on the PF in active beacon
system. The technique estimates the value of a mobile robot
position and heading by applying the ultrasonic sensor and PF
is applied to eliminate the measurement and process noise.
The study [28], [29] presented an algorithm to solve the
problem of SLAM in an unknown environment. An optimized
RBPF algorithm is presented. The PF is extended to handle
multi-robot SLAM problems. In this case, the initial or start-
ing pose of the robot is known in which all the robots starting
its motion from an identical place. Then an estimation is
presented to solve the problem in which the robot initial pose
is not known and the robot starts its motion from various posi-
tions. A Scale Invariant Feature Transform (SIFT) is proposed
in [30] for robot localization that decreases the sum features
generated by SIFT as well as their time of matching and
extraction. Furthermore, a world and robot coordinate system
are defined [31] which is based on the coordinate. The paper
defined the state variable, state, and observation equations for
the dynamic system. Besides, the paper also defines how to
estimate the robot pose observation information by using the
camera recognition information. By taking the real scene of
Robocup, it defines UKF which is put into the PF framework
to get Unscented PF (UPF) and then it is applied to understand
self-localization. Finally, the localization technique is applied
to the Nao robot by a sequence of simulation trials.

The problem of target localization and tracking has been
intensively addressed by the researchers regarding WSNs
[32]–[34]. These models present a PF technique to solve
radio source localization by applying the measurements of
only received signal strength indicator (RSSI), [35]. These
models also take into account the antennae geometry, RF
propagation, and ground reflection are presented. The model
exploits the performance of free space wireless signals and
gets the location estimates from the signal strength. The noisy
location estimates are further used in a PF which estimates
the posterior distribution of the location of the radio source.
This technique is applicable with one or more targets and the
error stabilizes to below 200meters by applying 100 readings.
Furthermore, in [36], the author presented a sound source
localization and tracking technique by using an array of the
microphone. The technique is based on the implementation
of the frequency domain of a guided beam-former along with
a PF tracking procedure. The PF is applied as a tracking
framework that integrates a planned irregular source dynamic
model for the recursive talker location estimation. But the
main challenges in the regular variation of communicator
locations which needs the process to capture the active com-
municator quickly. Also, the presence of noise in the back-
ground, reverberation, and interference presence degrades the
performance of tracking. The above-mentioned algorithms
presented well in their domain, but still, an improved ver-
sion of localization is required to present better accuracy as
compared to the previous algorithm. Therefore, in this paper,
the author presented an advance localization algorithm that
achieves a good level of accuracy in various circumstances.

III. PROPOSED LOCALIZATION ALGORITHMS
In this section, the authors present a detail of the pro-
posed localization algorithms. To enhance the localization
and tracking, the UKF and PF-based localization algorithms
are involved. The proposed UKF and PF localization algo-
rithms are analyzed and evaluated in different scenarios.
Table 1 describes the notations used in this work.

A. LOCALIZATION THROUGH UNSCENTED KALMAN
FILTER
The consistency of the UKF-based localization algorithm has
received imperfect consideration by the researchers in the
literature. The consistency of UKF is empirically inspected
in [37]–[39], but no theoretical examination is available up to
date, to the best of our knowledge. Therefore, in this article,
the researcher expanded this study to the case of UKF-based
localization. The authors presented the statistical lineariza-
tion performance by using UKF. Additionally, the localiza-
tion accuracy and coverage are analyzed, which achieves
improved presentation than the previous localization algo-
rithms. In addition, EKF-based updates are more vulnerable
than UKF to large linearization errors. As mentioned in [40],
a hybrid EKF and UKF algorithm, in which EKF is used as in
the update state, while UKF for the computing the robot pose
estimates and its covariance. While the presented algorithm
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TABLE 1. Index of notation.

achieves computational complication linearly through propa-
gation and quadratic through the update state. Therefore, it is
not possible to guarantee a positive description of the state
covariance matrix during propagation.

EKF is the standard technique for the information integra-
tion and estimation of parameters, but EKF still exists some
drawbacks. Using EKF, a non-linear system is linearized into
a linear, in this case, the EKF accuracy can reach first order
and also, EKF require to estimate the Jacobian matrix, which
in some cases unable to estimate. Due to the above draw-
backs and challenges, UKF has been used to present better
performance as compared to the EKF algorithm and espe-
cially for the non-linear systems. UKF is based on unscented
transformation, the approach used to estimate the statistics
of the random variable. In UKF, some points are used to
catch the actual covariance andmean of the random variables.
Therefore, at least the accuracy reaches second order using
UKF for non-linear systems. Also, by applying UKF, it is not
required to calculate the Jacobian matrices as we calculated

for the EKF-based algorithm. Resultantly, the UKF-based
algorithm is more convenient and accurate as compared to
the EKF-based algorithm.

Suppose that a state equation at the initial stage is;

xk = f (xk−1)+ wk−1 (3)

whereWk−1 ∼ N (0,Qk ) is the process noise and f is the non-
linear function as mentioned in the previous section. The xk
and xk−1 are existing and previous states at time tk and tk−1,
respectively. Let suppose, a state variable x and covariance p
is propagating through the non-linear equation.

xk = f (xk−1)+ vk−1 (4)

The mean for the state variable is x́ and the measurement
equation is:

yk = h(xk )+ nk (5)

where vk is the process and nk represents the measurement
noise with the corresponding covariance matrix Q for predic-
tion and covariance R for observation.

By calculating the sigma points, update time, and measure-
ment update, the estimates of Xk can be found. A collection of
deterministic test points with associated weights at the time
k − 1 is used to measure the sigma points.

X0,k−1 = x́k−1 (6)

where X0 is the sigma point at

Xest =
[
0 0 0 0

]T (7)

whereXest represents the estimated state and it will be the true
state in the case if Xtru = Xest . To create the related weights
for the sigma points:

Xi,k−1 = x́k−1 +
[√

(n+ λ)× Pk−1
]
i

(8)

where Xi represent the sigma points at i = 1, 2, 3, . . . , n and

Xi,k−1 = x́k−1 −
[√

(n+ λ)× Pk−1
]
i−n

(9)

where i = n+ 1, n+ 2, . . . , 2n.
Generally, the weights are represented as:

wm =
[

λ

n+ λ

]
(10)

and

wc =
[
(
λ

n+ λ
)+ (1− α2 + β)

]
(11)

Now at time t = 0, the weights wm and wc will become:

wm0 =
[

λ

n+ λ

]
(12)

wc0 =
λ

(n+ λ)+ (1− α2 + β)
(13)

wmi = wci =
1

2(n+ λ)
(14)
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where i = 1, 2, 3, . . . , 2n, n represent the dimension of x,
λ = α2(n + k) − n denote the scaling parameter, α find the
spreading of sigma points around the mean of the state vari-
able x́, and k denote the secondary scaling parameter (SSP).

Now to calculate the sigma points prediction with
motion and observation model, the predicted mean and
covariance is:

Xi,k|k−1 = f (Xi,k−1) (15)

´̄x =
2n∑
i=0

wmi Xi,k|k−1 (16)

Ṕk =
2n∑
i=0

wci
[
Xi,k|k−1− ´̄xk

][
Xi,k|k−1− ´̄xk

]T
+ Qk (17)

Ẋi,k|k−1
=
[
X0:2n,k|k−1 X0,k|k−1+v

√
Qk X0,k|k−1−v

√
Qk
]
i

(18)

The sigma points were improved with additional points
obtained from the process noise covariance matrix square
root.

and

Ẏi,k|k−1 = h(Ẋi,k|k−1) (19)

´̄y =
2na∑
i=0

ẇmi Ẏi,k|k−1 (20)

Pyy,k =
2na∑
i=0

ẇci
[
Ẏi,k|k−1− ´̄yk

][
Ẏi,k|k−1− ´̄yk

]T
+Rk (21)

Pxy,k =
2na∑
i=0

ẇci
[
Ẋi,k|k−1 − ´̄xk

] [
Ẏi,k|k−1 − ´̄yk

]T
(22)

In the above equations Rk represent the covariance matrix,
na = 2n, and v =

√
n+ λ as can be seen in equation (10).

After calculating the sigma points and time updates,
the measurement update and measurement noise are calcu-
lated. To update the covariance and state, Kalman gain is
calculated.

Kk = Pxy,k × Ṕ1yy,k (23)

X̄k = ´̄Xk + Kk (yk − ´̄yk ) (24)

Pk = Ṕk − Kk × Pyy,k × KT
k (25)

Equation (23)-(25), represents a summary of the algorithm
based on UKF. By giving the primary state:
x́0 = E[x0] and P0 = E

[
(x0 − x́0)× (x0 − x́0)T

]
.

R =
[
cos(θ ) sin(θ )
−sin(θ ) cos(θ )

]
(26)

where R is the covariance matrix of the measurement noise
and the formula of the state can be represented as:

xk+1 = Fxk + Bvk (27)

where F and B is

F =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 (28)

B =


dt × cos(x(3)) 0
dt × sin(x(3)) 0

0 dt
1 0

 (29)

H =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (30)

where F and B represents the transition state matrices. H is
the output measurement matrix of the observation model.

1) SIMULATION RESULTS AND DISCUSSION
A simulation to evaluate the performance of the pro-
posed UKF-based localization algorithm is performed in this
section. In this simulation, in the first case, a time range
is considered from 0 to 60 sec in which the initial time is
t = 0 sec and the end time is t = 60 sec. The global time is
dt = 0.1 sec. At first phase, the estimated state vector is set to
be Xest =

[
0 0 0 0

]T , in which Xtrue = Xest . The observation
vector is set to be z =

[
0 0 0 0

]T . After calculating the
covariance matrix for prediction and observation, the sigma
points are calculated as shown in equation (15)-(22). The
UKF parameters are set to be in such way α = 0.001, β = 2
and κ = 0. The size of the state vector is n = length(Xest ).
Then the weights wm and wc are calculated as can be seen
in equations (10)-(14). The measurement noise R is calcu-
lated and then the sigma points prediction with the motion
and observation model is calculated. The time for the input
parameter calculation is T = 10 sec and the velocity is set to
be v = 1.0 m/s which represents the linear speed of the robot.
The factual data which is observed during the ground truth,
the process noise is added and by applying Dead reckoning
the current location is calculated which is the displacement
of the previous location as can be seen in Fig. 6 (a-f).

In Fig. 1 (a-f), the velocity v and time t is kept constant
throughout various iterations. In the second phase, the veloc-
ity is increased as before it was v = 1.0 m/s, but now
we have increased to v = 2.0 m/s, v = 3.0 m/s, v =
4.0 m/s, v = 5.0 m/s, v = 6.0 m/s, and v = 7.0 m/s.
In response to increasing the velocity, the coverage area of
localization is also increased. In the UKF-based localization
algorithm, the localization coverage is higher than the EKF-
based localization as can be seen in Fig. 2 (a-f). Furthermore,
the localization also varies with time. In Fig. 1 (a-f), we set
the time T = 10 sec and then the time is upgraded to
check the effectiveness of UKF-based localization. The time
is varied to T = 30 sec and T = 90 sec. So, in this
case, by increasing the time t , the localization accuracy is
degrading and also the localization coverage area as shown
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FIGURE 1. Comparison of various iterations for Localization based on the Unscented Kalman Filter (UKF) algorithm. In this case,
the velocity is constant for all six iterations which is v = 1.0 m/s. The blue asterisks represent the GPS signals at various
localizations, the pink line represents the ground truth which is required for the real-time localization. The green line represents the
Dead reckoning to estimate the current position which is the displacement effect function used for the preceding position,
the dashed red line represents the UKF localization, and the blue line is the error ellipse during the process of localization.

FIGURE 2. Localization based on Unscented Kalman Filter (UKF) with velocities (v = 2.0 m/s, v = 3.0 m/s, v = 4.0 m/s, v = 5.0 m/s).

in Fig. 3 (a-b). On the other side, by varying the end time
the localization coverage and accuracy also effected. At the
time t = 30 sec, the localization coverage area is decreased

and at time t = 90 sec, there is no effect on the localization
accuracy, however, the localization coverage is increased as
shown in Fig. 4 (a-b).

VOLUME 8, 2020 2239



I. Ullah et al.: Localization Based on UKF and PF Localization Algorithms

FIGURE 3. Localization based on Unscented Kalman Filter (UKF) with time (T = 30 sec, T = 90 sec).

FIGURE 4. Localization based on Unscented Kalman Filter (UKF) with the end-time (t = 30 sec, t = 90 sec).

B. LOCALIZATION THROUGH PARTICLE FILTER
In this section, the author presents a detail of the proposed
PF localization algorithm. To improve the PF algorithm, PF
is elaborate to retrieve the motion reservations animatedly by
modifying the matrix of covariance. Furthermore, the robot
can obtain a range of data or information from the radio-
frequency identification (RFID) that its location is already
prior known. For industrial requirements, the grid naviga-
tion spaces located with RFID tags are promising. Because
each tag is capable of carrying 2D or 3D local environment
data. Nonetheless, this technique requires a higher level of
accuracy in the position of vehicles, otherwise, it may lead
to collisions in the case of errors. In this regard, the author
presented in [41], [42] an extended filtering method for finite
impulse response (EFIR) that meets this requirement. This
filter needs an optimal averaging interval but does not include
the noise statistics which are mostly unknown in engineering.
Also, when the robot starts its motion during localization,
the sensor particle communicates with the robots. For regular
PF, a vector xk defines the position of a robot such as:

xk =
[
xk yk

]T (31)

For the first case, the authors consider the state estimation
vector as xest =

[
0 0 0

]T which offer an estimate x̄k of the

state xk . Therefore, the prediction and measurement models
are presented as:

xk = f (xk−1,wk ) (32)

zk = h(xk , vk ) (33)

where xk and xk−1 are the current and previous states at
time tk and tk−1. Similarly, f denote the transition of the state
xk−1 and h denote the measurement function, respectively.
In addition, wk and vk represent the discrete white zero-
mean noise. To represent the covariance matrices Q and R,
respectively, here Wk ∼ N (0,Q) i.e., Q = diag(σ 2

x , σ
2
y ) and

Vk ∼ N (0,R) i.e.,R = diag(σ 2
r,1, σ

2
r,2, . . . , σ

2
r,n). For the first

case, the value of σ in the covariance matrix for prediction Q
is set to be 0.1 and for the covariance matrix for observation
is set to be 1. Let suppose, at time instant k , a set of particles
can be expressed as:

Sk = [(x ik ,w
i
k ) | i = 1, 2, 3, . . . ,Ns] (34)

wik =
p(x ik | z

k , uk )

p(x ik | uk , xk−1)p(xk−1 | z
k−1, ut−1)

(35)

wik =
ηp(zk | x ik )p(x

i
k | uk , xk−1)p(xk−1 | z

k−1, uk−1)

p(x ik | uk , xk−1)p(xk−1 | z
k−1, uk−1)

(36)

wik = ηp(zk | x
i
k ) (37)
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In equation (33), the numerator represents the distribution
of the target and denominator represents the proposal of the
distribution. Where η is the constant and p(zk | x ik ) is the
importance factor.

Furthermore, let fk (xk ) is considered as a positive function
for the state space. The algorithm of PF produce the samples
from fk (xk )p(xk | zk , uk ) in which at initial guess the samples
are at f0(x0). Next, to estimate the new samples, a random par-
ticle x ik−1 is derived from Xk−1 and the particle is distributed
for N in accordant with fk−1(xk−1)p(xk−1 | zk−1, uk−1). For
the state x ik ∼ p(xk | uk , x ik−1), the importance weights can
be calculated by using the function fk (xk ).

wik =
fk (x ik )p(x

i
k | z

k , uk )

fk−1(x ik−1)p(x
i
k | uk , xk−1)p(xk−1 | z

k−1, ut−1)
(38)

wik =
fk (x ik )ηp(z

k
| x ik )p(x

i
k | uk , xk−1)p(xk−1 | z

k−1, uk−1)

fk−1(x ik−1)p(x
i
k | uk , xk−1)p(xk−1 | z

k−1, uk−1)
(39)

By replacing the constant of proportionality, equation (37)
will become:

wik ∝ p(zk | x ik )×
fk (x ik )

fk−1(x ik−1)
(40)

The motion of the particle can be predicted by using the
particle which contains the location of the robot at time
instant k:

x ik = f (x ik−1)+ wk (41)

x ik = x ik−1 +
[
vk × Ts × cosθk
vk × Ts × sinθk

]
+ wk (42)

where Ts denote the robot sampling time. The state estimate
x̄k|k−1 expectation can also be represented by:

x̄k|k−1 = f (x̄k−1|k−1) (43)

Pk|k−1 =
Ns∑
i=1

wik ×
[
x ik − x̄k|k−1

]
×

[
x ik − x̄k|k−1

]T
+ Q

(44)

where xk and xk−1 are the current and previous states at
time tk , tk−1. Q is the covariance matrix and w is the impor-
tance weights. The subsequent approximation p(xk | z1:k ) and
the state estimation x̄k|k can be approximated by [43]:

p(xk | z1:k ) ≈
Ns∑
i=1

wik × δ(xk − x
i
k ) (45)

x̄k|k = E[xk | z1:k ] (46)

x̄k|k =
∫
xk × p(xk | z1:k )dxk ≈

Ns∑
i=1

wik × x
i
k (47)

Pk|k =
Ns∑
i=1

wik ×
[
x ik − x̄k|k

]
×

[
x ik − x̄k|k

]T
(48)

where δ(. . .) represent the Dirac delta function. The above
posterior approximation is considered as a posterior belief

function and approximated by a set of N samples as can be
seen in [44], [45].

F =

1 0 0
0 1 0
0 0 1

 (49)

B =

dt × cos(x(3)) 0
dt × sin(x(3)) 0

0 dt

 (50)

Similarly, in equation (28) and (29), here F and B repre-
sents the transition state matrices of the motion model.

1) SIMULATION RESULTS AND DISCUSSION
In this section, a simulation is performed to evaluate the per-
formance of the proposed PF-based localization algorithm.
For the PF-based localization algorithm, the value of the
parameter is almost similar to the UKF-based localization
algorithm but some parameters are varying from UKF and
therefore, the performance of PF also varying from the UKF.
At the initial phase, the time range is considered as t = 60
sec and the global time is dt = 0.1 sec. The estimated state
vector is set to be Xest =

[
0 0 0

]T in which the true state
is xTrue = xEst . After calculating the covariance matrix for
prediction and observation, the sigma points are calculated.
The importance weights wi are calculated by using the func-
tion fk (xk ) as shown in equations (35)-(40). The effective
sample size is Neff = 1.0 and if this is left empty, the number
of components in the pdf will be taken as Neff . However,
if we have pre-clustered the data, then we must set the Neff to
the number of original samples in clustering. The transition
state matrices F and B of the motion model are calculated in
equations (49) and (50). At the initial phase, the time is set to
be T = 10 sec and the velocity is set to be v = 1.0 m/s, which
is the robot linear speed during the localization process.When
the robot starts it’s motion from t = 0 sec, during it’s
traveling the sensor particles communicate with the robot
while performing localization. The process noise is added and
by applying Dead reckoning the current location is calculated
which is the displacement of the previous location. In this
phase (v = 1.0 m/s), during the six iterations, the coverage
and localization time is ranging from 4.598 sec to 5.0987 sec
as shown in Fig. 5 (a-f) and results in Table 2.
During the first phase, the time and velocity for all iter-

ations were constant see Fig. 5 (a-f). In the second phase,
the velocity is decreased from v = 1.0 m/s to v = 0.1 m/s,
v = 0.2 m/s, v = 0.3 m/s, v = 0.4 m/s, v = 0.5 m/s, and
v = 0.6 m/s. By reducing the velocities, the localization time
is almost similar to the first phase, but the coverage area is
reduced highly as can be seen in Fig. 6 (a-f). Alternatively,
by increasing the time from T = 10 sec to T = 30 sec
and T = 90 sec, the time consumption is constant but the
coverage area is reducing as shown in Fig. 7 (a-b). Further-
more, in the case of decreasing the end time t of localization
from t = 60 sec to t = 30 sec, the coverage area and
localization time also decrease which is t = 2.4412 sec.
It represents that if the time is maximum, the coverage area
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FIGURE 5. Comparison of various iterations for Localization based on the Particle Filter (PF) algorithm. In this case, the velocity is
constant for all six iterations which is v = 1.0 m/s. The green dashed line represents the ground truth which is required for the
real-time localization, the blue dashed line is the Dead reckoning to estimate the current position which is the displacement effect
function used for the preceding position, and the red line represents the PF localization.

TABLE 2. Simulations parameters.

and localization will be more efficient and it may consume
more time as compared to the previous case. Therefore,
by increasing the end time t of localization from t = 60 sec to
t = 90 sec, the localization time is increased but resultantly
gives high coverage which covers a total 360◦ area as shown
in Fig. 8 (a-b).

IV. COMPARISON AND RESULTS ANALYSIS
In the previous sections, the simulation results are widely
detailed for well understanding of the readers. In this section,
we will discuss more the results and comparison of these
results with each-others and previous algorithms used for
the purpose of localization in various research articles. Our
proposed localization algorithms work as a platform for the
other localization algorithms that are discussed in detail in the
literature. Every algorithm works good in their domain and
considers various aspects during the localization process but
still exist some limitations, for example, some algorithms do
not consider the prior data for the unknown parameters, etc.

In section 3, Fig. 1 (a-f) and Fig. 5 (a-f) represent the
localization performance of UKF and PF-based localization
algorithms, respectively. In the first phase of UKF and PF,
the authors considered a constant velocity of v = 1.0 m/s
and time T = 10 sec throughout the six iterations. For both
algorithms, the authors considered six iterations in the first
case, to evaluate the localization performance in a better way.
In the second phase of UKF-based localization algorithm,
the localization performance is evaluated while increasing
the velocity from v = 1.0 m/s to v = 2.0 m/s, v = 3.0 m/s,
v = 4.0 m/s, v = 4.0 m/s, v = 5.0 m/s, v = 3.0 m/s, and v =
7.0 m/s,. Resultantly, by increasing the velocity v, the cover-
age area is also increasing as can be seen in Fig. 2 (a-f). UKF-
based localization algorithm presents a good level of accu-
racy as compared to the EKF-based algorithm Fig. 2 (a-f).
While in the second phase of the PF-localization algorithm,
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FIGURE 6. Localization based on Particle Filter (PF) with velocities (v = 0.1 m/s, v = 0.2 m/s, v = 0.3 m/s, v = 0.4 m/s, v = 0.5 m/s,
v = 0.6 m/s).

FIGURE 7. Localization based on Particle Filter (PF) with time (T = 30 sec, T = 90 sec).

the velocity is reduced from v = 1.0 m/s to v = 0.1 m/s,
v = 0.2 m/s, v = 0.3 m/s, v = 0.4 m/s, v = 0.5 m/s,
and v = 0.6 m/s and performed six iterations. Resultantly,
to reduce the velocity v, the localization time is almost similar
to the first case, but the coverage area is reduced highly as
can be seen in Fig. 6 (a-f). The remaining detail about time
variance is discussed in detail in the previous sections.

During the localization process, the time consumption and
coverage time are evaluated as shown in Table 3. In our
previous study, the authors presented an EKF-based local-
ization algorithm and the results of EKF-based localization

are compared with the UKF and PF in Table 3. Among all
these three localization algorithms i.e EKF, UKF, and PF,
the PF-based localization algorithm consumes less time as
compared to EKF and UKF at v = 1.0 m/s. By doing further
iterations, in between EKF and UKF localization algorithms,
UKF is consuming less time and performing well as compare
to the EKF localization algorithm. The proposed localization
algorithms are highly sensitive to time t and velocity v as
discussed above.

To compare the proposed localization algorithms with
other localization algorithms, our localization algorithms
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FIGURE 8. Localization based on Particle Filter (PF) with end-time (t = 30 sec, t = 90 sec).

TABLE 3. Time consumption comparison of EKF, UKF, and PF during
localization.

perform better regarding various aspects such as localization
coverage and time. It is encouraged by the fact that the
proposed algorithms can present a better estimate of time
and velocity. The EKF and UKF are compared in [46] to
evaluate the effectiveness of the two widely used filters for
non-linear systems, in reconstructing the unknown environ-
ment where a mobile robot is moving. The reconstruction
is obtained from the robot’s onboard sonar sensors. In [47]
the author proposed an improved UKF localization algorithm
to reduce the impacts of packet loss during the process of
localization. Rather than ignoring the missing measurements
which are caused by the packet loss, the algorithm exploits
the calculated measurement errors to estimate missing mea-
surements. Moreover, a TDoA-based localization technique
using the PF with multiple motions is presented in [48]

for non-cooperative target tracking in 2D. For this purpose,
three motion models, constant acceleration and velocity, two-
channel models, LoS and NLoS, are considered to define the
route of amobile terminal inmixed LoS/NLoS situations. The
particle filtering method is applied for state estimation from
a set of nonlinear TDoA measurements, and the interacting
various models are used to mix the various motions and
channel models to improve the positioning accuracy. Various
localization algorithms are proposed by the researchers
[49]–[53], each algorithm performs well in its domain and
presents their performance. Some algorithm focuses on the
accuracy of localization, some focuses on the coverage of
localization, time, energy consumption, etc. To the best of
the authors knowledge, the proposed localization algorithms
perform well as compared to the state-of-the-art localization
algorithms in this area.

V. CONCLUSION
In this paper, the authors presented the performance of
UKF and PF-based localization algorithms. As wementioned
in the previous sections about the EKF-based localization
which was the part of our previous study. In this work,
the authors presented a very detail about the localization of
UKF and PF-based localization algorithms. Firstly, an analyt-
ical expression for the UKF-based algorithm is presented and
evaluated their performance. Secondly, the PF-localization is
presented and evaluated their performance. Each localization
algorithm performs well in their domain. Several aspects
regarding localization are considered in this study such as
the velocity, time, distance, cross-section area, coverage, etc.
The performance of the proposed localization algorithms is
evaluated deeply by performing several iterations as shown
in the figures. The proposed localization algorithms present
good accuracy while maintaining reasonable computational
intricacy. The proposed UKF and PF localization algorithms
are compared with each other based on their performance
and also with the EKF-based localization algorithm as shown
in Table 3. Among all these three algorithms, the PF-based
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localization algorithm presents a good level of performance
while consuming very less time as compared to the EKF and
UKF-based algorithms. The proposed localization algorithms
can apply any type of localization system, particularly for
the robot localization. The result shows an excellent local-
ization quality within a limited time, given the harsh physical
environment and several problems during localization. The
results of the simulation show that the proposed localization
algorithms can be used for different purposes such as target
tracking, robot localization, and can improve localization
performance. In the future, the authors will focus on the
comparative analysis of the EKF, UKF, and PF localization
algorithms. Besides this, the authors will try to improve the
localization performance of the EKF, UKF, and PF-based
localization algorithms.
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